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#### Abstract

The existence of global-in-time classical solutions to the Cauchy problem for incompressible nonlinear isotropic elastodynamics for small initial displacements is proved. Solutions are constructed via approximation by slightly compressible materials. The energy for the approximate solutions remains uniformly bounded on a time scale that goes to infinity as the material approaches incompressibility. A necessary component to the long-time existence of the approximating solution is a null or linear degeneracy condition, inherent in the isotropic case, which limits the quadratic interaction of the shear waves. The proof combines energy and decay estimates based on commuting vector fields and a compactness argument. (C) 2004 Wiley Periodicals, Inc.


## 1 Introduction

The motion of isotropic elastic materials occupying all of $\mathbb{R}^{3}$ features the nonlinear interaction of fast pressure waves and slow shear waves, concentrated along their respective characteristic cones. Under appropriate constitutive assumptions, sending the speed of the pressure waves to infinity penalizes volume changes and drives the motion toward incompressibility. This article presents two results in support of this picture.

First, for sufficiently small initial displacements, classical local solutions of the equations of motion are shown to exist with uniform stability estimates yielding a lifespan proportional to the speed of the pressure waves, substantially improving upon [15]. This result depends on the careful assessment of nonlinear wave interactions through the inherent null structure of shear waves in isotropic materials, the small amplitude of pressure waves caused by their rapid dispersion in the incompressible limit, and the separation of the individual wave families.

Second, the uniform stability of the local existence family allows for convergence to a global solution of the limiting incompressible equations by means of compactness arguments. The strength of this convergence improves with the degree of incompressibility satisfied by the initial conditions.

Instead of the classical second-order Lagrangian formulation, the problem will be analyzed within the framework of first-order symmetric hyperbolic systems because, with Eulerian coordinates and the proper choice of dependent variables, the singular terms are linear. The transformed system can be viewed as a natural extension of the compressible Euler equations of fluid dynamics in which the inverse deformation gradient is now coupled with the density and velocity. It also shares common features with various relativistic theories of elasticity [ $3,7,21$ ] and viscoelastic theories [13, 14]. With the addition of new variables, certain natural constraints need to be taken into account. In particular, as noticed by John [6], a so-called null Lagrangian must be introduced to restore the positivity of the system, and moreover, nearly all of our estimates hold only for the constrained system.

In his pioneering study of the incompressible limit for elasticity, Schochet [15] already discovered the advantages of this basic approach (although his choice of dependent variables differs slightly from ours). With a first-order formulation, he was able to apply the energy methods of Klainerman and Majda [10, 11] originating in the study of the incompressible limit for the equations of fluid dynamics. However, energy estimates alone can only give uniform stability estimates on a bounded time interval and convergence in the incompressible limit to a local solution of the limiting equations.

Long-time stability of solutions to the elastodynamics equations depends on strong dispersive estimates. For the wave equation, the generalized energy method, based on Lorentz invariance and global Sobolev inequalities, provides an elegant and efficient means of combining energy and decay estimates; see [8, 9], for example. The equations of elasticity, being merely Galilean and scaling invariant, require an additional intermediate series of weighted $L^{2}$ estimates to compensate for the smaller symmetry group, an approach that has been developed in [12, 17, 19, 20]. In particular, it was shown in [17, 19] that the initial value problem for the Lagrangian equations of motion for compressible elastodynamics have global small solutions for certain isotropic materials satisfying an additional null condition for the pressure waves; see also [1, 2]. In this respect, the PDEs of elastodynamics are better behaved than the equations of fluids for which shear waves do not disperse, on the linear level. Nevertheless, the use of decay estimates also allows for some improvements in the study of the incompressible limit for fluids [16, 18, 22].

The present work relies on the methods of [19], translated into the first-order context, but in addition it requires new weighted estimates that are uniform in the speed of the pressure waves. Another way to summarize the difficulty is that time derivatives do not automatically have uniform estimates and must be treated separately. Such bounds are essential in order to pass to the incompressible limit. They can be achieved either by preparing the initial data appropriately or, in weaker form, by using scaling invariance.

Global solutions to the approximating compressible equations are not constructed here. This is the price of Eulerian coordinates. Convective derivative terms are inconsistent with the null condition.

The global existence of small solutions to the three-dimensional incompressible and isotropic elasticity equations was announced by Ebin in [5]. His direct argument relies on the Lorentz invariance of the wave equation, the linearized operator in the incompressible case; however, in our view insufficient attention is paid to the incompressibility constraint that is incompatible with the Lorentz rotations. The special case of incompressible neo-Hookean materials was studied in [4].

Complete statements of the main results can be found in Section 2.6 after a reformulation of the problem and the introduction of required notation. The steps of the proof of the long-time stability estimates are broken up into a series of propositions in the following sections. The final two sections then complete the proofs of the main theorems.

## 2 Preliminaries

### 2.1 Equations of Motion

The motion of an elastic body is classically described by a time-dependent family of orientation preserving diffeomorphisms $x(t, \cdot), 0 \leq t<T$. Material points $X$ in the reference configuration are deformed to the spatial position $x(t, X)$ at time $t$.

The equations of motion for homogeneous, hyperelastic, isotropic materials can be derived from the formal variational problem

$$
\delta \iint\left[\frac{1}{2}\left|D_{t} x\right|^{2}-W(D x)\right] d X d t=0
$$

in which the strain energy function $W(F) \in C^{\infty}\left(\mathrm{GL}_{+}^{3}, \mathbb{R}\right)$ depends on $F$ through the principal invariants of the strain matrix $F^{\top} F$. We use the notation $\mathrm{GL}_{+}^{3}$ for the group of invertible $3 \times 3$ matrices over $\mathbb{R}$ with positive determinant, $\mathbb{M}^{3}$ for the set of all $3 \times 3$ matrices over $\mathbb{R}$, and $\left(D_{t}, D\right)$ for derivatives with respect to the material coordinates $(t, X)$. The density in the undeformed reference configuration has been set equal to 1 . The equations of motion take the form

$$
\begin{equation*}
D_{t}^{2} x^{i}-D_{\ell}\left[S_{i}^{\ell}(D x)\right]=0, \tag{2.1}
\end{equation*}
$$

where

$$
S_{i}^{\ell}(F)=\frac{\partial W}{\partial F_{\ell}^{i}}(F)
$$

is the (first) Piola-Kirchhoff stress tensor. Summation over repeated indices will always be understood.

### 2.2 Reformulation as a First-Order System

Our analysis relies on the reformulation of the second-order equations of motion in material coordinates to a first-order system in spatial coordinates. Spatial coordinates allow for a compact and tractable expression for the singular terms. It will be convenient to work with the family of inverse transformations $X(t, x)$ whose gradient $H(t, x)$ satisfies a particularly simple constraint (see (2.6b) below). Derivatives with respect to the spatial coordinates $(t, x)$ will be denoted by $\partial=\left(\partial_{t}, \nabla\right)$.

The following series of simple results establishes the equivalence.
Lemma 2.1 Given a family of deformations $x(t, X)$ with inverse $X(t, x)$, define the velocity, inverse deformation gradient, and density as follows:

$$
\begin{align*}
v(t, x) & =D_{t} x(t, X(t, x)),  \tag{2.2a}\\
H(t, x) & =\nabla X(t, x),  \tag{2.2b}\\
\rho(t, x) & =\operatorname{det} H(t, x) . \tag{2.2c}
\end{align*}
$$

Then for $(t, x) \in[0, T) \times \mathbb{R}^{3}$,

$$
\begin{align*}
& \partial_{t} H+\nabla(H v)=\partial_{t} H+v \cdot \nabla H+H \nabla v=0,  \tag{2.3a}\\
& \partial_{t} \rho+v \cdot \nabla \rho+\rho \nabla \cdot v=0 . \tag{2.3b}
\end{align*}
$$

Proof: Since $X(t, x(t, X))=X$, we see that $X(t, x)$ is constant along particle trajectories. This means that

$$
\partial_{t} X+v \cdot \nabla X=0 .
$$

Taking the gradient with respect to $x$ yields (2.3a). Equation (2.3b) follows from (2.3a) because it is simply the evolution equation for the Jacobian det $H(t, x(t, X))$.

We remark that as soon as $H$ satisfies (2.2b), it follows that

$$
\partial_{j} H_{k}^{i}(t, x)=\partial_{k} H_{j}^{i}(t, x) .
$$

Lemma 2.2 Suppose that $(H(t, x), v(t, x), \rho(t, x))$ is bounded and continuously differentiable from $[0, T) \times \mathbb{R}^{3}$ to $\mathrm{GL}_{+}^{3} \times \mathbb{R}^{3} \times \mathbb{R}$. Suppose that there exists an orientation-preserving diffeomorphism $x(X)$ of $\mathbb{R}^{3}$ with inverse $X(x)$ such that $H(0, x)=\nabla X(x)$ and $\rho(0, x)=\operatorname{det} X(x)$. Finally, assume that (2.3a) and (2.3b) are satisfied on $[0, T) \times \mathbb{R}^{3}$. Then there exists a one-parameter family of diffeomorphisms $x(t, X)$ with $x(0, X)=x(X)$ such that (2.2a), (2.2b), and (2.2c) hold.

Proof: Given the bounded vector field $v(t, x)$ on $[0, T) \times \mathbb{R}^{3}$, construct the flow

$$
D_{t} x(t, X)=v(t, x(t, X)), \quad x(0, X)=x(X) .
$$

For $0 \leq t<T, x(t, X)$ defines a one-parameter family of diffeomorphisms on $\mathbb{R}^{3}$ since $x(X)$ is a diffeomorphism. It now follows by Lemma 2.1 that $\bar{H}(t, x) \equiv$
$\nabla X(t, x)$ and $\bar{\rho}(t, x) \equiv \operatorname{det} \bar{H}(t, x)$ satisfy (2.3a) and (2.3b) on $[0, T) \times \mathbb{R}^{3}$. Finally, we conclude that $H=\bar{H}$ and $\rho=\bar{\rho}$, by uniqueness, since this holds at $t=0$.

We have already noted that, in material coordinates, the equations of motion for the deformation $x(t, X)$ are given by (2.1). We will now show that in spatial coordinates, the corresponding equations of motion are given by the first-order system

$$
\begin{align*}
D_{t} H+H \nabla v & =0,  \tag{2.4a}\\
D_{t} v+D \cdot \hat{S}(H) & =0, \quad \hat{S}(H)=-S\left(H^{-1}\right),  \tag{2.4b}\\
D_{t} \rho+\rho \nabla \cdot v & =0 . \tag{2.4c}
\end{align*}
$$

Here we are using the abbreviations

$$
\begin{equation*}
D_{t}=\partial_{t}+v \cdot \nabla \quad \text { and } \quad D_{\ell}=\left(H^{-1}\right)_{\ell}^{k} \partial_{k}, \tag{2.5}
\end{equation*}
$$

consistent with chain rule.
Proposition 2.3 Suppose that $x(X)$ is an orientation-preserving diffeomorphism of $\mathbb{R}^{3}$ with inverse $X(x)$.

Let $x(t, X)$ be a $C^{2}$ solution of (2.1) on $[0, T) \times \mathbb{R}^{3}$ with $x(0, X)=x(X)$. Then $(H, v, \rho)$ as defined in Lemma 2.1 solves the first-order system (2.4a)-(2.4c), together with the constraints

$$
\begin{align*}
\operatorname{det} H & =\rho,  \tag{2.6a}\\
\partial_{\ell} H_{m}^{i} & =\partial_{m} H_{\ell}^{i} . \tag{2.6b}
\end{align*}
$$

Conversely, suppose that $(H, v, \rho)$ is a bounded $C^{1}$ solution of (2.4a)-(2.4c) on $[0, T) \times \mathbb{R}^{3}$ such that $H(0, x)=\nabla X(x)$ and $\rho(0, x)=\operatorname{det} \nabla X(x)$. Then $x(t, X)$ as given by Lemma 2.2 is a one-parameter family of diffeomorphisms that solves (2.1). Consequently, $(H, v, \rho)$ satisfies the constraints (2.6a) and (2.6b).

Proof: If $x(t, X)$ is a one-parameter family of orientation-preserving diffeomorphisms that solves (2.1), then define ( $H, v, \rho$ ) by means of (2.2a), (2.2b), and (2.2c). By Lemma 2.1, equations (2.4a) and (2.4c) are satisfied, and equation (2.4b) follows from (2.1). The constraints hold by the definitions of $H$ and $\rho$.

On the other hand, suppose that ( $H, v, \rho$ ) solves (2.4a)-(2.4c), and that the initial data $H(0, x)$ and $\rho(0, x)$ satisfy the assumptions. Then by Lemma 2.2, there is a one-parameter family of diffeomorphisms $x(t, X)$ with $x(0, X)=x(X)$ that satisfies (2.2a), (2.2b), and (2.2c). But then (2.4b) implies that $x(t, X)$ satisfies (2.1), since $H^{-1}(t, x(t, X))=D x(t, X)$.

### 2.3 Constitutive Assumptions

We will consider isotropic strain energy functions of the form

$$
W^{\lambda}(F)=W(F)+\lambda^{2} h(\rho), \quad \rho=\operatorname{det} F^{-1}, \lambda \in \mathbb{R}^{+},
$$

where $W$ is independent of $\lambda$ and depends on $F$ through the principal invariants of the strain matrix $F^{\top} F$. The last term should be regarded as a penalization term that drives the motion toward incompressibility in the limit as the parameter $\lambda$ becomes large.

In this case, the Piola-Kirchhoff stress has the form

$$
S^{\lambda}(F)=\frac{\partial}{\partial F}\left[W(F)+\lambda^{2} h(\rho)\right]=S(F)-\lambda^{2} \rho h^{\prime}(\rho) F^{-\mathrm{T}} .
$$

We assume that $S(I)=0$ and $h^{\prime}(1)=0$. This implies that the reference configuration is a stress-free state: $S^{\lambda}(I)=0$.

Since $D \cdot(\operatorname{det} F) F^{-\top}=0$, for $F=D x$, the penalization term adds the expression

$$
D \cdot \lambda^{2} \rho h^{\prime}(\rho) F^{-T}=\lambda^{2} \rho^{-1} \nabla\left[\rho^{2} h^{\prime}(\rho)\right]=\lambda^{2}[\rho h(\rho)]^{\prime \prime} \nabla \rho
$$

to the equations. Because we are ultimately interested in the incompressible limit, we shall choose the function $h$ so as to make this term as simple as possible while still being physically meaningful. Therefore, we set

$$
\begin{equation*}
h(\rho)=\frac{(\rho-1)^{2}(\rho+2)}{6 \rho} \tag{2.7}
\end{equation*}
$$

so that $[\rho h(\rho)]^{\prime \prime}=\rho$. Notice that $h(1)=h^{\prime}(1)=0, h$ is convex and nonnegative, and $h(\rho) \rightarrow \infty$ as $\rho \rightarrow 0$ and $\infty$, so this choice is a physically reasonable correction to the strain energy. With this choice, we now have

$$
\begin{equation*}
D \cdot S^{\lambda}(D x)=D \cdot S(D x)-\lambda^{2} \rho \nabla \rho . \tag{2.8}
\end{equation*}
$$

Next, define the elasticity tensor

$$
\begin{equation*}
A_{i j}^{\ell m}(F)=\frac{\partial S_{i}^{\ell}}{\partial F_{m}^{j}}(F)=\frac{\partial^{2} W}{\partial F_{\ell}^{i} \partial F_{m}^{j}}(F) . \tag{2.9a}
\end{equation*}
$$

We impose the usual Legendre-Hadamard ellipticity condition upon the linearized elasticity tensor which, in the isotropic case, takes the form

$$
\begin{equation*}
A_{i j}^{\ell m}(I)=\left(\alpha^{2}-2 \beta^{2}\right) \delta_{i}^{\ell} \delta_{j}^{m}+\beta^{2}\left(\delta^{\ell m} \delta_{i j}+\delta_{j}^{\ell} \delta_{i}^{m}\right) \quad \text { with } \alpha>\beta>0 . \tag{2.9b}
\end{equation*}
$$

The parameters $\alpha$ and $\beta$ depend only on $W$, and they represent the speeds of propagation of pressure and shear waves, respectively (in the case where $\lambda=0$ ). With the additional penalization term, the propagation speed of the pressure waves becomes $\bar{\lambda}=\left(\alpha^{2}+\lambda^{2}\right)^{1 / 2}$, as will become clearer in the next section. Note that the hydrodynamical case $W \equiv 0$ is ruled out by the condition (2.9b).

We now proceed to express our system in terms of $H$, the inverse of the deformation gradient $F$, and to examine the structure of the nonlinear terms. In reformulating the problem as a first-order system, the associated energy density
is no longer positive definite. This is repaired by the addition of a so-called null Lagrangian. This entails no real change to the equations as long as we only consider solutions that correspond to the original second-order problem and therefore satisfy the constraint (2.6b).

Lemma 2.4 For $H \in \mathrm{GL}_{+}^{3}$, define

$$
\begin{align*}
\hat{S}(H) & =-\left.S(F)\right|_{F=H^{-1}} \\
\hat{A}_{i j}^{\ell m}(H) & =\left.A_{I J}^{L M}(F) F_{i}^{I} F_{j}^{J} F_{L}^{\ell} F_{M}^{m}\right|_{F=H^{-1}}+\beta^{2}\left(\delta_{i}^{\ell} \delta_{j}^{m}-\delta_{j}^{\ell} \delta_{i}^{m}\right) \tag{2.10}
\end{align*}
$$

For all $H \in C^{1}\left(\mathbb{R}^{3}, \mathrm{GL}_{+}^{3}\right)$ satisfying $(2.6 \mathrm{~b})$, we have

$$
\begin{equation*}
D_{\ell} \hat{S}_{i}^{\ell}(H)=\hat{A}_{p j}^{\ell m}(H) H_{i}^{p} \partial_{\ell} H_{m}^{j} \tag{2.11a}
\end{equation*}
$$

using the notation in (2.5). The coefficients have the properties

$$
\begin{align*}
\hat{A}_{i j}^{\ell m}(H) & =\hat{A}_{j i}^{m \ell}(H)  \tag{2.11b}\\
\hat{A}_{i j}^{\ell m}(I) & =\left(\alpha^{2}-\beta^{2}\right) \delta_{i}^{\ell} \delta_{j}^{m}+\beta^{2} \delta^{\ell m} \delta_{i j} \tag{2.11c}
\end{align*}
$$

and for all $H \in \mathrm{GL}_{+}^{3}$ with $|H-I|<\delta$ sufficiently small and $\dot{H} \in \mathbb{M}^{3}$, we have

$$
\begin{equation*}
\hat{A}_{i j}^{\ell m}(H) \dot{H}_{\ell}^{i} \dot{H}_{m}^{j} \geq \frac{\beta^{2}}{2}|\dot{H}|^{2} \tag{2.11d}
\end{equation*}
$$

PROOF: Property (2.11b) is clear from the definitions (2.9a) and (2.10), while (2.11c) follows from (2.10) and (2.9b). The lower bound (2.11d) follows by Taylor expansion and (2.11c).

We differentiate $F H=I$ to obtain

$$
D_{L} F_{M}^{J}=-F_{j}^{J} F_{M}^{m} D_{L} H_{m}^{j}=-F_{j}^{J} F_{L}^{\ell} F_{M}^{m} \partial_{\ell} H_{m}^{j}
$$

According to our definitions, with $F=H^{-1}$, we have

$$
\begin{aligned}
D \cdot \hat{S}(H) & =D_{L} \hat{S}_{i}^{L}(H) \\
& =-D_{L} S_{i}^{L}(F) \\
& =-A_{i J}^{L M}(F) D_{L} F_{M}^{J} \\
& =A_{i J}^{L M}(F) F_{j}^{J} F_{L}^{\ell} F_{M}^{m} \partial_{\ell} H_{m}^{j} \\
& =A_{I J}^{L M}(F) \delta_{i}^{I} F_{j}^{J} F_{L}^{\ell} F_{M}^{m} \partial_{\ell} H_{m}^{j} \\
& =A_{I J}^{L M}(F) F_{p}^{I} F_{j}^{J} F_{L}^{\ell} F_{M}^{m} H_{i}^{p} \partial_{\ell} H_{m}^{j}
\end{aligned}
$$

To conclude the proof of (2.11a), notice that under the constraint (2.6b), we have

$$
\left(\delta_{p}^{\ell} \delta_{j}^{m}-\delta_{j}^{\ell} \delta_{p}^{m}\right) H_{i}^{p} \partial_{\ell} H_{m}^{j}=0
$$

As a consequence of (2.8) and (2.11a), the momentum equation (2.4b) can be updated as

$$
\begin{equation*}
\partial_{t} v^{i}+v \cdot \nabla v^{i}+\hat{A}_{p j}^{\ell m}(H) H_{i}^{p} \partial_{\ell} H_{m}^{j}+\lambda^{2} \rho \partial_{i} \rho=0 . \tag{2.12}
\end{equation*}
$$

### 2.4 Vector Fields

Before defining the $\lambda$-dependent energy norm associated with the first-order system, we must first introduce the vector fields on which the norm will depend. Notice that the vector fields are defined using Eulerian derivatives, instead of the Lagrangian derivatives as in the second-order case [19]. The scaling operator is

$$
\begin{equation*}
S=t \partial_{t}+r \partial_{r} \quad \text { with } r=|x|, \partial_{r}=\frac{x}{r} \cdot \nabla, \tag{2.13}
\end{equation*}
$$

and the angular momentum operator is defined by

$$
\begin{equation*}
\Omega=x \wedge \nabla \tag{2.14}
\end{equation*}
$$

Since the angular momentum operators defined act on scalars, we need to modify them to act on maps $U=(H, v, \rho)$ valued in $\mathbb{M}^{3} \times \mathbb{R}^{3} \times \mathbb{R}$. First define

$$
V^{(1)}=\left[\begin{array}{rrr}
0 & 0 & 0  \tag{2.15}\\
0 & 0 & 1 \\
0 & -1 & 0
\end{array}\right], V^{(2)}=\left[\begin{array}{rrr}
0 & 0 & -1 \\
0 & 0 & 0 \\
1 & 0 & 0
\end{array}\right], V^{(3)}=\left[\begin{array}{rrr}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] .
$$

Given $U=(H, v, \rho): \mathbb{R}^{3} \rightarrow \mathbb{M}^{3} \times \mathbb{R}^{3} \times \mathbb{R}$, define

$$
\begin{equation*}
\tilde{\Omega} U=(\Omega H+[V, H], \Omega v+V v, \Omega \rho) . \tag{2.16}
\end{equation*}
$$

We will occasionally write $\tilde{\Omega} H=\Omega H+[V, H]$ and $\tilde{\Omega} v=\Omega v+V v$ for the indicated components of $\tilde{\Omega} U$.

A fact we will often use is that we can decompose the gradient into its radial and angular components,

$$
\begin{equation*}
\nabla=\omega \partial_{r}-\frac{1}{r}(\omega \wedge \Omega) \quad \text { where } \omega=\frac{x}{r} . \tag{2.17}
\end{equation*}
$$

Our vector fields will be written succinctly as $\Gamma$. We let

$$
\Gamma=\left(\Gamma_{1}, \ldots, \Gamma_{7}\right)=(\nabla, \tilde{\Omega}, S)
$$

Hence by $\Gamma U$ we mean any one of $\Gamma_{i} U$. By $\Gamma^{a}, a=\left(a_{1}, \ldots, a_{\kappa}\right)$, we denote an ordered product of $\kappa=|a|$ vector fields $\Gamma_{a_{1}}, \ldots, \Gamma_{a_{\kappa}}$. We note that the commutator of any two $\Gamma$ 's is again a $\Gamma$. Notice that the vector fields $\Gamma$ are time homogeneous. The time derivatives $\partial_{t} U$ will be handled separately.

In order to characterize the initial data, we introduce the time-independent analogue of $\Gamma$. The only difference will be in the scaling operator. Set

$$
\Lambda=\left(\Lambda_{1}, \ldots, \Lambda_{7}\right)=(\nabla, \tilde{\Omega}, x \cdot \nabla) .
$$

Then the commutator of any two $\Lambda$ 's is again a $\Lambda$.

### 2.5 Spaces and Norms

In the following, $\|\cdot\|$ and $\|\cdot\|_{\infty}$ will denote the norms in $L^{2}\left(\mathbb{R}^{3}\right)$ and $L^{\infty}\left(\mathbb{R}^{3}\right)$, respectively.

Define

$$
H_{\Lambda}^{\kappa}=\left\{U=(H, v, \rho): \mathbb{R}^{3} \rightarrow \mathbb{M}^{3} \times \mathbb{R}^{3} \times \mathbb{R}: \Lambda^{a} U \in L^{2}\left(\mathbb{R}^{3}\right),|a| \leq \kappa\right\}
$$

Solutions will be constructed in the space

$$
\begin{aligned}
H_{\Gamma}^{\kappa}(T) \equiv\{U & =(H, v, \rho):[0, T) \times \mathbb{R}^{3} \rightarrow \mathrm{GL}_{+}^{3} \times \mathbb{R}^{3} \times \mathbb{R} \mid \\
\dot{U} & \left.=(\dot{H}, \dot{v}, \dot{\rho}) \equiv(H-I, v, \lambda(\rho-1)) \in \bigcap_{j=0}^{\kappa} C^{j}\left([0, T), H_{\Lambda}^{\kappa-j}\right)\right\} .
\end{aligned}
$$

We now define the energy norm associated with the first-order system. Given $U=(H, v, \rho) \in \mathrm{GL}_{+}^{3} \times \mathbb{R}^{3} \times \mathbb{R}$ and $\dot{U}=(\dot{H}, \dot{v}, \dot{\rho}) \in \mathbb{M}^{3} \times \mathbb{R}^{3} \times \mathbb{R}$, define

$$
\begin{equation*}
e_{U}(\dot{U})=\frac{1}{2}\left[\hat{A}_{i j}^{\ell m}(H) \dot{H}_{\ell}^{i} \dot{H}_{m}^{j}+|\dot{v}|^{2}+\dot{\rho}^{2}\right] . \tag{2.18}
\end{equation*}
$$

Given $U \in H_{\Gamma}^{\kappa}(T)$, define

$$
E_{\kappa}[U(t)]=\sum_{|a| \leq \kappa} \int e_{U(t)}\left(\Gamma^{a} \dot{U}(t)\right) d x .
$$

By (2.11d), for $|\dot{U}(t)|<\delta$,

$$
\begin{equation*}
E_{\kappa}^{1 / 2}[U(t)] \sim \sum_{|a| \leq \kappa}\left\|\Gamma^{a} \dot{U}(t)\right\| . \tag{2.19}
\end{equation*}
$$

We caution the reader that $\dot{U}$ denotes a perturbation from the background state and not a derivative. We also point out that the parameter $\lambda$ is hidden in the definition of $E_{\kappa}[U(t)]$ through its dependence on $\dot{\rho}=\lambda(\rho-1)$.

### 2.6 Main Results

Taking into account the constitutive assumptions, the revised equations of motion (2.4a), (2.4c), and (2.12) are

$$
\begin{align*}
& \partial_{t} H_{\ell}^{i}+v \cdot \nabla H_{\ell}^{i}+H_{p}^{i} \partial_{\ell} v^{p}=0,  \tag{2.20a}\\
& \partial_{t} v_{i}+v \cdot \nabla v_{i}+\hat{A}_{p j}^{\ell_{m}}(H) H_{i}^{p} \partial_{\ell} H_{m}^{j}+\lambda^{2} \rho \partial_{i} \rho=0,  \tag{2.20b}\\
& \partial_{t} \rho+v \cdot \nabla \rho+\rho \nabla \cdot v=0, \tag{2.20c}
\end{align*}
$$

together with the constraints

$$
\begin{align*}
\operatorname{det} H & =\rho,  \tag{2.20d}\\
\partial_{\ell} H_{m}^{i} & =\partial_{m} H_{\ell}^{i} . \tag{2.20e}
\end{align*}
$$

We emphasize that solutions will depend on the value of the parameter $\lambda$; however, with the exception of the statements of the main theorems, this dependence will not be displayed for reasons of notational convenience.

In what follows we use the notation $\langle f\rangle=\left(1+|f|^{2}\right)^{1 / 2}$.
Theorem 2.5 Assume that the isotropic strain energy function $W$ has the form

$$
W^{\lambda}(F)=W(F)+\lambda^{2} h(\rho), \quad \lambda \in \mathbb{R}^{+},
$$

where $W$ is independent of $\lambda$ and satisfies condition (2.9b) and $h$ is given by (2.7).
Let $X_{0}^{\lambda}(x)$ be an orientation-preserving diffeomorphism on $\mathbb{R}^{3}$, and let $v_{0}^{\lambda}(x)$ be a vector field on $\mathbb{R}^{3}$. Define

$$
\begin{aligned}
& U_{0}^{\lambda}=\left(H_{0}^{\lambda}, v_{0}^{\lambda}, \rho_{0}^{\lambda}\right)=\left(\nabla X_{0}^{\lambda}, v_{0}^{\lambda}, \operatorname{det} \nabla X_{0}^{\lambda}\right), \\
& \dot{U}_{0}^{\lambda}=\left(\dot{H}_{0}^{\lambda}, \dot{v}_{0}^{\lambda}, \dot{\rho}_{0}^{\lambda}\right)=\left(H_{0}^{\lambda}-I, v_{0}^{\lambda}, \lambda\left(\rho_{0}^{\lambda}-1\right)\right) .
\end{aligned}
$$

Suppose that $\dot{U}_{0}^{\lambda} \in H_{\Lambda}^{\kappa}$, with $\kappa \geq 8$, and that

$$
\begin{equation*}
E_{\kappa}^{1 / 2}\left[U_{0}^{\lambda}\right]<C, \quad E_{\kappa-2}^{1 / 2}\left[U_{0}^{\lambda}\right]<\varepsilon, \quad \text { and } \quad\left\|\dot{U}_{0}^{\lambda}\right\|_{\infty}<\delta \tag{2.21}
\end{equation*}
$$

for uniform constants $C, \varepsilon$, and $\delta$.
If $\varepsilon$ and $\delta$ are sufficiently small, then the initial value problem for (2.20a), (2.20b), and (2.20c) with initial data $U^{\lambda}(0)=U_{0}^{\lambda}$ has a unique solution $U^{\lambda}(t) \in$ $H_{\Gamma}^{\kappa}\left(T^{\lambda}\right)$ with $T^{\lambda} \geq \lambda$, which satisfies the constraints $(2.20 \mathrm{~d})$ and $(2.20 \mathrm{e})$ and the estimates

$$
\begin{align*}
E_{\kappa-2}^{1 / 2}\left[U^{\lambda}(t)\right] & \leq C^{\prime} E_{\kappa-2}^{1 / 2}\left[U_{0}^{\lambda}\right] \leq C^{\prime} \varepsilon,  \tag{2.22a}\\
E_{\kappa}^{1 / 2}\left[U^{\lambda}(t)\right] & \leq C^{\prime} E_{\kappa}^{1 / 2}\left[U_{0}^{\lambda}\right]\langle t)^{C^{\prime} \varepsilon},  \tag{2.22b}\\
E_{\kappa-1}^{1 / 2}\left[\partial_{t} U^{\lambda}(t)\right] & \leq E_{\kappa-1}^{1 / 2}\left[\partial_{t} U^{\lambda}(0)\right] \exp \left(C^{\prime}\langle t\rangle^{1+C^{\prime} \varepsilon}\right), \tag{2.22c}
\end{align*}
$$

for all $t \in\left[0, T^{\lambda}\right)$, where $C^{\prime}$ is a uniform constant.
We point out that the uniform bound for the initial energy in (2.21) implies, in particular, the statement $\left\|\Gamma^{a} \dot{\rho}_{0}^{\lambda}\right\| \leq C,|a| \leq \kappa$, and so according to our definitions, $\left\|\Gamma^{a}\left(\rho_{0}^{\lambda}-1\right)\right\| \leq C \lambda^{-1}$. Thus, in the limit as $\lambda \rightarrow \infty$, the initial deformation is driven toward incompressibility.

Since the bounds on the energy from Theorem 2.5 are uniform in $\lambda$, we will be able to take the limit as $\lambda$ goes to infinity to obtain a global solution to the incompressible elasticity equations given below:

$$
\begin{align*}
& \partial_{t} H_{\ell}^{i}+v \cdot \nabla H_{\ell}^{i}+H_{p}^{i} \partial_{\ell} v^{p}=0,  \tag{2.23a}\\
& \partial_{t} v^{i}+v \cdot \nabla v^{i}+\hat{A}_{p j}^{\ell m}(H) H_{i}^{p} \partial_{\ell} H_{m}^{j}+\partial_{i} q=0, \tag{2.23b}
\end{align*}
$$

with the constraints

$$
\begin{align*}
& \nabla \cdot v=0  \tag{2.23c}\\
& \operatorname{det} H=1  \tag{2.23d}\\
& \partial_{\ell} H_{m}^{i}=\partial_{m} H_{\ell}^{i}, \tag{2.23e}
\end{align*}
$$

where $\nabla q$ in (2.23b) represents the limit of the singular term from (2.20b). This convergence will be discussed in the proof of Theorem 2.6.

Theorem 2.6 Suppose that the initial data $U_{0}^{\lambda}$ satisfies the assumptions of Theorem 2.5, and in particular (2.23e) holds.
(i) The solution family $U^{\lambda}$ has a subsequence $U^{\lambda_{k}}, \lambda_{k} \nearrow \infty$, such that

$$
U^{\lambda_{k}} \rightarrow U^{\infty}=\left(H^{\infty}, v^{\infty}, 1\right) \quad \text { in } C_{\mathrm{loc}}^{\kappa-3}\left((0, \infty), \mathbb{R}^{3}\right),
$$

where $\left(H^{\infty}, v^{\infty}\right)$ is a global solution of the incompressible equations (2.23a)(2.23e) with

$$
E_{\kappa}\left[U^{\infty}(t)\right]<\infty \quad \text { and } \quad E_{\kappa-2}\left[U^{\infty}(t)\right] \leq C
$$

for $0<t<\infty$.
(ii) If, in addition, the initial data is independent of $\lambda$ and (2.23d) holds at time $t=0$, then the full sequence $U^{\lambda}$ satisfies

$$
U^{\lambda} \rightarrow U^{\infty} \quad \text { in } C_{\mathrm{loc}}^{\kappa-3}\left((0, \infty), \mathbb{R}^{3}\right)
$$

and

$$
\left(H^{\lambda}, \pi v^{\lambda}\right) \rightarrow\left(H^{\infty}, v^{\infty}\right) \quad \text { in } C_{\mathrm{loc}}^{0}\left([0, \infty) \times \mathbb{R}^{3}\right)
$$

where $\pi$ is the $L^{2}$ projection onto divergence-free vector fields. Moreover, $\left(H^{\infty}, v^{\infty}\right)$ is the unique solution of (2.23a)-(2.23e) in $C\left([0, \infty), W^{\kappa-1,2}\right)$ with initial data $\left(H_{0}, \pi v_{0}\right)$.
(iii) Finally, if the initial is independent of $\lambda$ and incompressible, i.e., (2.23c) and $(2.23 \mathrm{~d})$ hold at time $t=0$, then the full sequence $U^{\lambda}$ satisfies

$$
U^{\lambda} \rightarrow U^{\infty} \quad \text { in } C_{\mathrm{loc}}^{\kappa-3}\left((0, \infty), \mathbb{R}^{3}\right) \cap C^{0}\left([0, \infty) \times \mathbb{R}^{3}\right)
$$

and the limit $\left(H^{\infty}, v^{\infty}\right)$ is the unique solution of (2.23a)-(2.23e) inC $C[0, \infty)$, $W^{\kappa-1,2}$ ) with initial data $\left(H_{0}, v_{0}\right)$.

### 2.7 Galilean and Scaling Invariance

The vector fields defined above are closely related with the Galilean and scaling invariance of the system.

Consider the one-parameter family of rotations generated by the $V^{(j)}$ defined in (2.15):

$$
Q_{j}^{\prime}(s)=V^{(j)} Q_{j}(s), \quad Q_{j}(0)=I
$$

If $U(t, x):[0, T) \times \mathbb{R}^{3} \rightarrow \mathbb{M}^{3} \times \mathbb{R}^{3} \times \mathbb{R}$ and $Q$ is any rotation, we define the simultaneous rotation of $U$ by

$$
T_{Q} U(t, x)=\left(Q H\left(t, Q^{\top} x\right) Q^{\top}, Q v\left(t, Q^{\top} x\right), \rho\left(t, Q^{\top} x\right)\right) .
$$

The operators $\tilde{\Omega}_{j}$ defined in (2.16) are generated by $T_{Q_{j}(s)}$ in the sense that

$$
\tilde{\Omega}_{j} U=\left.\frac{d}{d s} T_{Q_{j}(s)} U\right|_{s=0}
$$

Next, define the one-parameter family of dilations

$$
R(s) U(t, x)=U((s+1) t,(s+1) x)
$$

The operator $S$ defined in (2.13) is generated by $R(s)$ through

$$
S U(t, x)=\left.\frac{d}{d s} R(s) U(t, x)\right|_{s=0}
$$

Finally, define the one-parameter family of translations by

$$
\tau_{j}(s) U(t, x)=U\left(t, x+s e_{j}\right)
$$

where $j=1,2,3$ and $e_{j}, j=1,2,3$, is the standard basis on $\mathbb{R}^{3}$. The operators $\partial_{j}$ are generated by $\tau_{j}(s)$ as

$$
\partial_{j} U=\left.\frac{d}{d s} \tau_{j}(s) U\right|_{s=0} .
$$

We do not include time translations here because the ensuing energy estimates require special treatment of time derivatives in the singular limit.

Suppose that $\Delta(s)$ is any of these families. The PDEs (2.20a)-(2.20c) and the constraints (2.20d) and (2.20e) have the following invariance property: if $U(t, x)$ is a solution, then so is $\Delta(s) U(t, x)$. More generally, let $\Delta^{a}(s)=\Delta_{a_{1}}\left(s_{1}\right) \cdots \Delta_{a_{q}}\left(s_{q}\right)$ be the product of $q \leq \kappa$ such transformations. Again, if $U(t, x)$ satisfies (2.20a)(2.20e), then so does $\Delta^{a}(s) U(t, x)$. Notice that

$$
\left.\frac{d^{q}}{d s_{1} \cdots d s_{q}} \Delta^{a}(s) U\right|_{\left(s_{1}, \ldots, s_{q}\right)=(0, \ldots, 0)}=\left(\Gamma^{a} \dot{H}, \Gamma^{a} \dot{v}, \lambda^{-1} \Gamma^{a} \dot{\rho}\right) .
$$

This notation allows us to define the differentiation of nonlinear quantities in $U$ with respect to the vector fields. Suppose that

$$
f: \mathbb{M}^{3} \times \mathbb{R}^{3} \times \mathbb{R} \rightarrow \mathbb{R}^{d}
$$

is a smooth mapping for some $d$. Given

$$
U:[0, T) \times \mathbb{R}^{3} \rightarrow \mathbb{M}^{3} \times \mathbb{R}^{3} \times \mathbb{R}
$$

we define

$$
\begin{equation*}
\Gamma^{a} f(U)=\left.\frac{d^{q}}{d s_{1} \cdots d s_{q}} f\left(\Delta^{a}(s) U\right)\right|_{\left(s_{1}, \ldots, s_{q}\right)=(0, \ldots, 0)} . \tag{2.24}
\end{equation*}
$$

Invariance immediately implies the following commutation result for the firstorder system.

Proposition 2.7 For any solution $U=(H, v, \rho) \in H_{\Gamma}^{\kappa}(T)$ of the PDEs (2.20a)(2.20c) and the constraints ( 2.20 d )-(2.20e), we have

$$
\begin{align*}
& \partial_{t} \Gamma^{a} \dot{H}+v \cdot \nabla \Gamma^{a} \dot{H}+H \nabla \Gamma^{a} \dot{v}  \tag{2.25a}\\
& \quad+\sum_{\substack{b+c=a \\
c \neq a}}\left[\Gamma^{b} \dot{v} \cdot \nabla \Gamma^{c} \dot{H}+\Gamma^{b} \dot{H} \nabla \Gamma^{c} \dot{v}\right]=0,
\end{align*}
$$

$$
\begin{align*}
& \partial_{t}\left(\Gamma^{a} \dot{v}\right)^{i}+v \cdot \nabla\left(\Gamma^{a} \dot{v}\right)^{i}+\hat{A}_{p j}^{\ell m}(H) H_{i}^{p} \partial_{\ell}\left(\Gamma^{a} \dot{H}\right)_{m}^{j}+\lambda \rho \partial_{i} \Gamma^{a} \dot{\rho}  \tag{2.25b}\\
& +\sum_{\substack{b+c=a \\
c \neq a}}\left\{\Gamma^{b} \dot{v} \cdot \nabla\left(\Gamma^{c} \dot{v}\right)^{i}+\Gamma^{b}[\hat{A}(H) H]_{i j}^{m} \partial_{\ell}\left(\Gamma^{c} \dot{H}\right)_{m}^{j}\right. \\
& \left.\quad+\Gamma^{b} \dot{\rho} \partial_{i} \Gamma^{c} \dot{\rho}\right\}=0, \\
& \quad+\sum_{\substack{b+c=a \\
c \neq a}}\left[\Gamma^{b} \dot{v} \cdot \nabla \Gamma^{c} \dot{\rho}+\Gamma^{b} \dot{\rho} \nabla \cdot \Gamma^{c} \dot{v}\right]=0, \tag{2.25c}
\end{align*}
$$

in which the sums extend over all ordered partitions of the sequence $a$, with $|a| \leq$ $\kappa$. In addition, the following constraints hold:

$$
\begin{gather*}
\partial_{j}\left(\Gamma^{a} H\right)_{k}^{i}=\partial_{k}\left(\Gamma^{a} H\right)_{j}^{i},  \tag{2.25d}\\
\Gamma^{a} \dot{\rho}=\lambda\left(\operatorname{tr} \Gamma^{a} \dot{H}+\Gamma^{a} \theta(\dot{H})\right), \quad \theta(\dot{H})=\frac{1}{2}\left[(\operatorname{tr} \dot{H})^{2}-\operatorname{tr} \dot{H}^{2}\right]+\operatorname{det} \dot{H}
\end{gather*}
$$

Note that the notation (2.24) has been used in (2.25b) and (2.25e).
Proof: Suppose that $\Gamma^{a}$ is generated by $\Delta^{a}(s)$ in the sense described above. Starting with a solution $U$ of (2.20a)-(2.20e), we use invariance to obtain that $\Delta^{a}(s) U$ satisfies the same equations. The results (2.25a)-(2.25d) follow by differentiation in $s$ and then putting $s=0$.

Using a simple linear algebra fact, we have that

$$
\operatorname{det} H=1+\operatorname{tr} \dot{H}+\frac{1}{2}\left[(\operatorname{tr} \dot{H})^{2}-\operatorname{tr} \dot{H}^{2}\right]+\operatorname{det} \dot{H} .
$$

Thus, we can rewrite the constraint ( 2.20 d ) as

$$
\dot{\rho}=\lambda(\operatorname{tr} \dot{H}+\theta(\dot{H})) .
$$

This constraint is also invariant, and so (2.25e) follows in the same manner.
This proposition also holds for the case when $\Gamma^{a}$ includes time derivatives, and later, in Section 6, we will need this with exactly one time derivative.

### 2.8 Projection Operators

Motivated by the second-order case [19], we consider the decomposition of solutions onto their longitudinal and transverse components. This allows us to approximately separate shear and pressure waves away from the origin. Given

$$
U(t, x)=(H(t, x), v(t, x), \rho(t, x))
$$

we define

$$
P_{1} U(t, x)=(\omega \otimes \omega H(t, x), \omega \otimes \omega v(t, x), \rho(t, x)) \quad \text { with } \omega=\frac{x}{|x|} .
$$

Then set $P_{2}=I-P_{1}$. Note that $P_{i}^{2}=P_{i}$ and $P_{i}$ is self-adjoint for $i=$ 1,2 so that the operators $P_{1}$ and $P_{2}$ are projections onto orthogonal subspaces of $\mathrm{GL}_{+}^{3} \times \mathbb{R}^{3} \times \mathbb{R}$.

Occasionally, we will abuse notation slightly by writing $P_{1}$ and $P_{2}$ for the matrices $\omega \otimes \omega$ and $I-\omega \otimes \omega$, respectively.

### 2.9 The Null Condition

Here we formulate the condition for shear waves. In this context, a general 6-tensor $\mathcal{B}_{i j k}^{\ell m n}$ will be said to satisfy the null condition if

$$
\begin{equation*}
\mathcal{B}_{i j k}^{\ell m n}\left(\omega_{\ell} \eta_{(1)}^{i}\right)\left(\omega_{m} \eta_{(2)}^{j}\right)\left(\omega_{n} \eta_{(3)}^{k}\right)=0 \tag{2.26a}
\end{equation*}
$$

for all vectors $\omega, \eta_{(\alpha)} \in \mathbb{R}^{3}$, with $\left\langle\omega, \eta_{(\alpha)}\right\rangle=0$. In terms of the projection matrices $P_{1}=\omega \otimes \omega$ and $P_{2}=I-P_{2}$, this implies that

$$
\begin{equation*}
\mathcal{B}_{i j k}^{\ell m n}\left(P_{1}\right)_{\ell}^{L}\left(P_{1}\right)_{m}^{M}\left(P_{1}\right)_{n}^{N}\left(P_{2}\right)_{I}^{i}\left(P_{2}\right)_{J}^{j}\left(P_{2}\right)_{K}^{k}=0 \tag{2.26b}
\end{equation*}
$$

for all $\omega \in \mathbb{R}^{3}$ and all $I, J, K, L, M$, and $N$.
It was shown in [19] that, for isotropic materials, the shear waves satisfy the null condition at the reference configuration. That is, the coefficients

$$
B_{i j k}^{\ell m n}=\frac{\partial^{3} W}{\partial F_{\ell}^{i} \partial F_{m}^{j} \partial F_{n}^{k}}(I)=\frac{\partial A_{i j}^{\ell m}}{\partial F_{n}^{k}}(I)
$$

satisfy (2.26a). This is equivalent to the fact that the shear waves are linearly degenerate at the identity.

Since we have changed coordinates, we will actually encounter two sets of modified coefficients. Define

$$
\begin{equation*}
\hat{B}_{i j k}^{\ell m n}(H)=\frac{\partial \hat{A}_{i j}^{\ell m}}{\partial H_{n}^{k}}(H) \tag{2.27a}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{B}_{i j k}^{\ell m n}=\hat{A}_{k j}^{\ell m} \delta_{i}^{n} . \tag{2.27b}
\end{equation*}
$$

A straightforward calculation based on the definition (2.10) shows that $\hat{B}(I)=$ $B$, and so $\hat{B}(I)$ satisfies (2.26a). From (2.11c), it can be easily seen that $\tilde{B}$ also satisfies (2.26a).

## 3 Weighted $L^{\mathbf{2}}$ Estimates

In this section we will derive the main estimates for our result. Define the weights

$$
\mathcal{W}_{1}=\left\langle t-\frac{r}{\bar{\lambda}}\right\rangle, \quad \bar{\lambda}^{2}=\lambda^{2}+\alpha^{2}, \quad \text { and } \quad \mathcal{W}_{2}=\left\langle t-\frac{r}{\beta}\right\rangle .
$$

We remark that $\lambda \sim \bar{\lambda}$ for $\lambda$ large. Estimation of the weighted $L^{2}$ quantity

$$
\begin{equation*}
\mathcal{X}_{\kappa}[U(t)]=\sum_{\substack{|a| \leq \kappa-1 \\ i=1,2,3 \\ \gamma=1,2}}\left\|\mathcal{W}_{\gamma} P_{\gamma} \partial_{i} \Gamma^{a} \dot{U}(t)\right\|+\sum_{|a| \leq \kappa-1}\left\|\mathcal{W}_{1} \nabla \cdot \Gamma^{a} \dot{v}\right\| \tag{3.1}
\end{equation*}
$$

is the key to our results. By bounding the quantity $\mathcal{X}_{\kappa}$, we see that the energy of $P_{1} U$ is concentrated along the fast cone, whereas $P_{2} U$ concentrates along the slow cone. In the incompressible limit, the fast component is swept to infinity.

The heart of the matter is contained in the following proposition, which, combined with generalized Sobolev inequalities, will lead to decay of solutions. Here and in what follows $\mathcal{Q}_{\kappa}(\dot{U})$ will represent any generic nonlinear term of degree two or higher at the origin with total derivatives summing at most to $\kappa$. Because of the form of the equations these terms will always contains at least one spatial derivative, and they will always be bounded independently of the parameter $\lambda$. Hence we will write somewhat schematically

$$
\begin{equation*}
\mathcal{Q}_{\kappa}(\dot{U})=\sum_{|a|+|b| \leq \kappa-1} \Gamma^{a} f(\dot{U}) \nabla \Gamma^{b} \dot{U} \tag{3.2}
\end{equation*}
$$

where $f(0)=0$.
Proposition 3.1 Let $U \in H_{\Gamma}^{K}(T)$ solve equations (2.20a)-(2.20c) and the constraints ( 2.20 d ) and (2.20e). Then we have

$$
\begin{equation*}
\mathcal{X}_{\kappa}[U(t)] \leq C\left[E_{\kappa}^{1 / 2}[U(t)]+\left\|\langle t+r\rangle \mathcal{Q}_{\kappa}(\dot{U})\right\|\right] . \tag{3.3}
\end{equation*}
$$

The proof of this proposition depends only on the linearized equations, which follow from (2.25a)-(2.25c). For $|a| \leq \kappa-1$, we have

$$
\begin{align*}
& \partial_{t} \Gamma^{a} \dot{H}+\nabla \Gamma^{a} \dot{v}=\mathcal{Q}_{\kappa}^{H}(\dot{U}),  \tag{3.4a}\\
& \partial_{t}\left(\Gamma^{a} \dot{v}\right)_{i}+\hat{A}_{i j}^{\ell m}(I) \partial_{\ell}\left(\Gamma^{a} \dot{H}\right)_{m}^{j}+\lambda \partial_{i} \Gamma^{a} \dot{\rho}=\mathcal{Q}_{\kappa}^{v}(\dot{U}),  \tag{3.4b}\\
& \partial_{t} \Gamma^{a} \dot{\rho}+\lambda \nabla \cdot \Gamma^{a} \dot{v}=\mathcal{Q}_{\kappa}^{\rho}(\dot{U}) . \tag{3.4c}
\end{align*}
$$

Here it should be noted that, as a consequence of our choice of variable $\dot{U}$, the singular parameter $\lambda$ appears only in the linear part of equations (3.4a)-(3.4c).

Before proceeding, the following algebraic lemma extracts the essential information from (3.4a) and (3.4c), and identifies the useful properties of the resulting special combinations of derivatives.

Lemma 3.2 Let $U \in H_{\Gamma}^{\kappa}(T)$ be a solution to equations (3.4a) and (3.4c). Then for each $(t, x)=(t, r \omega), r=|x|$, and $|a| \leq \kappa-1$, we have

$$
\begin{align*}
& r \nabla \Gamma^{a} \dot{\rho}-\lambda t \omega \nabla \cdot \Gamma^{a} \dot{v}=O\left(\Gamma^{\kappa} \dot{U}\right)-t \mathcal{Q}_{\kappa}^{\rho}(\dot{U}),  \tag{3.5a}\\
& r \nabla \cdot\left(\Gamma^{a} \dot{H}-\Gamma^{a} \dot{H}^{\top}\right)-t\left(\partial_{r} \Gamma^{a} \dot{v}-\omega^{\top} \nabla \Gamma^{a} \dot{v}\right)=O\left(\Gamma^{\kappa} \dot{U}\right)-t \mathcal{Q}_{\kappa}^{H}(\dot{U}) . \tag{3.5b}
\end{align*}
$$

Also, we have that

$$
\begin{equation*}
\left\langle r \omega, \nabla \cdot\left(\Gamma^{a} \dot{H}-\Gamma^{a} \dot{H}^{\top}\right)\right\rangle=\Omega \Gamma^{a} \dot{H}, \tag{3.6a}
\end{equation*}
$$

$$
\begin{align*}
& \left\langle r \omega, \partial_{r} \Gamma^{a} \dot{v}-\omega \nabla \cdot \Gamma^{a} \dot{v}\right\rangle=\Omega \Gamma^{a} \dot{v},  \tag{3.6b}\\
& \left\langle r \omega, \partial_{r} \Gamma^{a} \dot{v}-\omega^{\top} \nabla \Gamma^{a} \dot{v}\right\rangle=0,  \tag{3.6c}\\
& r\left(\omega^{\top} \nabla \Gamma^{a} \dot{v}-\omega \nabla \cdot \Gamma^{a} \dot{v}\right)=\Omega \Gamma^{a} \dot{v} . \tag{3.6d}
\end{align*}
$$

Proof: To show (3.5a) we will multiply equation (3.4c) by $t$ and use the scaling operator (2.13) to rewrite the equation as

$$
r \partial_{r} \Gamma^{a} \dot{\rho}-\lambda t \nabla \cdot \Gamma^{a} \dot{v}=S \Gamma^{a} \dot{\rho}-t \mathcal{Q}_{\kappa}^{\rho}
$$

After multiplying by $\omega$, we then use the angular derivatives (2.14) to get the result. We derive (3.5b) similarly from (3.4a).

For (3.6a)-(3.6d), simply write the expression and use the definition of $\Omega$. For example, upon switching the indices of summation we have

$$
\left\langle r \omega, \nabla \cdot\left(\dot{H}-\dot{H}^{\top}\right)\right\rangle=r \omega_{i} \partial_{j}\left(\dot{H}_{j}^{i}-\dot{H}_{i}^{j}\right)=r\left(\omega_{i} \partial_{j}-\omega^{j} \partial_{i}\right) \dot{H}_{j}^{i}=\Omega \dot{H} .
$$

The proofs of the other statements are similar.
Proof of Proposition 3.1: Equation (3.4b) can be reorganized to make the estimates simpler. Using the constraints from Proposition 2.7 and the linear expansion of $\hat{A}(I)$ given in (2.11c), we see that (3.4b) has the following form:

$$
\begin{equation*}
\partial_{t}\left(\Gamma^{a} \dot{v}\right)+\beta^{2} \nabla \cdot\left(\Gamma^{a} \dot{H}-\Gamma^{a} \dot{H}^{\top}\right)+\left(\frac{\bar{\lambda}^{2}}{\lambda}\right) \nabla \Gamma^{a} \dot{\rho}=\mathcal{Q}_{\kappa}^{v}+\alpha^{2} \nabla \Gamma^{a} \theta(\dot{H}), \tag{3.7}
\end{equation*}
$$

in which $|a| \leq \kappa-1, \bar{\lambda}^{2}=\alpha^{2}+\lambda^{2}$, and $\theta$ was defined in (2.25e). We note that the last term on the right is of the form $\mathcal{Q}_{k}(\dot{U})$.

Let $U(t, x) \in H_{\Gamma}^{K}(T)$ solve the elasticity equations (2.20a)-(2.20c). In view of the fact that (3.4a)-(3.4c) are linear in $\Gamma^{a} \dot{U}$, we shall perform the estimates for $\dot{U}$. This gives the result for $\mathcal{X}_{1}[U]$. The final result will follow from the corresponding estimates for $\Gamma^{a} \dot{U}$ after summation over $|a| \leq \kappa-1$.

With this strategy in mind, we specialize (3.5a)-(3.5b) to the case $\kappa=1$ :

$$
\begin{align*}
& r \nabla \dot{\rho}-\lambda t \omega \nabla \cdot \dot{v}=A_{1},  \tag{3.8a}\\
& r \nabla \cdot\left(\dot{H}-\dot{H}^{\top}\right)-t\left(\partial_{r} \dot{v}-\omega^{\top} \nabla \dot{v}\right)=A_{2}, \tag{3.8b}
\end{align*}
$$

in which $A_{i}=O(\Gamma \dot{U})+t \mathcal{Q}_{1}(\dot{U})$.
Before getting to the terms in $\mathcal{X}_{1}[U]$, however, we must first derive some preliminary estimates for the singular terms containing the parameter $\lambda$.

Step 1. Estimates for $\|(r-\bar{\lambda} t) \nabla \cdot \dot{v}(t)\|$ and $\left\|\mathcal{W}_{1} \nabla \cdot \dot{v}(t)\right\|$.
Multiply equation (3.7) by $t$ and use the scaling operator (2.13) to obtain

$$
\begin{equation*}
r \partial_{r} \dot{v}-t\left[\left(\frac{\bar{\lambda}^{2}}{\lambda}\right) \nabla \dot{\rho}+\beta^{2} \nabla \cdot\left(\dot{H}-\dot{H}^{\top}\right)\right]=A_{0}, \tag{3.9}
\end{equation*}
$$

where $A_{0}=O(\Gamma \dot{U})+t \mathcal{Q}_{1}(\dot{U})$. Using (3.8a) and (3.8b) to eliminate $\rho$ and $H$ from (3.9), we derive

$$
\begin{align*}
& r A_{0}+\left(\frac{\bar{\lambda}^{2}}{\lambda}\right) t A_{1}+\beta^{2} t A_{2}=  \tag{3.10}\\
& \left(r^{2}-\bar{\lambda}^{2} t^{2}\right) \omega \nabla \cdot \dot{v}+\left(r^{2}-\beta^{2} t^{2}\right)\left(\partial_{r} \dot{v}-\omega^{\top} \nabla \dot{v}\right)+r^{2}\left(\omega^{\top} \nabla \dot{v}-\omega \nabla \cdot \dot{v}\right)
\end{align*}
$$

If we take the inner product of (3.10) with $\omega$ and use (3.6c) and (3.6d), we find that

$$
(r-\bar{\lambda} t) \nabla \cdot \dot{v}=(r+\bar{\lambda} t)^{-1}\left[r \Omega \dot{v}+r A_{0}+\left(\frac{\bar{\lambda}^{2}}{\lambda}\right) t A_{1}+\beta^{2} t A_{2}\right] .
$$

Take the $L^{2}$ norm to conclude with

$$
\begin{equation*}
\|(r-\bar{\lambda} t) \nabla \cdot v\| \leq C\left[E_{1}^{1 / 2}[U(t)]+\langle t\rangle\left\|\mathcal{Q}_{1}(\dot{U})\right\|\right] . \tag{3.11}
\end{equation*}
$$

Before we move on, note that in the final step we can bound $\|\Omega v\|$ by the energy $E_{1}^{1 / 2}[U(t)]$, since by definition of $\tilde{\Omega} v$, we have that $\|\Omega v\|^{2} \leq\|\tilde{\Omega} v\|^{2}+\|v\|^{2}$. The same holds for $\Omega H$. These facts will be used throughout the rest of the proof without further mention.

Finally, since

$$
\left\|\mathcal{W}_{1} \nabla \cdot v\right\| \leq\|\nabla \cdot v\|+\bar{\lambda}^{-1}\|(\bar{\lambda} t-r) \nabla \cdot v\|,
$$

the estimate

$$
\left\|\mathcal{W}_{1} \nabla \cdot v\right\| \leq C\left[E_{1}^{1 / 2}[U(t)]+\langle t\rangle\left\|\mathcal{Q}_{1}(\dot{U})\right\|\right]
$$

follows immediately.
Step 2. Estimates for $\|(r-\bar{\lambda} t) \nabla \dot{\rho}(t)\|$ and $\left\|\mathcal{W}_{1} \nabla \dot{\rho}(t)\right\|$.
Performing the indicated algebra with (3.9) and (3.8a), we obtain

$$
\begin{align*}
& -\lambda t A_{0}-r A_{1}=  \tag{3.12}\\
& \quad\left(\bar{\lambda}^{2} t^{2}-r^{2}\right) \nabla \dot{\rho}+\lambda \beta^{2} t^{2} \nabla \cdot\left(\dot{H}-\dot{H}^{\top}\right)-\lambda r t\left(\partial_{r} \dot{v}-\omega \nabla \cdot \dot{v}\right) .
\end{align*}
$$

The estimate in this case is more subtle than in step 1 because by (3.6a) and (3.6b) the local projection of the terms $\nabla \cdot\left(\dot{H}-\dot{H}^{\top}\right)$ and $\partial_{r} \dot{v}-\omega \nabla \cdot \dot{v}$ is not zero. We will need to use the $L^{2}$ orthogonality of these terms with $\nabla \dot{\rho}$ in order to obtain the estimate. The details of this technicality are now displayed.

Starting with (3.12), divide by $(\bar{\lambda} t+r)$ and take the norm in $L^{2}$ to obtain

$$
\begin{aligned}
& \|(\bar{\lambda} t-r) \nabla \dot{\rho} \\
& +(\bar{\lambda} t+r)^{-1} \lambda\left[\beta^{2} t^{2} \nabla \cdot\left(\dot{H}-\dot{H}^{\top}\right)-r t\left(\partial_{r} \dot{v}-\omega \nabla \cdot \dot{v}\right)\right] \|^{2} \\
& \quad \leq C\left[E_{1}[U(t)]+\langle t\rangle^{2}\left\|\mathcal{Q}_{1}(U)\right\|^{2}\right] .
\end{aligned}
$$

To get the desired bound we will first estimate the cross terms:

$$
\begin{aligned}
& \int \lambda\left(\frac{\bar{\lambda} t-r}{\bar{\lambda} t+r}\right)\left\langle\nabla \dot{\rho},\left[\beta^{2} t^{2} \nabla \cdot\left(\dot{H}-\dot{H}^{\top}\right)-r t\left(\partial_{r} \dot{v}-\omega \nabla \cdot \dot{v}\right)\right]\right\rangle d x= \\
& \int \lambda \partial_{i} \dot{\rho}\left[\phi(r) \partial_{j} Z_{j}^{i}+\psi(r)\left(x^{j} \partial_{j} \dot{v}^{i}-x^{i} \partial_{j} \dot{v}^{j}\right)\right] d x
\end{aligned}
$$

where we denote

$$
\phi(r)=t^{2}\left(\frac{\bar{\lambda} t-r}{\bar{\lambda} t+r}\right), \quad \psi(r)=-t\left(\frac{\bar{\lambda} t-r}{\bar{\lambda} t+r}\right), \quad \text { and } \quad Z_{j}^{i}=\beta^{2}\left(\dot{H}_{j}^{i}-\dot{H}_{i}^{j}\right) .
$$

We proceed using integration by parts.
The first term exploits the antisymmetry of $Z_{j}^{i}$ and the properties of the angular derivatives (2.17) to get

$$
\begin{aligned}
\int & \lambda \phi(r) \partial_{i} \dot{\rho} \partial_{j} Z_{j}^{i} d x \\
& =-\int \lambda \phi(r) \partial_{i} \partial_{j} \dot{\rho} Z_{j}^{i} d x-\int \lambda \phi^{\prime}(r) \omega^{j} \partial_{i} \dot{\rho} Z_{j}^{i} d x \\
& =\int \frac{2 \lambda \bar{\lambda} t^{3}}{(\bar{\lambda} t+r)^{2}} \omega^{j} \partial_{i} \dot{\rho} Z_{j}^{i} d x \\
& =\int \frac{2 \lambda t^{2}}{(\bar{\lambda} t+r)^{2}}(\bar{\lambda} t-r) \omega^{j} \partial_{i} \dot{\rho} Z_{j}^{i} d x+\int \frac{2 \lambda t^{2} r}{(\bar{\lambda} t+r)^{2}} \partial_{i} \dot{\rho} \omega^{j} Z_{j}^{i} d x \\
& =\int(\bar{\lambda} t-r) \partial_{i} \dot{\rho} \frac{2 \lambda t^{2}}{(\bar{\lambda} t+r)^{2}} \omega^{j} Z_{j}^{i} d x-\int \frac{2 \lambda t^{2}}{(\bar{\lambda} t+r)^{2}} \omega^{j}\left[(\omega \wedge \Omega)_{i} \dot{\rho}\right] Z_{j}^{i} d x .
\end{aligned}
$$

The second piece of the cross term is treated as follows:

$$
\begin{aligned}
& \int \lambda \psi(r) \partial_{i} \dot{\rho}\left(x^{j} \partial_{j} \dot{v}^{i}-x^{i} \partial_{j} \dot{v}^{j}\right) d x \\
&=-\int \lambda \partial_{j}\left(\psi(r) \partial_{i} \dot{\rho} x^{j}\right) \dot{v}^{i} d x+\int \lambda \partial_{j}\left(\psi(r) \partial_{i} \dot{\rho} x^{i}\right) \dot{v}^{j} d x \\
&=-\int \lambda\left[\psi(r) x^{j} \partial_{j} \partial_{i} \dot{\rho} \dot{v}^{i}+3 \psi(r) \partial_{i} \dot{\rho} \dot{v}^{i}+\psi^{\prime}(r) \omega_{j} x^{j} \partial_{i} \dot{\rho} \dot{v}^{i}\right] d x \\
&+\int \lambda\left[\psi(r) x^{i} \partial_{j} \partial_{i} \dot{\rho} \dot{v}^{j}+\psi(r) \delta_{j}^{i} \partial_{i} \dot{\rho} \dot{v}^{j}+\psi^{\prime}(r) \omega_{j} x^{i} \partial_{i} \dot{\rho} \dot{v}^{j}\right] d x \\
&=-2 \int \lambda \psi(r) \partial_{i} \dot{\rho} \dot{v}^{i} d x-\int \lambda \psi^{\prime}(r) r\left(\partial_{i} \dot{\rho}^{i}-\partial_{r} \dot{\rho}\langle\omega, \dot{v}\rangle\right) d x \\
&= 2 \int(\bar{\lambda} t-r) \partial_{i} \dot{\rho} \frac{\lambda t}{\bar{\lambda} t+r} \dot{v}^{i}-2 \int \frac{\lambda \bar{\lambda} t^{2}}{(\bar{\lambda} t+r)^{2}}\left[(\omega \wedge \Omega)_{i} \dot{\rho}\right] \dot{v}^{i} d x .
\end{aligned}
$$

Recalling that $\bar{\lambda} \sim \lambda$, we see that the cross terms are bounded below by

$$
-\frac{1}{2}\|(\bar{\lambda} t-r) \nabla \dot{\rho}\|^{2}-C\left[\|\dot{H}\|^{2}+\|\dot{v}\|^{2}+\|\Omega \dot{\rho}\|^{2}\right] .
$$

From (3.13) this gives us the result

$$
\|(\bar{\lambda} t-r) \nabla \dot{\rho}\| \leq C\left[E_{1}^{1 / 2}[U(t)]+\langle t\rangle\left\|\mathcal{Q}_{1}(\dot{U})\right\|\right] .
$$

As in step 1, since

$$
\left\|\mathcal{W}_{1} \nabla \dot{\rho}\right\| \leq\|\nabla \dot{\rho}\|+\bar{\lambda}^{-1}\|(\bar{\lambda} t-r) \nabla \dot{\rho}\|,
$$

the estimate

$$
\begin{equation*}
\left\|\mathcal{W}_{1} \nabla \dot{\rho}\right\| \leq C\left[E_{1}^{1 / 2}[U(t)]+\langle t\rangle\left\|\mathcal{Q}_{1}(\dot{U})\right\|\right] \tag{3.14}
\end{equation*}
$$

is an immediate consequence of the preceding.
Step 3. Estimates for $\left\|\mathcal{W}_{2}\left(\partial_{r} \dot{v}-\omega^{\top} \nabla \dot{v}\right)\right\|$ and $\left\|\mathcal{W}_{2} \nabla \cdot\left(\dot{H}-\dot{H}^{\top}\right)\right\|$.
First, we will add another useful identity to our list. Notice that returning to (3.8a), we can write

$$
\begin{align*}
\left(\frac{\bar{\lambda}^{2}}{\lambda}\right) t \nabla \dot{\rho}-r \omega \nabla \cdot \dot{v} & =\binom{\bar{\lambda}}{\lambda}(\bar{\lambda} t-r) \nabla \dot{\rho}+(\bar{\lambda} t-r) \omega \nabla \cdot \dot{v}+\left(\frac{\bar{\lambda}}{\bar{\lambda}}\right) A_{1}  \tag{3.15}\\
& \equiv B_{0} .
\end{align*}
$$

By steps 1 and $2, B_{0}$ is bounded in $L^{2}$ by the appropriate quantities.
If we go back to (3.9) and add our new identity (3.15), we get

$$
\begin{equation*}
r\left(\partial_{r} \dot{v}-\omega \nabla \cdot \dot{v}\right)-\beta^{2} t \nabla \cdot\left(\dot{H}-\dot{H}^{\top}\right)=A_{0}+B_{0} \tag{3.16}
\end{equation*}
$$

By using (3.6d) we can transform (3.16) slightly and pair it with (3.8b) to get the following linear system of equations:

$$
\begin{aligned}
& r\left(\partial_{r} \dot{v}-\omega^{\top} \nabla \dot{v}\right)-\beta^{2} t \nabla \cdot\left(\dot{H}-\dot{H}^{\top}\right)=A_{0}+B_{0}-\Omega v, \\
& t\left(\partial_{r} \dot{v}-\omega^{\top} \nabla \dot{v}\right)-r \nabla \cdot\left(\dot{H}-\dot{H}^{\top}\right)=-A_{2}
\end{aligned}
$$

If we multiply by the matrix

$$
(\beta t+r)^{-1}\left[\begin{array}{cc}
-r & \beta^{2} t \\
-t & r
\end{array}\right],
$$

we find that the quantities $(\beta t-r)\left(\partial_{r} \dot{v}-\omega^{\top} \nabla \dot{v}\right)$ and $(\beta t-r) \nabla \cdot\left(\dot{H}-\dot{H}^{\top}\right)$ have the desired bound in $L^{2}$, and this leads immediately to the estimates with the full weight:

$$
\begin{align*}
\left\|\mathcal{W}_{2}\left(\partial_{r} \dot{v}-\omega^{\top} \nabla \dot{v}\right)\right\| & \leq C\left[E_{1}^{1 / 2}[U(t)]+\langle t\rangle\left\|\mathcal{Q}_{1}(\dot{U})\right\|\right]  \tag{3.17a}\\
\left\|\mathcal{W}_{2} \nabla \cdot\left(\dot{H}-\dot{H}^{\top}\right)\right\| & \leq C\left[E_{1}^{1 / 2}[U(t)]+\langle t\rangle\left\|\mathcal{Q}_{1}(\dot{U})\right\|\right] . \tag{3.17b}
\end{align*}
$$

Step 4. Estimate for $\left\|\mathcal{W}_{\alpha} P_{\alpha} \nabla \dot{H}\right\|$.
To extend (3.17b) to an estimate for the full gradient of $\dot{H}$, we will have to consider two cases. These cases consist of splitting $\mathbb{R}^{3}$ into regions $D=\{r \leq$ $\langle\beta t\rangle / 2\}$ and $D^{c}=\{r>\langle\beta t\rangle / 2\}$.

Define a smooth cutoff function

$$
\zeta(s)= \begin{cases}1 & \text { if } s \leq \frac{1}{2} \\ 0 & \text { if } s \geq \frac{3}{4}\end{cases}
$$

and set

$$
\Psi(t, r)=\zeta\left(\frac{r}{\langle\beta t\rangle}\right)
$$

Then

$$
\|\nabla \dot{H}\|_{L^{2}(D)} \leq\|\Psi \nabla \dot{H}\|_{L^{2}} .
$$

With the aid of the constraint ( 2.25 d ), integration by parts yields

$$
\begin{aligned}
\|\Psi \nabla \dot{H}\|^{2} & =\sum_{i, j, k} \int \Psi^{2}\left(\partial_{k} \dot{H}_{j}^{i}\right)^{2} d x \\
& =\sum_{i, j, k} \int \Psi^{2} \partial_{j} \dot{H}_{k}^{i} \partial_{k} \dot{H}_{j}^{i} d x \\
& \leq \int \Psi^{2}|\nabla \cdot \dot{H}|^{2} d x+C \int|\Psi \nabla \Psi \dot{H} \nabla \dot{H}| d x \\
& \leq\|\Psi \nabla \cdot \dot{H}\|^{2}+\langle\beta t\rangle^{-1}\|\dot{H}\|\|\Psi \nabla \dot{H}\| \\
& \leq\|\Psi \nabla \cdot \dot{H}\|^{2}+\frac{1}{2}\|\Psi \nabla \dot{H}\|^{2}+C\langle\beta t\rangle^{-2}\|\dot{H}\|^{2}
\end{aligned}
$$

This implies that

$$
\begin{equation*}
\|\Psi \nabla \dot{H}\|^{2} \leq C\left[\|\Psi \nabla \cdot \dot{H}\|^{2}+\langle t\rangle^{-2}\|\dot{H}\|^{2}\right] \tag{3.18a}
\end{equation*}
$$

But we can bound

$$
\begin{equation*}
\|\Psi \nabla \cdot \dot{H}\| \leq\left\|\Psi \nabla \cdot\left(\dot{H}-\dot{H}^{\top}\right)\right\|+\left\|\Psi \nabla \cdot \dot{H}^{\top}\right\|, \tag{3.18b}
\end{equation*}
$$

and then using ( 2.25 d ) and (2.25e), we have

$$
\begin{align*}
\left\|\Psi \nabla \cdot \dot{H}^{\top}\right\| & =\|\Psi \nabla \operatorname{tr} \dot{H}\| \\
& =\left\|\Psi \nabla\left(\frac{\dot{\rho}}{\lambda}-\theta(\dot{H})\right)\right\| \\
& \leq\left\|\Psi \nabla \frac{\dot{\rho}}{\lambda}\right\|+\|\nabla \theta(\dot{H})\| . \tag{3.18c}
\end{align*}
$$

Hence all together, (3.18a)-(3.18c) imply
(3.19) $\|\Psi \nabla \dot{H}\| \leq C\left[\left\|\Psi \nabla \frac{\dot{\rho}}{\lambda}\right\|+\left\|\Psi \nabla \cdot\left(\dot{H}-\dot{H}^{\top}\right)\right\|+\langle t\rangle^{-1}\|\dot{H}\|+\|\nabla \theta(\dot{H})\|\right]$.

On $D$ we have that $\mathcal{W}_{1} \sim \mathcal{W}_{2} \sim\langle t\rangle$ since $r \leq\langle\beta t\rangle / 2$. Thus using (3.19), (3.17b), and the bound (3.14) from step 2, we have

$$
\begin{aligned}
& \quad \sum_{\alpha}\left\|\mathcal{W}_{\alpha} P_{\alpha} \nabla \dot{H}\right\|_{L^{2}(D)} \\
& \quad \leq C\langle t\rangle\|\Psi \nabla \dot{H}\| \\
& \quad \leq C\left[\langle t\rangle\left\|\Psi \nabla \frac{\dot{\rho}}{\lambda}\right\|+\langle t\rangle\left\|\Psi \nabla \cdot\left(\dot{H}-\dot{H}^{\top}\right)\right\|+\|\dot{H}\|+\langle t\rangle\|\nabla \theta(\dot{H})\|\right] \\
& \quad \leq C\left[\left\|\mathcal{W}_{1} \nabla \frac{\dot{\rho}}{\lambda}\right\|+\left\|\mathcal{W}_{2} \nabla \cdot\left(\dot{H}-\dot{H}^{\top}\right)\right\|+E_{1}^{1 / 2}[U(t)]+\langle t\rangle\|\nabla \theta(\dot{H})\|\right] \\
& (3.20) \quad \leq C\left[E_{1}^{1 / 2}[U(t)]+\langle t\rangle\left\|\mathcal{Q}_{1}(\dot{U})\right\|\right] .
\end{aligned}
$$

Now we consider the region $D^{c}=\{r>\langle\beta t\rangle / 2\}$. Using (2.17), (2.25d), and (2.25e) we can write

$$
\begin{aligned}
\left(P_{1} \partial_{k} \dot{H}\right)_{j}^{i} & =\omega^{i} \omega_{l} \partial_{k} \dot{H}_{j}^{l} \\
& =\omega^{i} \omega_{k} \partial_{l} \dot{H}_{j}^{l}+r^{-1} \Omega \dot{H} \\
& =\omega_{k} \omega^{i} \partial_{j} \operatorname{tr} \dot{H}+r^{-1} \Omega \dot{H} \\
& =\omega_{k} \omega^{i} \partial_{j}\left(\frac{\dot{\rho}}{\lambda}-\theta(\dot{H})\right)+r^{-1} \Omega \dot{H} .
\end{aligned}
$$

Hence, we have

$$
\left\|\mathcal{W}_{1} P_{1} \nabla \dot{H}\right\|_{L^{2}\left(D^{c}\right)} \leq\left\|\mathcal{W}_{1} \nabla \frac{\dot{\rho}}{\lambda}\right\|+\left\|\mathcal{W}_{1} \nabla \theta(\dot{H})\right\|+\left\|\mathcal{W}_{1} r^{-1} \Omega \dot{H}\right\|_{L^{2}\left(D^{c}\right)} .
$$

On $D^{c}, \mathcal{W}_{1} r^{-1}$ is bounded and so using (3.14) we have that

$$
\begin{equation*}
\left\|\mathcal{W}_{1} P_{1} \nabla \dot{H}\right\|_{L^{2}\left(D^{c}\right)} \leq C\left[E_{1}^{1 / 2}[U(t)]+\left\|\langle t+r\rangle \mathcal{Q}_{1}(\dot{U})\right\|\right] . \tag{3.21}
\end{equation*}
$$

Recall that

$$
\left(P_{2} \partial_{k} \dot{H}\right)_{j}^{i}=\partial_{k} \dot{H}_{j}^{i}-\omega^{i} \omega_{l} \partial_{k} \dot{H}_{j}^{l} .
$$

We use (2.17) and (2.25d) to write

$$
\begin{aligned}
\partial_{k} \dot{H}_{j}^{i}=\omega^{l} \omega_{l} \partial_{k} \dot{H}_{j}^{i} & =\omega^{l} \omega_{k} \partial_{l} \dot{H}_{j}^{i}+r^{-1} \Omega \dot{H} \\
& =\omega^{l} \omega_{k} \partial_{j} \dot{H}_{l}^{i}+r^{-1} \Omega \dot{H} \\
& =\omega_{j} \omega_{k} \partial_{l} \dot{H}_{l}^{i}+r^{-1} \Omega \dot{H} .
\end{aligned}
$$

Similarly, we have

$$
\begin{aligned}
\omega_{i} \omega_{l} \partial_{k} \dot{H}_{j}^{l} & =\omega_{k} \omega_{l} \partial_{i} \dot{H}_{j}^{l}+r^{-1} \Omega H \\
& =\omega_{k} \omega_{l} \partial_{j} \dot{H}_{i}^{l}+r^{-1} \Omega \dot{H} \\
& =\omega_{j} \omega_{k} \partial_{l} \dot{H}_{i}^{l}+r^{-1} \Omega \dot{H} .
\end{aligned}
$$

It follows that

$$
\left(P_{2} \partial_{k} \dot{H}\right)_{j}^{i}=\omega_{j} \omega_{k} \nabla \cdot\left(\dot{H}-\dot{H}^{\top}\right)^{i}+r^{-1} \Omega \dot{H} .
$$

Thus using (3.17b) and the fact that $\mathcal{W}_{2} r^{-1}$ is bounded on $D^{c}$, we have that

$$
\begin{align*}
\left\|\mathcal{W}_{2} P_{2} \nabla \dot{H}\right\|_{L^{2}\left(D^{c}\right)} & \leq\left\|\mathcal{W}_{2} \nabla \cdot\left(\dot{H}-\dot{H}^{\top}\right)\right\|+\left\|\mathcal{W}_{2} r^{-1} \Omega \dot{H}\right\|_{L^{2}\left(D^{c}\right)} \\
& \leq C\left[E_{1}^{1 / 2}[U(t)]+\langle t\rangle\left\|\mathcal{Q}_{1}(U \dot{U})\right\|\right] . \tag{3.22}
\end{align*}
$$

Combining (3.20)-(3.22) we obtain

$$
\sum_{\alpha}\left\|\mathcal{W}_{\alpha} P_{\alpha} \nabla \dot{H}\right\| \leq C\left[E_{1}^{1 / 2}[U(t)]+\left\|\langle t+r\rangle \mathcal{Q}_{1}(\dot{U})\right\|\right]
$$

Step 5. Estimate for $\left\|\mathcal{W}_{\alpha} P_{\alpha} \nabla \dot{v}\right\|$.
On $D$ we have $\mathcal{W}_{\alpha} \leq C\langle t\rangle$ for $\alpha=1,2$; hence we can use equation (3.4a) and the vector field $S$ from (2.13) to say that

$$
\begin{aligned}
\sum_{\alpha}\left\|\mathcal{W}_{\alpha} P_{\alpha} \nabla \dot{v}\right\|_{L^{2}(D)} & \leq C\langle t\rangle\|\nabla \dot{v}\|_{L^{2}(D)} \\
& \leq C\left[t\|\nabla \dot{v}\|_{L^{2}(D)}+\|\nabla \dot{v}\|\right] \\
& \leq C\left[\left\|r \partial_{r} \dot{H}\right\|_{L^{2}(D)}+\|\nabla \dot{v}\|+\left\|\mathcal{Q}_{1}^{H}\right\|+\|S \dot{H}\|\right] \\
& \leq C\left[\sum_{k}\left\|r \partial_{k} \dot{H}\right\|_{L^{2}(D)}+\|\nabla \dot{v}\|+\left\|\mathcal{Q}_{1}^{H}\right\|+\|S \dot{H}\|\right] \\
& \leq C\left[\sum_{k, \alpha}\left\|r P_{\alpha} \partial_{k} \dot{H}\right\|_{L^{2}(D)}+\|\nabla \dot{v}\|+\left\|\mathcal{Q}_{1}^{H}\right\|+\|S \dot{H}\|\right] \\
& \leq C\left[\sum_{\alpha}\left\|\mathcal{W}_{\alpha} P_{\alpha} \nabla \dot{H}\right\|_{L^{2}(D)}+\|\nabla \dot{v}\|+\left\|\mathcal{Q}_{1}^{H}\right\|+\|S \dot{H}\|\right]
\end{aligned}
$$

Hence using (3.20) we can bound

$$
\begin{equation*}
\left.\sum_{\alpha}\left\|\mathcal{W}_{\alpha} P_{\alpha} \nabla \dot{v}\right\|_{L^{2}(D)} \leq C\left[E_{1}^{1 / 2} U(t)\right)+\langle t\rangle\left\|\mathcal{Q}_{1}(\dot{U})\right\|\right] \tag{3.23}
\end{equation*}
$$

On $D^{c}$ we will again make use of the fact that $\mathcal{W}_{\alpha} r^{-1}$ is bounded for $\alpha=1,2$. First we can use (2.17) to write

$$
\begin{aligned}
\left(P_{1} \partial_{k} \dot{v}\right)^{i} & =\omega^{i} \omega_{j} \partial_{k} \dot{v}^{j} \\
& =\omega^{i} \omega_{k} \partial_{j} \dot{v}^{j}+r^{-1} \Omega \dot{v},
\end{aligned}
$$

which implies that

$$
\begin{equation*}
\left\|\mathcal{W}_{1} P_{1} \nabla \dot{v}\right\|_{L^{2}\left(D^{c}\right)} \leq\left\|\mathcal{W}_{1} \nabla \cdot \dot{v}\right\|+\left\|\mathcal{W}_{1} r^{-1} \Omega \dot{v}\right\|_{L^{2}\left(D^{c}\right)} . \tag{3.24}
\end{equation*}
$$

Next we can use (2.17) to write

$$
\begin{aligned}
\left(P_{2} \partial_{k} \dot{v}\right)^{i} & =\partial_{k} \dot{v}^{i}-\omega^{i} \omega_{j} \partial_{k} \dot{v}^{j} \\
& =\omega_{k} \partial_{r} \dot{v}^{i}-\omega_{j} \omega_{k} \partial_{i} \dot{v}^{j}+r^{-1} \Omega \dot{v} \\
& =\omega_{k}\left(\partial_{r} \dot{v}-\omega^{\top} \nabla \dot{v}\right)^{i}+r^{-1} \Omega \dot{v},
\end{aligned}
$$

which implies that

$$
\begin{equation*}
\left\|\mathcal{W}_{2} P_{2} \nabla \dot{v}\right\|_{L^{2}\left(D^{c}\right)} \leq\left\|\mathcal{W}_{2}\left(\partial_{r} \dot{v}-\omega^{\top} \nabla \dot{v}\right)\right\|+\left\|\mathcal{W}_{2} r^{-1} \Omega \dot{v}\right\|_{L^{2}\left(D^{c}\right)} . \tag{3.25}
\end{equation*}
$$

Combining (3.24) and (3.25) with the previous results (3.11) and (3.17a), we see that

$$
\begin{equation*}
\sum_{\alpha}\left\|\mathcal{W}_{\alpha} P_{\alpha} \nabla \dot{v}\right\|_{L^{2}\left(D^{c}\right)} \leq C\left[E_{1}^{1 / 2}[U(t)]+\langle t\rangle\left\|\mathcal{Q}_{1}(\dot{U})\right\|\right] . \tag{3.26}
\end{equation*}
$$

Together, (3.23) and (3.26) imply the result

$$
\sum_{\alpha}\left\|\mathcal{W}_{\alpha} P_{\alpha} \nabla \dot{v}\right\| \leq C\left[E_{1}^{1 / 2}[U(t)]+\left\|\langle t+r\rangle \mathcal{Q}_{1}(\dot{U})\right\|\right]
$$

This completes the proof.

## 4 Sobolev Estimates

The following weighted Sobolev-type inequalities appeared in [19]. The only important thing to note in our case is that even though $\mathcal{W}_{1}$ depends on $\lambda$, we still have uniform estimates because $\left|\partial_{r} \mathcal{W}_{1}\right| \leq 1$.
Lemma 4.1 For $U \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right), r=|x|$, and $\alpha=1,2$ we have

$$
\begin{align*}
& r^{\frac{1}{2}}|U(x)| \leq C \sum_{|a| \leq 1}\left\|\nabla \tilde{\Omega}^{a} U\right\|,  \tag{4.1a}\\
& r|U(x)| \leq C \sum_{|a| \leq 1}\left\|\partial_{r} \tilde{\Omega}^{a} U\right\|_{L^{2}(|y| \geq r)}^{1 / 2} \cdot \sum_{|a| \leq 2}\left\|\tilde{\Omega}^{a} U\right\|_{L^{2}(|y| \geq r)}^{1 / 2},  \tag{4.1b}\\
& r \mathcal{W}_{\alpha}^{1 / 2}|U(x)| \leq C \sum_{|a| \leq 1}\left\|\mathcal{W}_{\alpha} \partial_{r} \tilde{\Omega}^{a} U\right\|_{L^{2}(|y| \geq r)}+C \sum_{|a| \leq 2}\left\|\tilde{\Omega}^{a} U\right\|_{L^{2}(|y| \geq r)},  \tag{4.1c}\\
& r \mathcal{W}_{\alpha}|U(x)| \leq C \sum_{|a| \leq 1}\left\|\mathcal{W}_{\alpha} \partial_{r} \tilde{\Omega}^{a} U\right\|_{L^{2}(|y| \geq r)}+C \sum_{|a| \leq 2}\left\|\mathcal{W}_{\alpha} \tilde{\Omega}^{a} U\right\|_{L^{2}(|y| \geq r)} \tag{4.1d}
\end{align*}
$$

The next result will apply the above inequalities to higher derivatives and remove the singularity at the origin in order to be of use in the proof of Theorem 2.5. Again, this result appeared in [19] and although the proof is very similar, we will give it here because there are slight differences in the first-order case.
Proposition 4.2 Let $\dot{U} \in H_{\Gamma}^{\kappa}(T)$ with $\mathcal{X}_{\kappa}[U(t)]<\infty$ and $|\dot{U}|<\delta$ small. Then for $\alpha=1,2$,

$$
\begin{array}{ll}
\langle r\rangle\left|\Gamma^{a} \dot{U}(t, x)\right| \leq C E_{\kappa}^{1 / 2}[U(t)], & |a|+2 \leq \kappa, \\
\langle r\rangle \mathcal{W}_{\alpha}^{1 / 2}\left|P_{\alpha} \Gamma^{a} \dot{U}(t, x)\right| \leq C\left[E_{\kappa}^{1 / 2}[U(t)]+\mathcal{X}_{\kappa}[U(t)]\right], & |a|+2 \leq \kappa, \\
\langle r\rangle \mathcal{W}_{\alpha}\left|P_{\alpha} \partial_{i} \Gamma^{a} \dot{U}(t, x)\right| \leq C \mathcal{X}_{\kappa}[U(t)], & |a|+3 \leq \kappa .
\end{array}
$$

Proof: We choose $\delta$ small enough so that the energy $E_{\kappa}$ can be used to dominate generalized derivatives to order $\kappa$ in $L^{2}$.

To prove (4.2a) for $r \geq 1$, we apply (4.1b) to $\Gamma^{a} \dot{U}(t, x)$. To prove (4.2b) and (4.2c) for $r \geq 1$, we apply (4.1c) and (4.1d) to $P_{\alpha} \Gamma^{a} \dot{U}(t, x)$ and $P_{\alpha} \partial_{i} \Gamma^{a} \dot{U}(t, x)$, respectively. We use the fact that $P_{\alpha}$ commutes with $\partial_{r}$ and $\tilde{\Omega}$. The latter fact is most easily seen from the commutation of $P_{\alpha}$ with the generators of $\tilde{\Omega}, T_{Q_{j}(s)}$.

For $r \leq 1,(4.2 \mathrm{a})$ is a consequence of the Sobolev embedding

$$
\begin{equation*}
W^{2,2}\left(\mathbb{R}^{3}\right) \subset L^{\infty}\left(\mathbb{R}^{3}\right) . \tag{4.3}
\end{equation*}
$$

To obtain the other inequalities for $r \leq 1$, we will define a smooth cutoff function

$$
\xi(r)= \begin{cases}1 & \text { if } r<1  \tag{4.4}\\ 0 & \text { if } r>2\end{cases}
$$

To show (4.2b), first note that

$$
\begin{equation*}
\mathcal{W}_{\alpha} \sim\langle t\rangle \quad \text { when } r \leq 2 \tag{4.5}
\end{equation*}
$$

Using (4.3) and (4.5), we can get (4.2b) as follows for $r<1$,

$$
\begin{aligned}
\mathcal{W}_{\alpha}^{1 / 2}\left|P_{\alpha} \Gamma^{a} \dot{U}(t, x)\right| & \leq C\langle t\rangle^{\frac{1}{2}} \xi(r)\left|\Gamma^{a} \dot{U}(t, x)\right| \\
& \leq C\langle t\rangle^{\frac{1}{2}} \sum_{|b| \leq 2}\left\|\nabla^{b}\left(\xi \Gamma^{a} \dot{U}\right)\right\| \\
& \leq C\langle t\rangle^{\frac{1}{2}} \sum_{|b| \leq 2}\left\|\nabla^{b} \Gamma^{a} \dot{U}\right\|_{L^{2}(|y| \leq 2)} \\
& \leq C \sum_{\beta} \sum_{|b| \leq 2}\left\|\mathcal{W}_{\beta}^{1 / 2} P_{\beta} \nabla^{b} \Gamma^{a} \dot{U}\right\|_{L^{2}(|y| \leq 2)} \\
& \leq C \mathcal{X}_{\kappa}[U(t)]+C \sum_{\beta}\left\|\mathcal{W}_{\beta}^{1 / 2} P_{\beta} \Gamma^{a} \dot{U}\right\|_{L^{2}(|y| \leq 2)}
\end{aligned}
$$

To complete the proof of (4.2b), we still have to deal with the last term above. We will now use (4.1c) to get

$$
\begin{aligned}
\left\|\mathcal{W}_{\beta}^{1 / 2} P_{\beta} \Gamma^{a} \dot{U}\right\|_{L^{2}(|y| \leq 2)} & \leq\left\||y| \mathcal{W}_{\beta}^{1 / 2} P_{\beta} \Gamma^{a} \dot{U}\right\|_{L^{\infty}}\left\||y|^{-1}\right\|_{L^{2}(|y| \leq 2)} \\
& \leq C\left[E_{\kappa}^{1 / 2}[U(t)]+\mathcal{X}_{\kappa}[U(t)]\right]
\end{aligned}
$$

The proof of (4.2c) is very similar to that for (4.2b), but since we are applying it to $P_{\alpha} \nabla \Gamma^{a} \dot{U}(t, x)$, which already has one spatial derivative (as is needed for the $\mathcal{X}$ norm), the last step is no longer needed.

The following result will be used in the final stages of the energy estimates.
Lemma 4.3 Suppose that $f: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}, \sum_{|a| \leq 2}\left\|\Omega^{a} f\right\|_{W^{2-|a|, 2}}<\infty$, and $\nabla \wedge f=$ 0. Then

$$
\begin{equation*}
|x|^{\frac{3}{2}}\left|P_{2} f(x)\right| \leq C \sum_{|a| \leq 2}\left\|\Omega^{a} f\right\| . \tag{4.6}
\end{equation*}
$$

Proof: Writing $\omega=\frac{x}{|x|}$, notice that

$$
\begin{aligned}
|x|\left(P_{2} f\right)_{j}(x) & =|x|\left(f-P_{1} f\right)_{j}(x) \\
& =|x|\left(f_{j}(x)-\omega_{j} \omega_{k} f_{k}(x)\right) \\
& =\omega^{k}\left(x_{k} f_{j}(x)-x_{j} f_{k}(x)\right),
\end{aligned}
$$

and therefore it is enough to estimate $|x|^{1 / 2}(x \wedge f(x))$.

Fix $x \in \mathbb{R}^{3}$, and choose $R>|x|$. Let $\varphi_{R}(x)=\xi(|x| / R)$, where $\xi$ is given in (4.4). We may now apply (4.1a) with $U(x)=\varphi_{R}(x)(x \wedge f(x))$ :

$$
\begin{aligned}
|x|^{\frac{3}{2}}\left|P_{2} f(x)\right| & \leq|x|^{\frac{1}{2}}|x \wedge f| \\
& =|x|^{\frac{1}{2}}\left|\varphi_{R}(x)(x \wedge f)\right| \\
& \leq C \sum_{|a| \leq 1}\left\|\nabla \Omega^{a}\left[\varphi_{R}(y)(y \wedge f)\right]\right\| \\
& \leq C \sum_{|a| \leq 1}\left\|\Omega^{a} \nabla\left[\varphi_{R}(y)(y \wedge f)\right]\right\|
\end{aligned}
$$

where in the last step we use the fact that the commutator of $\nabla$ and $\Omega$ is in the span of $\nabla$. Note that $(|x| \nabla)^{k} \varphi_{R}(x)$ is bounded independently of $R$ and also that, thanks to the constraint $\nabla \wedge f=0$, we have that $\partial_{i}\left(x_{j} f_{k}-x_{k} f_{j}\right)=\left(x_{j} \partial_{k}-x_{k} \partial_{j}\right) f_{i}+O(f)$. The result is thus a consequence of this inequality.

This result is easily understood by expressing $f$ as the gradient of a scalar potential $\sigma$. Then $P_{2} f \sim \Omega \sigma$, and formally we can apply (4.1a). Our argument, as given, is meant to avoid unnecessary discussion of the properties of this potential.

## 5 Bootstrapping the Nonlinearity

In this section we will estimate the nonlinear terms on the right-hand side of (3.3) in Proposition 3.1. The factor $\langle t+r\rangle$ will be absorbed with the aid of the inequalities of Proposition 4.2 together with a few simple properties of the weights $\mathcal{W}_{1}=\langle t-r / \bar{\lambda}\rangle$ and $\mathcal{W}_{2}=\langle t-r / \beta\rangle$, which we collect below. As usual, all constants are independent of $\bar{\lambda}$.

Define the following neighborhoods of the characteristic cones:

$$
\mathcal{C}_{1}=\left\{\left|t-\frac{r}{\bar{\lambda}}\right|<\frac{t}{2}\right\}, \quad \mathcal{C}_{2}=\left\{\left|t-\frac{r}{\beta}\right|<\frac{t}{2}\right\} .
$$

Then $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ are disjoint for $\bar{\lambda}$ large, and

$$
\langle r\rangle \sim\langle\bar{\lambda} t\rangle \text { on } \mathcal{C}_{1} \quad \text { and } \quad\langle r\rangle \sim\langle\beta t\rangle \text { on } \mathcal{C}_{2} .
$$

Moreover, in addition to being bounded below by 1 , the weights satisfy

$$
\mathcal{W}_{\alpha} \geq C\langle t\rangle \quad \text { on } \mathcal{C}_{\alpha}^{c}, \alpha=1,2
$$

and so, in particular,

$$
\begin{equation*}
\mathcal{W}_{\alpha} \geq C\langle t\rangle \quad \text { on }\left(\mathcal{C}_{1} \cup \mathcal{C}_{2}\right)^{c}, \alpha=1,2 \tag{5.1a}
\end{equation*}
$$

Now by considering the regions $\mathcal{C}_{1}, \mathcal{C}_{2}$, and $\left(\mathcal{C}_{1} \cup \mathcal{C}_{2}\right)^{c}$ in turn, we find that

$$
\begin{equation*}
C\langle t\rangle^{-3 / 2}\langle r\rangle \mathcal{W}_{\alpha}^{1 / 2} \mathcal{W}_{\beta} \geq 1, \quad \alpha \neq \beta \tag{5.1b}
\end{equation*}
$$

Also, by taking first $\mathcal{C}_{1}$ and then its complement, we have

$$
\begin{equation*}
C\left[\langle t\rangle^{-\frac{3}{2}}+\langle\bar{\lambda} t\rangle^{-1}\right]\langle r\rangle \mathcal{W}_{1}^{3 / 2} \geq 1 . \tag{5.1c}
\end{equation*}
$$

For the cubic and higher-order nonlinear terms, we will use the fact that

$$
\begin{equation*}
1 \leq C\langle t\rangle^{-\frac{3}{2}}\langle r\rangle^{2} \mathcal{W}_{\alpha}^{1 / 2} \mathcal{W}_{\beta} \tag{5.1d}
\end{equation*}
$$

Finally, since

$$
\langle t+r\rangle \leq C\langle r\rangle \mathcal{W}_{\alpha} \quad \text { for } \alpha=1,2,
$$

we have that

$$
\begin{align*}
\langle t+r\rangle|U| & =\langle t+r\rangle\left|P_{1} U+P_{2} U\right| \\
& \leq\langle t+r\rangle\left(\left|P_{1} U\right|+\left|P_{2} U\right|\right)  \tag{5.1e}\\
& \leq C\langle r\rangle\left(\mathcal{W}_{1}\left|P_{1} U\right|+\mathcal{W}_{2}\left|P_{2} U\right|\right)
\end{align*}
$$

for all $U \in \mathbb{M}^{3} \times \mathbb{R}^{3} \times \mathbb{R}$.
The following technical result will be needed several times below.
Lemma 5.1 Suppose that $U \in H_{\Gamma}^{\kappa}(T)$ with $\kappa \geq 3$. Set $\kappa^{\prime}=\left[\frac{\kappa}{2}\right]+2$ (so that $\kappa^{\prime} \leq \kappa$ ). Suppose that $E_{\kappa^{\prime}}[U(t)]<1$ and $|\dot{U}(t)| \leq \delta, 0 \leq t<T$, with $\delta$ sufficiently small. Consider a smooth mapping $f: \mathbb{M}^{3} \times \mathbb{R}^{3} \times \mathbb{R} \rightarrow \mathbb{R}^{d}$ for any $d$. If $f$ vanishes to order $p$ at the origin, then we have the pointwise estimate

$$
\left|\Gamma^{b} f(\dot{U}(t, x))\right| \leq C \sum_{\left|b_{1}\right|+\cdots+\left|b_{p}\right| \leq|b|}\left|\Gamma^{b_{1}} \dot{U}(t, x)\right| \cdots\left|\Gamma^{b_{p}} \dot{U}(t, x)\right|, \quad|b| \leq \kappa .
$$

Proof: Using the chain rule, we write

$$
\begin{equation*}
\Gamma^{b} f(\dot{U})(t, x)=\sum_{j \leq|b|} \sum_{b_{1}+\cdots+b_{j}=b} f^{(j)}(\dot{U}(t, x)) \Gamma^{b_{1}} \dot{U}(t, x) \cdots \Gamma^{b_{j}} \dot{U}(t, x) . \tag{5.2}
\end{equation*}
$$

At most one derivative above can exceed order $\left[\frac{\kappa}{2}\right]$, since $|b| \leq \kappa$. Since $E_{\kappa^{\prime}}[U(t)]$ $<1$ and $\dot{U}$ is small, we have by the Sobolev lemma and (2.19) that

$$
\left|\Gamma^{c} \dot{U}(t, x)\right| \leq C E_{\kappa^{\prime}}^{1 / 2}[U(t)] \leq C, \quad|c| \leq\left[\frac{\kappa}{2}\right] .
$$

The result now follows from (5.2) since by the mean value theorem

$$
\left|f^{(j)}(\dot{U})\right| \leq C|\dot{U}|^{p-j}, \quad j \leq p,
$$

for $|\dot{U}| \leq 1$.
We are now ready to move to the main results of this section.
Lemma 5.2 Let $U \in H_{\Gamma}^{\mu}(T), \mu \geq 3$, be a solution of the PDEs (2.20a)-(2.20c) and the constraints (2.20d) and (2.20e). Set $\mu^{\prime}=\left[\frac{\mu}{2}\right]+2$, and let $E_{\mu^{\prime}}[U(t)]<1$ and $|\dot{U}(t)|<\delta$ throughout $[0, T)$ with $\delta$ sufficiently small. Then we have

$$
\mathcal{X}_{\mu}[U(t)] \leq C\left[E_{\mu}^{1 / 2}[U(t)]+\mathcal{X}_{\mu^{\prime}}[U(t)] E_{\mu}^{1 / 2}[U(t)]+\mathcal{X}_{\mu}[U(t)] E_{\mu^{\prime}}^{1 / 2}[U(t)]\right] .
$$

Proof: Using Proposition 3.1 we have

$$
\mathcal{X}_{\mu}[U(t)] \leq C\left[E_{\mu}^{1 / 2}[U(t)]+\left\|\langle t+r\rangle \mathcal{Q}_{\mu}(\dot{U}(t))\right\|\right]
$$

where the form of $\mathcal{Q}_{\mu}$ was displayed in (3.2):

$$
\sum_{|b|+|c| \leq \mu-1} \Gamma^{b} f(\dot{U}) \nabla \Gamma^{c} \dot{U}
$$

Here $f$ vanishes to order $p=1$. Applying Lemma 5.1, we have the pointwise estimate

$$
\left|\mathcal{Q}_{\mu}(\dot{U}(t, x))\right| \leq C \sum_{|b|+|c| \leq \mu-1}\left|\Gamma^{b} \dot{U}(t, x)\right|\left|\nabla \Gamma^{c} \dot{U}(t, x)\right|
$$

With this and (5.1e), we obtain

$$
\begin{aligned}
\left\|\langle r+t\rangle \mathcal{Q}_{\mu}(\dot{U})\right\| & \leq C \sum_{\substack{|b|+|c| \leq \mu-1}}\left\|\langle r+t\rangle\left|\Gamma^{b} \dot{U}\right|\left|\nabla \Gamma^{c} \dot{U}\right|\right\| \\
& \leq C \sum_{\substack{\alpha=1,2 \\
i=1,2,3 \\
|b|+|c| \leq \mu-1}}\left\|\langle r\rangle\left|\Gamma^{b} \dot{U}\right| \mathcal{W}_{\alpha}\left|P_{\alpha} \partial_{i} \Gamma^{c} \dot{U}\right|\right\|
\end{aligned}
$$

In the sum, either $|b| \leq\left[\frac{\mu}{2}\right]$ or $|c|+1 \leq\left[\frac{\mu}{2}\right]$, according to which we estimate as follows:

$$
\begin{aligned}
& \left\|\langle r\rangle\left|\Gamma^{b} \dot{U}\right| \mathcal{W}_{\alpha}\left|P_{\alpha} \partial_{i} \Gamma^{c} \dot{U}\right|\right\| \leq \\
& C \begin{cases}\left\|\langle r\rangle \mathcal{W}_{\alpha} P_{\alpha} \partial_{i} \Gamma^{c} \dot{U}\right\|_{\infty}\left\|\Gamma^{b} \dot{U}\right\| & \text { if }|c|+1 \leq\left[\frac{\mu}{2}\right] \\
\left\|\mathcal{W}_{\alpha} P_{\alpha} \partial_{i} \Gamma^{c} \dot{U}\right\|\left\|\langle r\rangle \Gamma^{b} \dot{U}\right\|_{\infty} & \text { if }|b| \leq\left[\frac{\mu}{2}\right] .\end{cases}
\end{aligned}
$$

In the first case, using (4.2c) we get the upper bound

$$
C \mathcal{X}_{\mu^{\prime}}[U(t)] E_{\mu}^{1 / 2}[U(t)]
$$

and in the second case, using (4.2a) we get the upper bound

$$
C \mathcal{X}_{\mu}[U(t)] E_{\mu^{\prime}}^{1 / 2}[U(t)]
$$

These estimates for the nonlinear terms yield the result.
The next step is to bootstrap the preceding result to bound $\mathcal{X}$ by the energy.
Proposition 5.3 Let $U \in H_{\Gamma}^{\kappa}(T), \kappa \geq 8$, be a solution of (2.20a)-(2.20c). If $E_{\mu}[U(t)]<\varepsilon^{\prime}, \mu=\kappa-2$, and $|\dot{U}(t)|<\delta$ remain sufficiently small on $[0, T)$, then

$$
\begin{align*}
& \mathcal{X}_{\mu}[U(t)] \leq C E_{\mu}^{1 / 2}[U(t)]  \tag{5.3a}\\
& \mathcal{X}_{\kappa}[U(t)] \leq C E_{\kappa}^{1 / 2}[U(t)] \tag{5.3b}
\end{align*}
$$

Proof: Since we have $\mu \geq 6$, it follows that $\mu^{\prime}=\left[\frac{\mu}{2}\right]+2 \leq \mu$. Thus, since $E_{\mu}[U(t)]<\varepsilon^{\prime}<1$, by Lemma 5.2, we have

$$
\mathcal{X}_{\mu}[U(t)] \leq C\left[E_{\mu}^{1 / 2}[U(t)]+\mathcal{X}_{\mu}[U(t)] E_{\mu}^{1 / 2}[U(t)]\right]
$$

and so we see that, since $E_{\mu}^{1 / 2}[U(t)]<\varepsilon^{\prime}$, we have for $\varepsilon^{\prime}$ small enough that the bound (5.3a) holds.

Since $\kappa \geq 8$, we have that $\kappa^{\prime}=\left[\frac{\kappa}{2}\right]+2 \leq \kappa-2=\mu$. So again by Lemma 5.2, we may write

$$
\mathcal{X}_{\kappa}[U(t)] \leq C\left[E_{\kappa}^{1 / 2}[U(t)]+\mathcal{X}_{\mu}[U(t)] E_{\kappa}^{1 / 2}[U(t)]+\mathcal{X}_{\kappa}[U(t)] E_{\mu}^{1 / 2}[U(t)]\right] .
$$

If $E_{\mu}^{1 / 2}[U(t)]<\varepsilon^{\prime}$ is small, then this implies that

$$
\mathcal{X}_{\kappa}[U(t)] \leq C E_{\kappa}^{1 / 2}[U(t)]\left[1+\mathcal{X}_{\mu}[U(t)]\right] .
$$

Thus we obtain (5.3b) from this, (5.3a), and the fact that $E_{\mu}[U(t)]$ is small for $t \in[0, T)$.

## 6 Energy Estimates

This section ties everything together.
Proposition 6.1 Let $U \in H_{\Gamma}^{\kappa}(T)$ be a solution of (2.20a)-(2.20c) and the constraints (2.20d) and (2.20e). Suppose that $E_{\mu}[U(t)]<\varepsilon^{\prime}, \mu=\kappa-2$, and $|\dot{U}(t)|<\delta$, for $0 \leq t<T$, where $\varepsilon^{\prime}$ and $\delta$ are sufficiently small. Then we have the inequalities

$$
\begin{align*}
& \frac{d}{d t} E_{\kappa}[U(t)] \leq C\langle t\rangle^{-1} E_{\mu}^{1 / 2}[U(t)] E_{\kappa}[U(t)]  \tag{6.1a}\\
& \frac{d}{d t} E_{\kappa-1}\left[\partial_{t} U(t)\right] \leq C E_{\kappa}^{1 / 2}[U(t)] E_{\kappa-1}\left[\partial_{t} U(t)\right]  \tag{6.1b}\\
& \frac{d}{d t} E_{\mu}[U(t)] \leq C\left[\langle\bar{\lambda} t\rangle^{-1}+\langle t\rangle^{-3 / 2}\right] E_{\kappa}^{1 / 2}[U(t)] E_{\mu}[U(t)] \tag{6.1c}
\end{align*}
$$

Proof: The size of $\varepsilon^{\prime}<1$ and $\delta$ are determined by Proposition 5.3.
Assume that $U(t) \in H_{\Gamma}^{\kappa}(T)$ is a local solution of (2.20a)-(2.20c). We will use the so-called generalized energy method. Start by applying the derivative $\Gamma^{a}$, $|a| \leq \kappa$, to the system (2.20a)-(2.20c), according to Proposition 2.7. We then symmetrize the system by multiplying (2.25a) by the tensor $\hat{A}$. This results in

$$
\begin{align*}
& \hat{A}_{p j}^{\ell m}(H)\left[\partial_{t}\left(\Gamma^{a} \dot{H}\right)_{\ell}^{p}+v \cdot \nabla \Gamma^{a} \dot{H}_{\ell}^{p}+H_{i}^{p} \partial_{\ell} \Gamma^{a} \dot{v}^{i}\right]=\hat{Q}_{a}^{H},  \tag{6.2a}\\
& \partial_{t}\left(\Gamma^{a} \dot{v}\right)_{i}+v \cdot \nabla\left(\Gamma^{a} \dot{v}\right)_{i}+H_{i}^{p} \hat{A}_{p j}^{\ell m}(H) \partial_{\ell}\left(\Gamma^{a} \dot{H}\right)_{m}^{j}+\lambda \rho \partial_{i} \Gamma^{a} \dot{\rho}=\hat{Q}_{a}^{v},  \tag{6.2b}\\
& \partial_{t} \Gamma^{a} \dot{\rho}+v \cdot \nabla \Gamma^{a} \dot{\rho}+\lambda \rho \nabla \cdot \Gamma^{a} \dot{v}=\hat{Q}_{a}^{\rho} . \tag{6.2c}
\end{align*}
$$

From (2.25a)-(2.25c) we have

$$
\hat{Q}_{a}(\dot{U})=\left(\hat{Q}_{a}^{H}, \hat{Q}_{a}^{v}, \hat{Q}_{a}^{\rho}\right)
$$

defined as follows:
(6.3a) $\hat{Q}_{a}^{H}=-\hat{A}_{p j}^{\ell m}(H) \sum_{\substack{b+c=a \\ c \neq a}}\left[\Gamma^{b} \dot{v} \cdot \nabla\left(\Gamma^{c} \dot{H}\right)_{\ell}^{p}+\left(\Gamma^{b} \dot{H}\right)_{i}^{p} \partial_{\ell}\left(\Gamma^{c} \dot{v}\right)^{i}\right]$,

$$
\begin{equation*}
\hat{Q}_{a}^{v}=-\sum_{\substack{b+c=a \\ c \neq a}}\left\{\Gamma^{b} \dot{v} \cdot \nabla\left(\Gamma^{c} \dot{v}\right)_{i}+\Gamma^{b}[\hat{A}(H) H]_{i j}^{\ell m} \partial_{\ell}\left(\Gamma^{c} \dot{H}\right)_{m}^{j}+\Gamma^{b} \dot{\rho} \partial_{i} \Gamma^{c} \dot{\rho}\right\} \tag{6.3b}
\end{equation*}
$$

$$
\begin{equation*}
\hat{Q}_{a}^{\rho}=-\sum_{\substack{b+c=a \\ c \neq a}}\left[\Gamma^{b} \dot{v} \cdot \nabla \Gamma^{c} \dot{\rho}+\Gamma^{b} \dot{\rho} \nabla \cdot \Gamma^{c} \dot{v}\right] \tag{6.3c}
\end{equation*}
$$

It is important to notice that $\hat{Q}_{a}(\dot{U})$ will never have more than $\kappa$ derivatives falling on a single term.

Next we proceed with the energy method by taking the $L^{2}$ inner product of (6.2a)-(6.2c) with $\Gamma^{a} \dot{U}$. Because the system has been symmetrized, after integrating by parts we obtain (using the notation (2.18))

$$
\begin{align*}
& \partial_{t} \int e_{U}\left(\Gamma^{a} \dot{U}\right) d x-\frac{1}{2} \int \partial_{t} \hat{A}_{p j}^{\ell m}(H)\left(\Gamma^{a} \dot{H}\right)_{\ell}^{p}\left(\Gamma^{a} \dot{H}\right)_{m}^{j} d x \\
& \quad-\int \nabla \cdot v e_{U}\left(\Gamma^{a} \dot{U}\right) d x-\int \partial_{k} \hat{A}_{p j}^{\ell m}(H) v^{k}\left(\Gamma^{a} \dot{H}\right)_{\ell}^{p}\left(\Gamma^{a} \dot{H}\right)_{m}^{j} d x  \tag{6.4}\\
& \quad-\int \partial_{\ell}\left(H_{i}^{p} \hat{A}_{p j}^{\ell m}(H)\right)\left(\Gamma^{a} \dot{H}\right)_{m}^{j}\left(\Gamma^{a} \dot{v}\right)^{i} d x-\int \partial_{i} \dot{\rho} \Gamma^{a} \dot{\rho}\left(\Gamma^{a} \dot{v}^{i}\right) d x= \\
& \quad \int\left\langle\hat{Q}_{a}(\dot{U}), \Gamma^{a} \dot{U}\right\rangle d x
\end{align*}
$$

Now, in the statement of Theorem 2.5 we do not assume any uniform bounds for time derivatives initially. Therefore we must consider the term in (6.4) that involves $\partial_{t}$. By (2.27a) and (2.20a), we have that

$$
\begin{aligned}
\partial_{t} \hat{A}_{p j}^{\ell m}(H) & =\hat{B}_{p j k}^{\ell m n}(H) \partial_{t} \dot{H}_{n}^{k} \\
& =-\hat{B}_{p j k}^{\ell m n}(H)\left[v \cdot \nabla H_{n}^{k}+H_{q}^{k} \partial_{n} v^{q}\right]
\end{aligned}
$$

We substitute this into (6.4) and sum over $|a| \leq v$, resulting in the energy identity

$$
\begin{align*}
& \frac{d}{d t} E_{v}[U(t)]= \\
& \sum_{|a| \leq v}[ -\frac{1}{2} \int \hat{B}_{p j k}^{\ell m n}(H)\left[\dot{v} \cdot \nabla \dot{H}_{n}^{k}+H_{q}^{k} \partial_{n} \dot{v}^{q}\right]\left(\Gamma^{a} \dot{H}\right)_{\ell}^{p}\left(\Gamma^{a} \dot{H}\right)_{m}^{j} d x \\
&+\int \nabla \cdot \dot{v} e_{U}\left(\Gamma^{a} \dot{U}(t)\right) d x+\int \partial_{k} \hat{A}_{p j}^{\ell m}(H) \dot{v}^{k}\left(\Gamma^{a} \dot{H}\right)_{\ell}^{p}\left(\Gamma^{a} \dot{H}\right)_{m}^{j} d x  \tag{6.5}\\
&+\int \partial_{\ell}\left(H_{i}^{p} \hat{A}_{p j}^{\ell m}(H)\right)\left(\Gamma^{a} \dot{H}\right)_{m}^{j}\left(\Gamma^{a} \dot{v}\right)^{i} d x+\int \partial_{i} \dot{\rho} \Gamma^{a} \dot{\rho}\left(\Gamma^{a} \dot{v}\right)^{i} d x \\
&\left.+\int\left\langle\hat{Q}_{a}(\dot{U}), \Gamma^{a} \dot{U}\right\rangle d x\right] .
\end{align*}
$$

Since $\kappa \geq 8$, notice that we have $\left[\frac{\kappa}{2}\right]+2 \leq \mu$. Thanks to our smallness conditions, we may apply (6.5), with $v=\kappa$, and Lemma 5.1 to write

$$
\begin{equation*}
\frac{d}{d t} E_{\kappa}[U(t)] \leq C \sum_{\substack{|b|+|c| \leq|a| \\ c \neq a| \\ | a \mid \leq \kappa}}\left\|\left|\Gamma^{b} \dot{U}\right|\left|\nabla \Gamma^{c} \dot{U}\right|\right\|\left\|\Gamma^{a} \dot{U}\right\| . \tag{6.6a}
\end{equation*}
$$

Set $m=\left[\frac{\kappa+1}{2}\right]$. Using property (5.1e) for the weights and the Sobolev inequalities (4.2a) and (4.2c), we have the following bound for the norms on the right:

$$
\begin{align*}
& \left\|\left|\Gamma^{b} \dot{U}\right|\left|\nabla \Gamma^{c} \dot{U}\right|\right\| \\
& \quad \leq C\langle t\rangle^{-1} \sum_{\alpha, i}\left\|\langle r\rangle\left|\Gamma^{b} \dot{U}\right| \mathcal{W}_{\alpha}\left|P_{\alpha} \partial_{i} \Gamma^{c} \dot{U}\right|\right\| \\
& \quad \leq C\langle t\rangle^{-1} \begin{cases}\sum_{\alpha, i}\left\|\langle r\rangle \Gamma^{b} \dot{U}\right\|_{\infty}\left\|\mathcal{W}_{\alpha} P_{\alpha} \partial_{i} \Gamma^{c} \dot{U}\right\|, \quad|b| \leq m, \\
\sum_{\alpha, i}\left\|\Gamma^{b} \dot{U}\right\|\left\|\langle r\rangle \mathcal{W}_{\alpha} P_{\alpha} \partial_{i} \Gamma^{c} \dot{U}\right\|_{\infty}, \quad|c| \leq m-1, \\
& \leq C\langle t\rangle^{-1} \begin{cases}E_{|b|+2}^{1 / 2}[U(t)] \mathcal{X}_{|c|+1}[U(t)], & |b| \leq m, \\
E_{|b|}^{1 / 2}[U(t)] \mathcal{X}_{|c|+3}[U(t)], & |c| \leq m-1,\end{cases} \\
\quad \leq C\langle t\rangle^{-1}\left(E_{m+2}^{1 / 2}[U(t)] E_{\kappa}^{1 / 2}[U(t)]+E_{\kappa}^{1 / 2}[U(t)] E_{m+2}^{1 / 2}[U(t)]\right) .\end{cases}
\end{align*}
$$

Now $\kappa \geq 8$, so $m+2 \leq \kappa-2=\mu$. Therefore, inequality (6.1a) follows from (6.6a) and (6.6b).

The identity (6.5) holds equally for derivatives of the form $\partial_{t} \Gamma^{a}$, with $|a| \leq$ $\kappa-1$, and precisely one time derivative will appear in each of the terms $Q_{a}$ on the
right. Retracing the steps leading to (6.6a), we find

$$
\frac{d}{d t} E_{\kappa-1}\left[\partial_{t} U(t)\right] \leq C \sum_{\substack{|b|+|c| \leq|a| \\|a| \leq \kappa-1}}\left\|\left|\Gamma^{b} \partial_{t} \dot{U}\right|\left|\Gamma^{c} \dot{U}\right|\right\|\left\|\partial_{t} \Gamma^{a} \dot{U}\right\|
$$

The inequality ( 6.1 b ) now follows just by interpolation. For this rough estimate, we do not use the decay.

In order to obtain the sharp estimate (6.1c), it is necessary at this stage to separate the quadratic portion of the nonlinear terms in (6.5). Recall that $H=I+\dot{H}$ and $\mu=\kappa-2$. Referring to (6.3a)-(6.3c), we use $v=\kappa-2=\mu$ in (6.5) to obtain

$$
\begin{equation*}
\frac{d}{d t} E_{\mu}[U(t)]=\sum_{|a| \leq \mu}\left[\int\left\langle\bar{Q}_{a}(\dot{U}), \Gamma^{a} \dot{U}\right\rangle d x+\int\left\langle C_{a}(\dot{U}), \Gamma^{a} \dot{U}\right\rangle d x\right] \tag{6.7a}
\end{equation*}
$$

in which $\bar{Q}_{a}(\dot{U})$ and $C_{a}(\dot{U})$ represent quadratic and higher-order terms, respectively. The precise form of the quadratic terms in (6.7a) is

$$
\begin{align*}
& \left\langle\bar{Q}_{a}(\dot{U}), \Gamma^{a} \dot{U}\right\rangle= \\
& \quad-\frac{1}{2} \hat{B}_{p j k}^{\ell m n}(I) \partial_{n} \dot{v}^{k}\left(\Gamma^{a} \dot{H}\right)_{\ell}^{p}\left(\Gamma^{a} \dot{H}\right)_{m}^{j}+\hat{B}_{i j k}^{\ell m n}(I) \partial_{\ell} \dot{H}_{n}^{k}\left(\Gamma^{a} \dot{H}\right)_{m}^{j}\left(\Gamma^{a} \dot{v}\right)^{i} \\
& +\nabla \cdot \dot{v} \frac{1}{2}\left[\hat{A}_{i j}^{\ell m}(I)\left(\Gamma^{a} \dot{H}\right)_{\ell}^{i}\left(\Gamma^{a} \dot{H}\right)_{m}^{j}+\left|\Gamma^{a} \dot{v}\right|^{2}+\left(\Gamma^{a} \dot{\rho}\right)^{2}\right] \\
& +\hat{A}_{p j}^{\ell m}(I) \partial_{\ell} \dot{H}_{i}^{p}\left(\Gamma^{a} \dot{H}\right)_{m}^{j}\left(\Gamma^{a} \dot{v}\right)^{i}+\partial_{i} \dot{\rho} \Gamma^{a} \dot{\rho}\left(\Gamma^{a} \dot{v}\right)^{i}  \tag{6.7b}\\
& -\sum_{\substack{b+c=a \\
c \neq a}}\left\{\hat{A}_{p j}^{\ell m}(I)\left[\Gamma^{b} \dot{v} \cdot \nabla\left(\Gamma^{c} \dot{H}\right)_{\ell}^{p}+\left(\Gamma^{b} \dot{H}\right)_{i}^{p} \partial_{\ell}\left(\Gamma^{c} \dot{v}\right)^{i}\right]\left(\Gamma^{a} \dot{H}\right)_{m}^{j}\right. \\
& \quad+\left[\Gamma^{b} \dot{v} \cdot \nabla\left(\Gamma^{c} \dot{v}\right)^{i}+\hat{A}_{p j}^{\ell m}(I)\left(\Gamma^{b} \dot{H}\right)_{i}^{p} \partial_{\ell}\left(\Gamma^{c} \dot{H}\right)_{m}^{j}\right. \\
& \left.\quad+\hat{B}_{i j k}^{\ell m n}(I)\left(\Gamma^{b} \dot{H}\right)_{n}^{k} \partial_{\ell}\left(\Gamma^{c} \dot{H}\right)_{m}^{j}+\Gamma^{b} \dot{\rho} \partial_{i} \Gamma^{c} \dot{\rho}\right]\left(\Gamma^{a} \dot{v}\right)^{i} \\
& \left.\quad+\left[\Gamma^{b} \dot{v} \cdot \nabla \Gamma^{c} \dot{\rho}+\Gamma^{b} \dot{\rho} \nabla \cdot \Gamma^{c} \dot{v}\right] \Gamma^{a} \dot{\rho}\right\}
\end{align*}
$$

But before confronting these crucial terms, let us first examine the highest-order terms in (6.7a). Using Lemma 5.1, we have

$$
\begin{aligned}
\int\left\langle C_{a}(\dot{U}), \Gamma^{a} \dot{U}\right\rangle d x & \leq\left\|C_{a}(\dot{U})\right\|\left\|\Gamma^{a} \dot{U}\right\| \\
& \leq C \sum_{\substack{\left|b_{1}\right|+\left|b_{2}\right|+\left|b_{3}\right| \leq|a| \\
\left|b_{3}\right| \neq|a|}}\left\|\left|\Gamma^{b_{1}} \dot{U}\right|\left|\Gamma^{b_{2}} \dot{U}\right|\left|\nabla \Gamma^{b_{3}} \dot{U}\right|\right\|\left\|\Gamma^{a} \dot{U}\right\|
\end{aligned}
$$

Without loss of generality, assume that $\left|b_{1}\right| \geq\left|b_{2}\right|$. Introducing the weights via (5.1d), we have that

$$
\begin{aligned}
& \left\|\left|\Gamma^{b_{1}} \dot{U}\right|\left|\Gamma^{b_{2}} \dot{U}\right|\left|\nabla \Gamma^{b_{3}} \dot{U}\right|\right\| \\
& \quad \leq C\langle t\rangle^{-\frac{3}{2}} \sum_{\alpha, \beta, i}\left\|\langle r\rangle^{2}\left|\Gamma^{b_{1}} \dot{U}\right|\left|\mathcal{W}_{\alpha}^{1 / 2} P_{\alpha} \Gamma^{b_{2}} \dot{U}\right|\left|W_{\beta} P_{\beta} \partial_{i} \Gamma^{b_{3}} \dot{U}\right|\right\| \\
& \quad \leq C\langle t\rangle^{-\frac{3}{2}} \sum_{\alpha, \beta, i}\left\|\langle r\rangle \Gamma^{b_{1}} \dot{U}\right\|_{\infty}\left\|\langle r\rangle \mathcal{W}_{\alpha}^{1 / 2} P_{\alpha} \Gamma^{b_{2}} \dot{U}\right\|_{\infty}\left\|W_{\beta} P_{\beta} \partial_{i} \Gamma^{b_{3}} \dot{U}\right\| .
\end{aligned}
$$

With the aid of (4.2a) and (4.2b), this in turn is bounded by

$$
C\langle t\rangle^{-\frac{3}{2}} E_{\left|b_{1}\right|+2}^{1 / 2}[U(t)]\left(E_{\left|b_{2}\right|+2}^{1 / 2}[U(t)]+\mathcal{X}_{\left|b_{2}\right|+2}[U(t)]\right) \mathcal{X}_{\left|b_{3}\right|}[U(t)] .
$$

Now $2\left|b_{2}\right| \leq\left|b_{1}\right|+\left|b_{2}\right| \leq|a| \leq \mu$. Thus, $\left|b_{2}\right|+2 \leq\left[\frac{\mu}{2}\right]+2 \leq \mu$, since $\mu \geq 6$. We also have $\left|b_{1}\right|+2 \leq \kappa$. Therefore, by the smallness assumption and Proposition 5.3, all of the higher-order terms on the right-hand side of (6.7a) are bounded by

$$
C\langle t\rangle^{-\frac{3}{2}} E_{\kappa}^{1 / 2}[U(t)] E_{\mu}[U(t)],
$$

as required for (6.1c).
It remains to bound the terms in (6.7a) arising from the quadratic part of the nonlinearity. They appear explicitly in (6.7b). These must be grouped carefully in order to exploit the special cancellation properties of the nonlinear terms. In particular, the null condition for the shear waves and the rapid dispersion of the pressure waves enters the argument at this stage.

The most straightforward estimates occur for the terms in (6.7b) containing $\nabla \Gamma^{c} \dot{\rho}$ or $\nabla \cdot \Gamma^{c} \dot{v}$. Recall that by definition (3.1), the quantities $\left\|\mathcal{W}_{1} \nabla \Gamma^{c} \dot{\rho}\right\|$ and $\left\|\mathcal{W}_{1} \nabla \cdot \Gamma^{c} \dot{v}\right\|$ are bounded by $\mathcal{X}_{\mu}[U(t)]$ for $|c| \leq \mu-1$. In the first case, for example, we have, using (5.1b) and (5.1c),

$$
\begin{aligned}
& \int\left|\Gamma^{b} \dot{U}\right|\left|\nabla \Gamma^{c} \dot{\rho}\right|\left|\Gamma^{a} \dot{U}\right| d x \\
& \quad \leq\left\|\left|\Gamma^{b} \dot{U}\right|\left|\nabla \Gamma^{c} \dot{\rho}\right|\right\|\left\|\Gamma^{a} \dot{U}\right\| \\
& \quad \leq \sum_{\alpha}\left\|\left|P_{\alpha} \Gamma^{b} \dot{U}\right|\left|\nabla \Gamma^{c} \dot{\rho}\right|\right\|\left\|\Gamma^{a} \dot{U}\right\| \\
& \quad \leq C\left[\langle\bar{\lambda} t\rangle^{-1}+\langle t\rangle^{-\frac{3}{2}}\right] \sum_{\alpha}\left\|\langle r\rangle \mathcal{W}_{\alpha}^{1 / 2}\left|P_{\alpha} \Gamma^{b} \dot{U}\right| \mathcal{W}_{1}\left|\nabla \Gamma^{c} \dot{\rho}\right|\right\|\left\|\Gamma^{a} \dot{U}\right\| \\
& \quad \leq C\left[\langle\bar{\lambda} t\rangle^{-1}+\langle t\rangle^{-\frac{3}{2}}\right] \sum_{\alpha}\left\|\langle r\rangle \mathcal{W}_{\alpha}^{1 / 2} P_{\alpha} \Gamma^{b} \dot{U}\right\|_{\infty}\left\|\mathcal{W}_{1} \nabla \Gamma^{c} \dot{\rho}\right\|\left\|\Gamma^{a} \dot{U}\right\| .
\end{aligned}
$$

Keeping in mind that $b+c=a, c \neq a$, and $|a| \leq \mu$, we can use (4.2b) to bound the last expression by

$$
C\left[\langle\bar{\lambda} t\rangle^{-1}+\langle t\rangle^{-\frac{3}{2}}\right]\left[E_{\kappa}^{1 / 2}[U(t)]+\mathcal{X}_{\kappa}[U(t)]\right] \mathcal{X}_{\mu}[U(t)] E_{\mu}^{1 / 2}[U(t)] .
$$

By Proposition 5.3, this in turn is bounded by

$$
C\left[\langle\bar{\lambda} t\rangle^{-1}+\langle t\rangle^{-\frac{3}{2}}\right] E_{\kappa}^{1 / 2}[U(t)] E_{\mu}[U(t)],
$$

as sought. Terms with $\nabla \cdot \Gamma^{c} \dot{v}$ are handled in the same way.
Next, we consider terms in (6.7b) containing a convective derivative, $\Gamma^{b} v \cdot \nabla$. We start out by writing

$$
\begin{equation*}
\int\left|\Gamma^{b} v \cdot \nabla \Gamma^{c} U\right|\left|\Gamma^{a} U\right| d x \leq \sum_{\alpha}\left\|P_{\alpha} \Gamma^{b} v \cdot \nabla \Gamma^{c} U\right\|\left\|\Gamma^{a} U\right\| . \tag{6.8a}
\end{equation*}
$$

If $\alpha=1$, then similarly to the previous case, we have

$$
\left\|P_{1} \Gamma^{b} v \cdot \nabla \Gamma^{c} U\right\|
$$

$$
\begin{align*}
& \leq C\left[\langle\bar{\lambda} t\rangle^{-1}+\langle t\rangle^{-\frac{3}{2}}\right] \sum_{\beta, i}\left\|\langle r\rangle \mathcal{W}_{1}^{1 / 2}\left|P_{1} \Gamma^{b} v\right| \mathcal{W}_{\beta}\left|P_{\beta} \partial_{i} \Gamma^{c} U\right|\right\|  \tag{6.8b}\\
& \leq C\left[\langle\bar{\lambda} t\rangle^{-1}+\langle t\rangle^{-\frac{3}{2}}\right]\left[E_{\kappa}^{1 / 2}[U(t)]+\mathcal{X}_{\kappa}[U(t)]\right] \mathcal{X}_{\mu}[U(t)] .
\end{align*}
$$

On the other hand, when $\alpha=2$ in (6.8a), we partition the domain of integration into two components: $\mathcal{R} \equiv\left\{r \leq\left\langle\frac{\beta t}{2}\right\rangle\right\}$ and its complement. Since $\mathcal{R} \subset\left(\mathcal{C}_{1} \cup \mathcal{C}_{2}\right)^{c}$, up to a compact set, we have by (5.1a)

$$
\begin{align*}
& \left\|P_{2} \Gamma^{b} v \cdot \nabla \Gamma^{c} U\right\|_{L^{2}(\mathcal{R})} \\
& \quad \leq C\langle t\rangle^{-\frac{3}{2}} \sum_{\beta, i}\left\|\langle r\rangle \mathcal{W}_{2}^{1 / 2}\left|P_{2} \Gamma^{b} v\right| \mathcal{W}_{\beta}\left|P_{\beta} \partial_{i} \Gamma^{c} U\right|\right\|_{L^{2}(\mathcal{R})}  \tag{6.8c}\\
& \quad \leq C\langle t\rangle^{-\frac{3}{2}}\left[E_{\kappa}^{1 / 2}[U(t)]+\mathcal{X}_{\kappa}[U(t)]\right] \mathcal{X}_{\mu}[U(t)] .
\end{align*}
$$

For the exterior region $\mathcal{R}^{c}$, we use the formula (2.17) to obtain

$$
P_{2} \Gamma^{b} v \cdot \nabla=-r^{-1} P_{2} \Gamma^{b} v \cdot(w \wedge \Omega),
$$

and so by (4.2b) we have

$$
\begin{align*}
\left\|P_{2} \Gamma^{b} v \cdot \nabla \Gamma^{c} U\right\|_{L^{2}\left(\mathcal{R}^{c}\right)} & \leq\left\|r^{-1}\left|P_{2} \Gamma^{b} v\right|\left|\Gamma^{c+1} U\right|\right\|_{L^{2}\left(\mathcal{R}^{c}\right)} \\
& \leq C\langle t\rangle^{-2}\left\|\langle r\rangle\left|P_{2} \Gamma^{b} v\right|\left|\Gamma^{c+1} U\right|\right\|_{L^{2}\left(\mathcal{R}^{c}\right)}  \tag{6.8d}\\
& \leq C\langle t\rangle^{-2}\left\|\langle r\rangle P_{2} \Gamma^{b} v\right\|_{\infty}\left\|\Gamma^{c+1} U\right\| \\
& \leq C\langle t\rangle^{-2}\left[E_{\kappa}^{1 / 2}[U(t)]+\mathcal{X}_{\kappa}[U(t)]\right] E_{\mu}^{1 / 2}[U(t)] .
\end{align*}
$$

Together with Proposition 5.3, (6.8a)-(6.8d) gives the estimates for the terms with convective derivatives.

The remaining terms in (6.7b) all have the form

$$
\begin{equation*}
\int \mathcal{B}_{i j k}^{\ell m n}\left(\Gamma^{b} \dot{H}\right)_{m}^{j} \partial_{\ell}\left(\Gamma^{c} \dot{H}\right)_{n}^{k}\left(\Gamma^{a} \dot{v}\right)^{i} d x \tag{6.9}
\end{equation*}
$$

or

$$
\int \mathcal{B}_{i j k}^{\ell m n}\left(\Gamma^{a} \dot{H}\right)_{m}^{j}\left(\Gamma^{b} \dot{H}\right)_{n}^{k} \partial_{\ell}\left(\Gamma^{c} \dot{v}\right)^{i} d x
$$

in which $\mathcal{B}_{i j k}^{\ell m n}$ is either $\hat{B}(I)_{i j k}^{\ell m n}, \tilde{B}_{i j k}^{\ell m n}$, or $\tilde{B}_{i k j}^{\ell n m}$, as defined in (2.27a) and (2.27b). Thus, the coefficients $\mathcal{B}$ satisfy the null condition for shear waves (2.26b). As usual, the derivatives are constrained by the relations $b+c=a, c \neq a,|a| \leq \mu$. Both types of terms can be handled in the same manner, and so we will outline the procedure only for the first group (6.9).

Begin by writing (6.9) as

$$
\sum_{\alpha, \beta, \gamma} \int \mathcal{B}_{i j k}^{\ell m n}\left(P_{\alpha} \Gamma^{b} \dot{H}\right)_{m}^{j} \partial_{\ell}\left(P_{\beta} \Gamma^{c} \dot{H}\right)_{n}^{k}\left(P_{\gamma} \Gamma^{a} \dot{v}\right)^{i} d x
$$

For those interactions involving at least one fast wave, we can proceed as above. For example, if $\beta=1$, then we can absorb the weight $\langle r\rangle \mathcal{W}_{\alpha}^{1 / 2} \mathcal{W}_{1}$. Otherwise, if $\alpha=1$ or $\gamma=1$, then the weight $\langle r\rangle \mathcal{W}_{1}^{1 / 2} \mathcal{W}_{\beta}$ is used. This results in the same decay as before.

Thus, we may restrict ourselves to the case of shear wave interactions $(\alpha, \beta, \gamma)=(2,2,2)$. We can also eliminate the region $\mathcal{R}$ using (5.1b), as was done for the terms with convective derivatives. Thus, we are faced with estimating

$$
\begin{equation*}
\int_{\mathcal{R}^{c}} \mathcal{B}_{i j k}^{\ell m n}\left(P_{2}\right)_{I}^{i}\left(P_{2}\right)_{J}^{j}\left(P_{2}\right)_{K}^{k}\left(\Gamma^{b} \dot{H}\right)_{m}^{J} \partial_{\ell}\left(\Gamma^{c} \dot{H}\right)_{n}^{K}\left(\Gamma^{a} \dot{v}\right)^{I} d x \tag{6.10}
\end{equation*}
$$

We can further introduce projections in the remaining indices,

$$
\mathcal{B}_{i j k}^{\ell m n}\left(P_{2}\right)_{I}^{i}\left(P_{2}\right)_{J}^{j}\left(P_{2}\right)_{K}^{k}=\sum_{\alpha, \beta, \gamma} \mathcal{B}_{i j k}^{\ell m n}\left(P_{\alpha}\right)_{\ell}^{L}\left(P_{\beta}\right)_{m}^{M}\left(P_{\gamma}\right)_{n}^{N}\left(P_{2}\right)_{I}^{i}\left(P_{2}\right)_{J}^{j}\left(P_{2}\right)_{K}^{k} .
$$

Thanks to the null condition (2.26b), we can rule out $(\alpha, \beta, \gamma)=(1,1,1)$ in the sum, and so we need only consider the three possibilities that $\alpha, \beta$, or $\gamma$ is equal to 2.

Now if $\alpha=2$, then we use (2.17) to write $\left(P_{2}\right)_{\ell}^{L} \partial_{L}=-r^{-1}(\omega \wedge \Omega)_{\ell}$. Thus, this piece of our integral (6.10) is controlled by

$$
\int_{\mathcal{R}^{c}} r^{-1}\left|\Gamma^{b} \dot{H}\right|\left|\Gamma^{c+1} \dot{H}\right|\left|\Gamma^{a} \dot{v}\right| d x
$$

Recall that on $\mathcal{R}^{c}$ we have $r \geq C\langle t\rangle$. Hence, using (4.2a), we find the upper bound

$$
\langle t\rangle^{-2} E_{\kappa}^{1 / 2}[U(t)] E_{\mu}[U(t)] .
$$

If $\beta=2$, then thanks to the constraint (2.20e), we can use Lemma 4.3 to see that

$$
\left\|r^{\frac{3}{2}}\left(P_{2}\right)_{m}^{M}\left(\Gamma^{b} \dot{H}\right)_{M}^{j}\right\|_{\infty} \leq C E_{\kappa}^{1 / 2}[U(t)] .
$$

Also, when $\gamma=2$ we get

$$
\left\|r^{\frac{3}{2}}\left(P_{2}\right)_{n}^{N} \partial_{\ell}\left(\Gamma^{c} \dot{H}\right)_{N}^{k}\right\|_{\infty} \leq C E_{\kappa}^{1 / 2}[U(t)] .
$$

In either case, this again leads to the bound

$$
\langle t\rangle^{-\frac{3}{2}} E_{\kappa}^{1 / 2}[U(t)] E_{\mu}[U(t)]
$$

for the remainder of (6.10).

## 7 Long-Time Existence: Proof of Theorem 2.5

Under our assumptions, the construction of a local solution of the symmetric system in $H_{\Gamma}^{\kappa}(T)$ is routine. We therefore concentrate on the extension of this solution for large times via the priori estimates for the norm in $H_{\Gamma}^{\kappa}(T)$. We remark that it is enough to control the quantity $\sum_{|a| \leq \kappa}\left\|\Gamma^{a} \dot{U}(t)\right\|$, for then by using the equations, the time derivatives $\sum_{j+|a| \leq \kappa}\left\|\partial_{t}^{j} \Gamma^{a} \dot{U}(t)\right\|$ can be bounded inductively in $j$.

Recall that as long as $|\dot{U}(t)|<\delta$, we have that $\sum_{|a| \leq \nu}\left\|\Gamma^{a} \dot{U}(t)\right\| \sim E_{v}^{1 / 2}[U(t)]$ for all $v \leq \kappa$. On the other hand, since $\mu>2$, the size of $|\dot{U}(t)|$ is controlled by $\sum_{|a| \leq \mu}\left\|\Gamma^{a} \dot{U}(t)\right\|$. Thus, we ensure that

$$
\sum_{|a| \leq \kappa}\left\|\Gamma^{a} \dot{U}(t)\right\|<\infty \quad \text { and } \quad|\dot{U}(t)|<\delta
$$

by establishing that

$$
E_{\kappa}^{1 / 2}[U(t)]<\infty \quad \text { and } \quad E_{\mu}^{1 / 2}[U(t)]<\varepsilon^{\prime}
$$

for $\varepsilon^{\prime}$ sufficiently small. We also assume that $\varepsilon^{\prime}$ is small enough to apply Proposition 6.1.

Fix a large constant $K$, to be defined precisely below, and assume that (2.21) holds with $K \varepsilon<\varepsilon^{\prime}$. Now, let us suppose we have a solution in $H_{\Gamma}^{\kappa}(T)$ with

$$
E_{\mu}^{1 / 2}[U(t)]<K \varepsilon<\varepsilon^{\prime} \quad \text { for } t \in[0, T) .
$$

Using (6.1a), we see that

$$
E_{\kappa}[U(t)] \leq E_{\kappa}[U(0)]\langle t\rangle^{C K \varepsilon} .
$$

Plugging this into (6.1c), we have

$$
\frac{d}{d t} E_{\mu}[U(t)] \leq C E_{\kappa}^{1 / 2}[U(0)]\left[\langle\bar{\lambda} t\rangle^{-1}+\langle t\rangle^{-\frac{3}{2}}\right]\langle t\rangle^{C K \varepsilon} E_{\mu}[U(t)] .
$$

Integrating from 0 to $\tau$ we have

$$
\begin{equation*}
E_{\mu}(U(\tau)) \leq E_{\mu}[U(0)] \exp \left[C E_{\kappa}^{1 / 2}[U(0)]\left(I_{1}+I_{2}\right)\right] \tag{7.1}
\end{equation*}
$$

where

$$
I_{1}=\int_{0}^{\tau}\langle\bar{\lambda} t\rangle^{C K \varepsilon-1} d t \quad \text { and } \quad I_{2}=\int_{0}^{\infty}\langle t\rangle^{C K \varepsilon-\frac{3}{2}} d t
$$

It is clear that $I_{2}$ is is bounded by a fixed constant as long as we further restrict $\varepsilon^{\prime}$ so that $C K \varepsilon<C \varepsilon^{\prime}<\frac{1}{2}$. Now with this restriction on $\varepsilon^{\prime}$, we have that

$$
I_{1}<\int_{0}^{\tau}\langle\bar{\lambda} t\rangle^{-\frac{1}{2}} d t<1
$$

provided that $\bar{\lambda}>1$ and $\tau<\bar{\lambda}$.
So using (7.1) and (2.21) we have that for $t<\bar{\lambda}$,

$$
\begin{aligned}
E_{\mu}^{1 / 2}[U(t)] & \leq E_{\mu}^{1 / 2}[U(0)] \exp C E_{\kappa}^{1 / 2}[U(0)] \\
& <\varepsilon C \exp C E_{\kappa}^{1 / 2}[U(0)]
\end{aligned}
$$

We define

$$
K=C \exp C E_{\kappa}^{1 / 2}[U(0)]
$$

Thus if $T^{\lambda}=\lambda$, then the solution exists for $t \in\left[0, T^{\lambda}\right)$ as claimed in Theorem 2.5. Moreover, the preceding establishes the stated estimates (2.22a) and (2.22b) for $E_{\kappa}$ and $E_{\kappa-2}$. The bound (2.22c) for the first time derivative now follows from (2.22b), (6.1b), and Gronwall's inequality. Higher-order time derivatives can be estimated successively. They remain finite but are not small.

## 8 Incompressible Limit: Proof of Theorem 2.6

Let $U^{\lambda} \in H_{\Gamma}^{\kappa}\left(T^{\lambda}\right)$ be the solution family constructed in Theorem 2.5. Recall that $T^{\lambda} \geq \lambda$ and by (2.22a) and (2.22b)

$$
\begin{equation*}
E_{\kappa}\left[U^{\lambda}(t)\right] \leq C\langle t\rangle^{p} \quad \text { and } \quad E_{\kappa-2}\left[U^{\lambda}(t)\right] \leq C, \quad 0 \leq t<T^{\lambda} \tag{8.1}
\end{equation*}
$$

where $C$ and $p$ are independent of $\lambda$. Fix $T>0$. Then for all $\lambda>T$, we have $T^{\lambda}>T$ and

$$
E_{\kappa}\left[U^{\lambda}(t)\right] \leq C(T), \quad 0 \leq t \leq T
$$

with $C(T)$ independent of $\lambda$. Hence, by (2.19), we have

$$
\sum_{|a| \leq \kappa}\left\|\Gamma^{a} \dot{U}^{\lambda}(t)\right\| \leq C(T), \quad 0 \leq t \leq T
$$

provided that $\lambda \geq T$. In particular, $\dot{U}^{\lambda}, \lambda \geq T$, is uniformly bounded in the standard Sobolev class $L^{\infty}\left([0, T], W^{\kappa, 2}\right)$, and we can extract a subsequence $\lambda_{k} \nearrow$ $\infty$, with $\lambda_{k} \geq k$, so that $\dot{U}^{\lambda_{k}} \rightarrow \dot{U}^{\infty}$ weak-star in $L^{\infty}\left([0, T], W^{\kappa, 2}\right)$.

Taking the sequence of times $T_{k}=k$ and using a diagonalization argument, we obtain a subsequence, also written as $\dot{U}^{\lambda_{k}}, \lambda_{k} \geq k$, converging to a limit function $\dot{U}^{\infty}=\left(\dot{H}^{\infty}, \dot{v}^{\infty}, \dot{\rho}^{\infty}\right)$ defined on $(0, \infty) \times \mathbb{R}^{3}$ that lies in $L^{\infty}\left([0, T], W^{\kappa, 2}\right)$ for every $T>0$.

Recall the definition $U^{\lambda}=\left(H^{\lambda}, v^{\lambda}, \rho^{\lambda}\right)=\left(I+\dot{H}^{\lambda}, \dot{v}^{\lambda}, 1+\lambda^{-1} \dot{\rho}^{\lambda}\right)$. Since $\rho^{\lambda} \rightarrow \dot{\rho}^{\infty}$, we have $\rho^{\lambda}-1=\lambda^{-1} \dot{\rho}^{\lambda} \rightarrow 0$. Thus, if we define $U^{\infty}=(I+$ $\left.\dot{H}^{\infty}, \dot{v}^{\infty}, 1\right)$, then $U^{\lambda}-U^{\infty} \rightarrow 0$.

In addition, we have $\Gamma^{a} \dot{U}^{\lambda_{k}} \rightarrow \dot{\Gamma}^{a} \dot{U}^{\infty}$ for all $|a| \leq \kappa$ in the sense of distributions. However, thanks to the estimates (8.1), it follows that $U^{\infty} \in H_{\Gamma}^{\kappa}(T)$ for
every $T>0$. Moreover, the norm of $U^{\infty}$ in $H_{\Gamma}^{\kappa-2}(T)$ is uniformly bounded with respect to $T$.

Fix a positive integer $\ell>0$. Since

$$
\left\|\Gamma^{a} \dot{U}^{\lambda_{k}}(t)\right\| \leq C_{\ell} \quad \text { for } 0 \leq t \leq \ell \text { and }|a| \leq \kappa
$$

we have by the Sobolev lemma that

$$
\left\|\Gamma^{a} \dot{U}^{\lambda_{k}}(t)\right\|_{\infty} \leq C_{\ell} \quad \text { for } 0 \leq t \leq \ell \text { and }|a| \leq \kappa-2
$$

In particular, we have

$$
\left\|\nabla^{a} S^{j} \dot{U}^{\lambda_{k}}(t)\right\|_{\infty} \leq C_{\ell} \quad \text { for } 0 \leq t \leq \ell \text { and }|a|+j \leq \kappa-2
$$

Now let $\mathcal{R}_{\ell}$ be the compact space-time domain $\left[\ell^{-1}, \ell\right] \times B_{\ell}(0)$. Then since $S=$ $t \partial_{t}+x \cdot \nabla$, we get that

$$
\left|\nabla^{a} \partial_{t}^{j} \dot{U}^{\lambda_{k}}(t, x)\right| \leq C_{\ell} \quad \text { for }(t, x) \in \mathcal{R}_{\ell} \text { and }|a|+j \leq \kappa-2
$$

Thus, the derivatives $\nabla^{a} \partial_{t}^{j} \dot{U}^{\lambda_{k}},|a|+j \leq \kappa-3$, are bounded and Lipschitz on $\mathcal{R}_{\ell}$. By the Arzela-Ascoli theorem, there is a further subsequence $\dot{U}^{\lambda_{k}}$ converging to $\dot{U}^{\infty}$ in $C^{\kappa-3}\left(\mathcal{R}_{\ell}\right)$. By another diagonalization argument, we obtain a subsequence $\dot{U}^{\lambda_{k}} \rightarrow \dot{U}^{\infty}$ in $C_{\mathrm{loc}}^{\kappa-3}\left((0, \infty) \times \mathbb{R}^{3}\right)$, and then finally, we also have $U^{\lambda_{k}} \rightarrow U^{\infty}$ in $C_{\mathrm{loc}}^{\kappa-3}\left((0, \infty) \times \mathbb{R}^{3}\right)$. Notice that since $\rho^{\lambda}-1 \rightarrow 0$, we have that $\operatorname{det} H^{\infty}=1$.

Armed with locally uniform convergence, we can now pass to the limit in the PDEs (2.20a) $)_{\lambda}-(2.20 \mathrm{c})_{\lambda}$. From (2.20a), we immediately see that $H^{\infty}$ and $v^{\infty}$ solve (2.23a). Substituting $\rho^{\lambda}=1+\lambda^{-1} \dot{\rho}^{\lambda}$ into (2.20c) and then taking the limit as $\lambda_{k} \rightarrow \infty$, we find that $v^{\infty}$ satisfies the incompressibility condition (2.23c). Since the nonsingular terms in (2.20b) converge in $C_{\text {loc }}^{\kappa-3}$, we must have that

$$
\lambda_{k}^{2} \rho^{\lambda_{k}} \nabla \rho^{\lambda_{k}}=\lambda_{k} \nabla \dot{\rho}^{\lambda_{k}}+\dot{\rho}^{\lambda_{k}} \nabla \dot{\rho}^{\lambda_{k}} \longrightarrow \mathcal{L}^{\infty}
$$

for some $\mathcal{L}^{\infty} \in C^{\kappa-3}$. Clearly, $\mathcal{L}^{\infty}$ must be the gradient of some function $q^{\infty}$. This shows that $\nabla \dot{\rho}^{\infty}=0$, but since $\dot{\rho}^{\infty}(t, \cdot) \in L^{2}$, we must have $\dot{\rho}^{\infty}=0$. Thus, in the incompressible limit, we obtain a classical solution of (2.23a)-(2.23e) on $(0, \infty) \times \mathbb{R}^{3}$, with generalized derivatives to order $\kappa$ satisfying the previously stated bounds. This completes the proof of part (i) of the theorem.

To prove (ii), assume that the initial data is independent of $\lambda$. Apply $\pi$, the $L^{2}$ projection onto divergence-free vectors, to $(2.20 \mathrm{~b})$. This eliminates the singular term $\lambda \rho^{\lambda} \nabla \rho^{\lambda}$ from this equation. We can estimate the time derivatives $\partial_{t} H^{\lambda}$ and $\pi \partial_{t} v^{\lambda}$ in $W^{\kappa-1,2}$ directly from (2.20a) and (2.20b) by isolating them on one side of their equations to get

$$
\begin{equation*}
\left\|\partial_{t} H^{\lambda}(t)\right\|_{W^{\kappa-1,2}}+\left\|\partial_{t} \pi v^{\lambda}(t)\right\|_{W^{\kappa-1,2}} \leq C(T) \quad \text { for } 0 \leq t \leq T \tag{8.2}
\end{equation*}
$$

Here we use the boundedness of $\pi$ in $W^{\kappa-1,2}$ as well as the energy estimates.
Using the Sobolev lemma again, we see that the derivatives $\left(\nabla^{\alpha} \dot{H}^{\lambda}, \nabla^{\alpha} \dot{v}^{\lambda}\right)$, $|\alpha| \leq \kappa-3$, are locally Lipschitz on $[0, T] \times \mathbb{R}^{3}$. So after a further refinement of our subsequence, we obtain

$$
\left(H^{\lambda_{k}}, \pi v^{\lambda_{k}}\right) \rightarrow\left(H^{\infty}, \pi v^{\infty}\right) \quad \text { in } C_{\mathrm{loc}}^{0}\left([0, T] \times \mathbb{R}^{3}\right)
$$

Since $v^{\infty}$ is divergence free, we have that $\pi v^{\infty}=v^{\infty}$.
Using the uniform bound (8.2) and weak lower semicontinuity, we have

$$
\begin{aligned}
& \left\|H^{\infty}(t)-H^{\infty}(s)\right\|_{W^{\kappa-1,2}}+\left\|v^{\infty}(t)-v^{\infty}(s)\right\|_{W^{\kappa-1,2}} \\
& \quad \leq \liminf _{k \rightarrow \infty}\left\|H^{\lambda_{k}}(t)-H^{\lambda_{k}}(s)\right\|_{W^{\kappa-1,2}}+\left\|v^{\lambda_{k}}(t)-v^{\lambda_{k}}(s)\right\|_{W^{\kappa-1,2}} \\
& \quad \leq C|t-s|
\end{aligned}
$$

for all $t, s \in[0, T]$, showing that $\left(H^{\infty}, v^{\infty}\right)$ lies in $C\left([0, T], W^{k-1,2}\right)$. This is a uniqueness class. Thus, $\left(H^{\infty}, v^{\infty}\right)$ is the unique solution of (2.23a)-(2.23e) with initial data $\left(H_{0}, \pi v_{0}\right)$. Given the uniqueness of the limit, it follows that the full sequence $U^{\lambda}$ converges to $U^{\infty}$, proving part (ii).

Under the assumptions in part (iii), we have that $E_{\kappa-1}\left[\partial_{t} U(0)\right]$ is uniformly bounded. From (2.22c), we obtain

$$
\left\|\partial_{t} U^{\lambda}(t)\right\|_{W^{k-1,2}} \leq C(T) \quad \text { for } 0 \leq t \leq T .
$$

This implies that the derivatives $\nabla^{\alpha} U^{\lambda},|\alpha| \leq \kappa-3$, are locally Lipschitz on $[0, T] \times \mathbb{R}^{3}$. The remainder of the argument is the same as in part (ii).

Acknowledgment. This research was partially supported by National Science Foundation grants DMS-9803389 and DMS-9983190.

## Bibliography

[1] Agemi, R. Global existence of nonlinear elastic waves. Invent. Math. 142 (2000), 225-250.
[2] Agemi, R. Weighted uniform decay estimates for solutions to isotropic elastic wave equations. Adv. Math. Sci. Appl. 12 (2002), 151-173.
[3] Beig, R.; Schmidt, B. G. Relativistic elasticity. Classical Quantum Gravity 20 (2003), no. 5, 889-904.
[4] Ebin, D. Global solutions of the equations of elastodynamics of incompressible neo-Hookean materials. Proc. Nat. Acad. Sci. U.S.A. 90 (1993), 3802-3805.
[5] Ebin, D. Global solutions of the equations of elastodynamics for incompressible materials. Electron. Res. Announc. Amer. Math. Soc. 2 (1996), 50-59.
[6] John, F. Finite amplitude waves in a homogeneous isotropic solid. Comm. Pure Appl. Math. $\mathbf{3 0}$ (1977), 421-446.
[7] Kijowski, J.; Magli, G. Relativistic elastomechanics as a Lagrangian field theory. J. Geom. Phys. 9 (1992), 207-223.
[8] Klainerman, S. Uniform decay estimates and the Lorentz invariance of the classical wave equation. Comm. Pure Appl. Math. 38 (1985), 321-332.
[9] Klainerman, S. The null condition and global existence to nonlinear wave equations. Nonlinear systems of partial differential equations in applied mathematics, Part 1 (Santa Fe, N.M., 1984), 293-326. Lectures in Applied Mathematics, 23. American Mathematical Society, Providence, R.I., 1986.
[10] Klainerman, S.; Majda, A. Singular limits of quasilinear hyperbolic systems with large parameters and the incompressible limit of compressible fluids. Comm. Pure Appl. Math. 34 (1981), 481-524.
[11] Klainerman, S.; Majda, A. Compressible and incompressible fluids. Comm. Pure Appl. Math. 35 (1982), 629-651.
[12] Klainerman, S.; Sideris, T. On almost global existence for nonrelativistic wave equations in 3D. Comm. Pure Appl. Math. 49 (1996), 307-321.
[13] Lin, F. H.; Liu, C.; Zhang, P. On hydrodynamics of viscoelastic materials. Preprint, 2004.
[14] Liu, C.; Walkington, N. An Eulerian description of fluids containing visco-elastic particles. Arch. Ration. Mech. Anal. 159 (2001), no. 3, 229-252.
[15] Schochet, S. The incompressible limit in nonlinear elasticity. Comm. Math. Phys. 102 (1985), 207-215.
[16] Sideris, T. The lifespan of smooth solutions to the three-dimensional compressible Euler equations and the incompressible limit. Indiana Univ. Math. J. 40 (1991), 535-550.
[17] Sideris, T. The null condition and global existence of nonlinear elastic waves. Invent. Math. 123 (1996), 323-342.
[18] Sideris, T. Delayed singularity formation in 2d compressible flow. Amer. J. Math. 119 (1997), 371-422.
[19] Sideris, T. Nonresonance and global existence of prestressed nonlinear elastic waves. Ann. of Math. (2) 151 (2000), 849-874.
[20] Sideris, T.; Tu, S.-Y. Global existence for systems of nonlinear wave equations in 3D with multiple speeds. SIAM J. Math. Anal. 33 (2001), 477-488.
[21] Tahvildar-Zadeh, A. S. Relativistic and nonrelativistic elastodynamics with small shear strains. Ann. Inst. H. Poincaré Phys. Théor. 69 (1998), 275-307.
[22] Ukai, S. The incompressible limit and the initial layer of the compressible Euler equation. J. Math. Kyoto Univ. 26 (1986), 497-506.

Thomas C. Sideris
University of California,
Santa Barbara
Department of Mathematics
Santa Barbara, CA 93106
E-mail: sideris@
math.ucsb.edu

Becca Thomases
Courant Institute
251 Mercer Street
New York, NY 10012-1185
E-mail: thomases@
cims.nyu.edu

Received December 2003.

