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## Preface

Partial differential equations is a many-faceted subject. Created to describe the mechanical behavior of objects such as vibrating strings and blowing winds, it has developed into a body of material that interacts with many branches of mathematics, such as differential geometry, complex analysis, and harmonic analysis, as well as a ubiquitous factor in the description and elucidation of problems in mathematical physics.

This work is intended to provide a course of study of some of the major aspects of PDE. It is addressed to readers with a background in the basic introductory graduate mathematics courses in American universities: elementary real and complex analysis, differential geometry, and measure theory.

Chapter 1 provides background material on the theory of ordinary differential equations (ODE). This includes both very basic material - on topics such as the existence and uniqueness of solutions to ODE and explicit solutions to equations with constant coefficients and relations to linear algebra - and more sophisticated results - on flows generated by vector fields, connections with differential geometry, the calculus of differential forms, stationary action principles in mechanics, and their relation to Hamiltonian systems. We discuss equations of relativistic motion as well as equations of classical Newtonian mechanics. There are also applications to topological results, such as degree theory, the Brouwer fixed-point theorem, and the Jordan-Brouwer separation theorem. In this chapter we also treat scalar first-order PDE, via Hamilton-Jacobi theory.

Chapters 2-6 constitute a survey of basic linear PDE. Chapter 2 begins with the derivation of some equations of continuum mechanics in a fashion similar to the derivation of ODE in mechanics in Chap. 1, via variational principles. We obtain equations for vibrating strings and membranes; these equations are not necessarily linear, and hence they will also provide sources of problems later, when nonlinear PDE is taken up. Further material in Chap. 2 centers around the Laplace operator, which on Euclidean space $\mathbb{R}^{n}$ is

$$
\begin{equation*}
\Delta=\frac{\partial^{2}}{\partial x_{1}^{2}}+\cdots+\frac{\partial^{2}}{\partial x_{n}^{2}} \tag{1}
\end{equation*}
$$

and the linear wave equation,

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial t^{2}}-\Delta u=0 \tag{2}
\end{equation*}
$$

We also consider the Laplace operator on a general Riemannian manifold and the wave equation on a general Lorentz manifold. We discuss basic consequences of Green's formula, including energy conservation and finite propagation speed for solutions to linear wave equations. We also discuss Maxwell's equations for electromagnetic fields and their relation with special relativity. Before we can establish general results on the solvability of these equations, it is necessary to develop some analytical techniques. This is done in the next couple of chapters.

Chapter 3 is devoted to Fourier analysis and the theory of distributions. These topics are crucial for the study of linear PDE. We give a number of basic applications to the study of linear PDE with constant coefficients. Among these applications are results on harmonic and holomorphic functions in the plane, including a short treatment of elementary complex function theory. We derive explicit formulas for solutions to Laplace and wave equations on Euclidean space, and also the heat equation,

$$
\begin{equation*}
\frac{\partial u}{\partial t}-\Delta u=0 . \tag{3}
\end{equation*}
$$

We also produce solutions on certain subsets, such as rectangular regions, using the method of images. We include material on the discrete Fourier transform, germane to the discrete approximation of PDE, and on the fast evaluation of this transform, the FFT. Chapter 3 is the first chapter to make extensive use of functional analysis. Basic results on this topic are compiled in Appendix A, Outline of Functional Analysis.

Sobolev spaces have proven to be a very effective tool in the existence theory of PDE, and in the study of regularity of solutions. In Chap. 4 we introduce Sobolev spaces and study some of their basic properties. We restrict attention to $L^{2}$-Sobolev spaces, such as $H^{k}\left(\mathbb{R}^{n}\right)$, which consists of $L^{2}$ functions whose derivatives of order $\leq k$ (defined in a distributional sense, in Chap.3) belong to $L^{2}\left(\mathbb{R}^{n}\right)$, when $k$ is a positive integer. We also replace $k$ by a general real number $s$. The $L^{p}$-Sobolev spaces, which are very useful for nonlinear PDE, are treated later, in Chap. 13.

Chapter 5 is devoted to the study of the existence and regularity of solutions to linear elliptic PDE, on bounded regions. We begin with the Dirichlet problem for the Laplace operator,

$$
\begin{equation*}
\Delta u=f \text { on } \Omega, \quad u=g \text { on } \partial \Omega, \tag{4}
\end{equation*}
$$

and then treat the Neumann problem and various other boundary problems, including some that apply to electromagnetic fields. We also study general boundary problems for linear elliptic operators, giving a condition that guarantees regularity and solvability (perhaps given a finite number of linear conditions on the data). Also in Chap. 5 are some applications to other areas, such as a proof of the Riemann mapping theorem, first for smooth simply connected domains in the complex plane $\mathbb{C}$, then, after a treatment of the Dirichlet problem for the Laplace
operator on domains with rough boundary, for general simply connected domains in $\mathbb{C}$. We also develop Hodge theory and apply it to DeRham cohomology, extending the study of topological applications of differential forms begun in Chap. 1.

In Chap. 6 we study linear evolution equations, in which there is a "time" variable $t$, and initial data are given at $t=0$. We discuss the heat and wave equations. We also treat Maxwell's equations, for an electromagnetic field, and more general hyperbolic systems. We prove the Cauchy-Kowalewsky theorem, in the linear case, establishing local solvability of the Cauchy initial value problem for general linear PDE with analytic coefficients, and analytic data, as long as the initial surface is "noncharacteristic." The nonlinear case is treated in Chap. 16. Also in Chap. 6 we treat geometrical optics, providing approximations to solutions of wave equations whose initial data either are highly oscillatory or possess simple singularities, such as a jump across a smooth hypersurface.

Chapters 1-6, together with Appendix A and B, Manifolds, Vector Bundles, and Lie Groups, make up the first volume of this work. The second volume consists of Chaps. 7-12, covering a selection of more advanced topics in linear PDE, together with Appendix C, Connections and Curvature.

Chapter 7 deals with pseudodifferential operators ( $\psi \mathrm{DOs}$ ). This class of operators includes both differential operators and parametrices of elliptic operators, that is, inverses modulo smoothing operators. There is a "symbol calculus" allowing one to analyze products of $\psi \mathrm{DOs}$, useful for such a parametrix construction. The $L^{2}$-boundedness of operators of order zero and the Gårding inequality for elliptic $\psi$ DOs with positive symbol provide very useful tools in linear PDE, which will be used in many subsequent chapters.

Chapter 8 is devoted to spectral theory, particularly for self-adjoint elliptic operators. First we give a proof of the spectral theorem for general self-adjoint operators on Hilbert space. Then we discuss conditions under which a differential operator yields a self-adjoint operator. We then discuss the asymptotic distribution of eigenvalues of the Laplace operator on a bounded domain, making use of a construction of a parametrix for the heat equation from Chap. 7. In the next four sections of Chap. 8 we consider the spectral behavior of various specific differential operators: the Laplace operator on a sphere, and on hyperbolic space, the "harmonic oscillator"

$$
\begin{equation*}
-\Delta+|x|^{2} \tag{5}
\end{equation*}
$$

and the operator

$$
\begin{equation*}
-\Delta-\frac{K}{|x|} \tag{6}
\end{equation*}
$$

which arises in the simplest quantum mechanical model of the hydrogen atom. Finally, we consider the Laplace operator on cones.

In Chap. 9 we study the scattering of waves by a compact obstacle $K$ in $\mathbb{R}^{3}$. This scattering theory is to some degree an extension of the spectral theory of the

Laplace operator on $\mathbb{R}^{3} \backslash K$, with the Dirichlet boundary condition. In addition to studying how a given obstacle scatters waves, we consider the inverse problem: how to determine an obstacle given data on how it scatters waves.

Chapter 10 is devoted to the Atiyah-Singer index theorem. This gives a formula for the index of an elliptic operator $D$ on a compact manifold $M$, defined by

$$
\begin{equation*}
\text { Index } D=\operatorname{dim} \operatorname{ker} D-\operatorname{dim} \operatorname{ker} D^{*} \tag{7}
\end{equation*}
$$

We establish this formula, which is an integral over $M$ of a certain differential form defined by a pair of "curvatures," when $D$ is a first order differential operator of "Dirac type," a class that contains many important operators arising from differential geometry and complex analysis. Special cases of such a formula include the Chern-Gauss-Bonnet formula and the Riemann-Roch formula. We also discuss the significance of the latter formula in the study of Riemann surfaces.

In Chap. 11 we study Brownian motion, described mathematically by Wiener measure on the space of continuous paths in $\mathbb{R}^{n}$. This provides a probabilistic approach to diffusion and it both uses and provides new tools for the analysis of the heat equation and variants, such as

$$
\begin{equation*}
\frac{\partial u}{\partial t}=-\Delta u+V u \tag{8}
\end{equation*}
$$

where $V$ is a real-valued function. There is an integral formula for solutions to (8), known as the Feynman-Kac formula; it is an integral over path space with respect to Wiener measure, of a fairly explicit integrand. We also derive an analogous integral formula for solutions to

$$
\begin{equation*}
\frac{\partial u}{\partial t}=-\Delta u+X u \tag{9}
\end{equation*}
$$

where $X$ is a vector field. In this case, another tool is involved in constructing the integrand, the stochastic integral. We also study stochastic differential equations and applications to more general diffusion equations.

In Chap. 12 we tackle the $\bar{\partial}$-Neumann problem, a boundary problem for an elliptic operator (essentially the Laplace operator) on a domain $\Omega \subset \mathbb{C}^{n}$, which is very important in the theory of functions of several complex variables. From a technical point of view, it is of particular interest that this boundary problem does not satisfy the regularity criteria investigated in Chap. 5. If $\Omega$ is "strongly pseudoconvex," one has instead certain "subelliptic estimates," which are established in Chap. 12.

The third and final volume of this work contains Chaps. 13-18. It is here that we study nonlinear PDE.

We prepare the way in Chap. 13 with a further development of function space and operator theory, for use in nonlinear analysis. This includes the theory of $L^{p}$-Sobolev spaces and Hölder spaces. We derive estimates in these spaces on
nonlinear functions $F(u)$, known as "Moser estimates," which are very useful. We extend the theory of pseudodifferential operators to cases where the symbols have limited smoothness, and also develop a variant of $\psi \mathrm{DO}$ theory, the theory of "paradifferential operators," which has had a significant impact on nonlinear PDE since about 1980. We also estimate these operators, acting on the function spaces mentioned above. Other topics treated in Chap. 13 include Hardy spaces, compensated compactness, and "fuzzy functions."

Chapter 14 is devoted to nonlinear elliptic PDE, with an emphasis on second order equations. There are three successive degrees of nonlinearity: semilinear equations, such as

$$
\begin{equation*}
\Delta u=F(x, u, \nabla u), \tag{10}
\end{equation*}
$$

quasi-linear equations, such as

$$
\begin{equation*}
\sum a^{j k}(x, u, \nabla u) \partial_{j} \partial_{k} u=F(x, u, \nabla u) \tag{11}
\end{equation*}
$$

and completely nonlinear equations, of the form

$$
\begin{equation*}
G\left(x, D^{2} u\right)=0 . \tag{12}
\end{equation*}
$$

Differential geometry provides a rich source of such PDE, and Chap. 14 contains a number of geometrical applications. For example, to deform conformally a metric on a surface so its Gauss curvature changes from $k(x)$ to $K(x)$, one needs to solve the semilinear equation

$$
\begin{equation*}
\Delta u=k(x)-K(x) e^{2 u} \tag{13}
\end{equation*}
$$

As another example, the graph of a function $y=u(x)$ is a minimal submanifold of Euclidean space provided $u$ solves the quasilinear equation

$$
\begin{equation*}
\left(1+|\nabla u|^{2}\right) \Delta u+(\nabla u) \cdot H(u)(\nabla u)=0, \tag{14}
\end{equation*}
$$

called the minimal surface equation. Here, $H(u)=\left(\partial_{j} \partial_{k} u\right)$ is the Hessian matrix of $u$. On the other hand, this graph has Gauss curvature $K(x)$ provided $u$ solves the completely nonlinear equation

$$
\begin{equation*}
\operatorname{det} H(u)=K(x)\left(1+|\nabla u|^{2}\right)^{(n+2) / 2}, \tag{15}
\end{equation*}
$$

a Monge-Ampère equation. Equations (13)-(15) are all scalar, and the maximum principle plays a useful role in the analysis, together with a number of other tools. Chapter 14 also treats nonlinear systems. Important physical examples arise in studies of elastic bodies, as well as in other areas, such as the theory of liquid crystals. Geometric examples of systems considered in Chap. 14 include
equations for harmonic maps and equations for isometric imbeddings of a Riemannian manifold in Euclidean space.

In Chap. 15, we treat nonlinear parabolic equations. Partly echoing Chap. 14, we progress from a treatment of semilinear equations,

$$
\begin{equation*}
\frac{\partial u}{\partial t}=L u+F(x, u, \nabla u), \tag{16}
\end{equation*}
$$

where $L$ is a linear operator, such as $L=\Delta$, to a treatment of quasi-linear equations, such as

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\sum \partial_{j} a^{j k}(t, x, u) \partial_{k} u+X(u) \tag{17}
\end{equation*}
$$

(We do very little with completely nonlinear equations in this chapter.) We study systems as well as scalar equations. The first application of (16) we consider is to the parabolic equation method of constructing harmonic maps. We also consider "reaction-diffusion" equations, $\ell \times \ell$ systems of the form (16), in which $F(x, u, \nabla u)=X(u)$, where $X$ is a vector field on $\mathbb{R}^{\ell}$, and $L$ is a diagonal operator, with diagonal elements $a_{j} \Delta, a_{j} \geq 0$. These equations arise in mathematical models in biology and in chemistry. For example, $u=\left(u_{1}, \ldots, u_{\ell}\right)$ might represent the population densities of each of $\ell$ species of living creatures, distributed over an area of land, interacting in a manner described by $X$ and diffusing in a manner described by $a_{j} \Delta$. If there is a nonlinear (density-dependent) diffusion, one might have a system of the form (17).

Another problem considered in Chap. 15 models the melting of ice; one has a linear heat equation in a region (filled with water) whose boundary (where the water touches the ice) is moving (as the ice melts). The nonlinearity in the problem involves the description of the boundary. We confine our analysis to a relatively simple one-dimensional case.

Nonlinear hyperbolic equations are studied in Chap. 16. Here continuum mechanics is the major source of examples, and most of them are systems, rather than scalar equations. We establish local existence for solutions to first order hyperbolic systems, which are either "symmetric" or "symmetrizable." An example of the latter class is the following system describing compressible fluid flow:

$$
\begin{equation*}
\frac{\partial v}{\partial t}+\nabla_{v} v+\frac{1}{\rho} \operatorname{grad} p=0, \quad \frac{\partial \rho}{\partial t}+\nabla_{v} \rho+\rho \operatorname{div} v=0 \tag{18}
\end{equation*}
$$

for a fluid with velocity $v$, density $\rho$, and pressure $p$, assumed to satisfy a relation $p=p(\rho)$, called an "equation of state." Solutions to such nonlinear systems tend to break down, due to shock formation. We devote a bit of attention to the study of weak solutions to nonlinear hyperbolic systems, with shocks.

We also study second-order hyperbolic systems, such as systems for a $k$ dimensional membrane vibrating in $\mathbb{R}^{n}$, derived in Chap. 2. Another topic covered in Chap. 16 is the Cauchy-Kowalewsky theorem, in the nonlinear case. We use
a method introduced by P. Garabedian to transform the Cauchy problem for an analytic equation into a symmetric hyperbolic system.

In Chap. 17 we study incompressible fluid flow. This is governed by the Euler equation

$$
\begin{equation*}
\frac{\partial v}{\partial t}+\nabla_{v} v=-\operatorname{grad} p, \quad \operatorname{div} v=0 \tag{19}
\end{equation*}
$$

in the absence of viscosity, and by the Navier-Stokes equation

$$
\begin{equation*}
\frac{\partial v}{\partial t}+\nabla_{v} v=v \mathcal{L} v-\operatorname{grad} p, \quad \operatorname{div} v=0 \tag{20}
\end{equation*}
$$

in the presence of viscosity. Here $\mathcal{L}$ is a second-order operator, the Laplace operator for a flow on flat space; the "viscosity" $v$ is a positive quantity. Equation (19) shares some features with quasilinear hyperbolic systems, though there are also significant differences. Similarly, (20) has a lot in common with semilinear parabolic systems.

Chapter 18, the last chapter in this work, is devoted to Einstein's gravitational equations:

$$
\begin{equation*}
G_{j k}=8 \pi \kappa T_{j k} \tag{21}
\end{equation*}
$$

Here $G_{j k}$ is the Einstein tensor, given by $G_{j k}=\operatorname{Ric}_{j k}-(1 / 2) S g_{j k}$, where $\operatorname{Ric}_{j k}$ is the Ricci tensor and $S$ the scalar curvature, of a Lorentz manifold (or "spacetime") with metric tensor $g_{j k}$. On the right side of (21), $T_{j k}$ is the stress-energy tensor of the matter in the spacetime, and $\kappa$ is a positive constant, which can be identified with the gravitational constant of the Newtonian theory of gravity. In local coordinates, $G_{j k}$ has a nonlinear expression in terms of $g_{j k}$ and its second order derivatives. In the empty-space case, where $T_{j k}=0$, (21) is a quasilinear second order system for $g_{j k}$. The freedom to change coordinates provides an obstruction to this equation being hyperbolic, but one can impose the use of "harmonic" coordinates as a constraint and transform (21) into a hyperbolic system. In the presence of matter one couples (21) to other systems, obtaining more elaborate PDE. We treat this in two cases, in the presence of an electromagnetic field, and in the presence of a relativistic fluid.

In addition to the 18 chapters just described, there are three appendices, already mentioned above. Appendix A gives definitions and basic properties of Banach and Hilbert spaces (of which $L^{p}$-spaces and Sobolev spaces are examples), Fréchet spaces (such as $C^{\infty}\left(\mathbb{R}^{n}\right)$ ), and other locally convex spaces (such as spaces of distributions). It discusses some basic facts about bounded linear operators, including some special properties of compact operators, and also considers certain classes of unbounded linear operators. This functional analytic material plays a major role in the development of PDE from Chap. 3 onward.

Appendix B gives definitions and basic properties of manifolds and vector bundles. It also discusses some elementary properties of Lie groups, including
a little representation theory, useful in Chap. 8, on spectral theory, as well as in the Chern-Weil construction.

Appendix C, Connections and Curvature, contains material of a differential geometric nature, crucial for understanding many things done in Chaps. 10-18. We consider connections on general vector bundles, and their curvature. We discuss in detail special properties of the primary case: the Levi-Civita connection and Riemann curvature tensor on a Riemannian manifold. We discuss basic properties of the geometry of submanifolds, relating the second fundamental form to curvature via the Gauss-Codazzi equations. We describe how vector bundles arise from principal bundles, which themselves carry various connections and curvature forms. We then discuss the Chern-Weil construction, yielding certain closed differential forms associated to curvatures of connections on principal bundles. We give several proofs of the classical Gauss-Bonnet theorem and some related results on two-dimensional surfaces, which are useful particularly in Chaps. 10 and 14. We also give a geometrical proof of the Chern-Gauss-Bonnet theorem, which can be contrasted with the proof in Chap. 10, as a consequence of the AtiyahSinger index theorem.

We mention that, in addition to these "global" appendices, there are appendices to some chapters. For example, Chap. 3 has an appendix on the gamma function. Chapter 6 has two appendices; Appendix A has some results on Banach spaces of harmonic functions useful for the proof of the linear Cauchy-Kowalewsky theorem, and Appendix B deals with the stationary phase formula, useful for the study of geometrical optics in Chap. 6 and also for results later, in Chap. 9. There are other chapters with such "local" appendices. Furthermore, there are two sections, both in Chap. 14, with appendices. Section 6, on minimal surfaces, has a companion, Sect. 6B, on the second variation of area and consequences, and Sect. 13, on nonlinear elliptic systems, has a companion, Sect. 12B, with complementary material.

Having described the scope of this work, we find it necessary to mention a number of topics in PDE that are not covered here, or are touched on only very briefly.

For example, we devote little attention to the real analytic theory of PDE. We note that harmonic functions on domains in $\mathbb{R}^{n}$ are real analytic, but we do not discuss analyticity of solutions to more general elliptic equations. We do prove the Cauchy-Kowalewsky theorem, on analytic PDE with analytic Cauchy data. We derive some simple results on unique continuation from these few analyticity results, but there is a large body of lore on unique continuation, for solutions to nonanalytic PDE, neglected here.

There is little material on numerical methods. There are a few references to applications of the FFT and of "splitting methods." Difference schemes for PDE are mentioned just once, in a set of exercises on scalar conservation laws. Finite element methods are neglected, as are many other numerical techniques.

There is a large body of work on free boundary problems, but the only one considered here is a simple one space dimensional problem, in Chap. 15.

While we have considered a variety of equations arising from classical physics and from relativity, we have devoted relatively little attention to quantum mechanics. We have considered one quantum mechanical operator, given in formula (6) above. Also, there are some exercises on potential scattering mentioned in Chap. 9. However, the physical theories behind these equations are not discussed here.

There are a number of nonlinear evolution equations, such as the KortewegdeVries equation, that have been perceived to provide infinite dimensional analogues of completely integrable Hamiltonian systems, and to arise "universally" in asymptotic analyses of solutions to various nonlinear wave equations. They are not here. Nor is there a treatment of the Yang-Mills equations for gauge fields, with their wonderful applications to the geometry and topology of four dimensional manifolds.

Of course, this is not a complete list of omitted material. One can go on and on listing important topics in this vast subject. The author can at best hope that the reader will find it easier to understand many of these topics with this book, than without it.
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## Introduction to the Second Edition

In addition to making numerous small corrections to this work, collected over the past dozen years, I have taken the opportunity to make some very significant changes, some of which broaden the scope of the work, some of which clarify previous presentations, and a few of which correct errors that have come to my attention.

There are seven additional sections in this edition, two in Volume 1, two in Volume 2, and three in Volume 3. Chapter 4 has a new section, "Sobolev spaces on rough domains," which serves to clarify the treatment of the Dirichlet problem on rough domains in Chap. 5. Chapter 6 has a new section, "Boundary layer phenomena for the heat equation," which will prove useful in one of the new sections in Chap. 17. Chapter 7 has a new section, "Operators of harmonic oscillator type," and Chap. 10 has a section that presents an index formula for elliptic systems of operators of harmonic oscillator type. Chapter 13 has a new appendix, "Variations on complex interpolation," which has material that is useful in the study of Zygmund spaces. Finally, Chap. 17 has two new sections, "Vanishing viscosity limits" and "From velocity convergence to flow convergence."

In addition, several other sections have been substantially rewritten, and numerous others polished to reflect insights gained through the use of these books over time.

## 7

## Pseudodifferential Operators

## Introduction

In this chapter we discuss the basic theory of pseudodifferential operators as it has been developed to treat problems in linear PDE. We define pseudodifferential operators with symbols in classes denoted $S_{\rho, \delta}^{m}$, introduced by L. Hörmander. In §2 we derive some useful properties of their Schwartz kernels. In §3 we discuss adjoints and products of pseudodifferential operators. In $\S 4$ we show how the algebraic properties can be used to establish the regularity of solutions to elliptic PDE with smooth coefficients. In $\S 5$ we discuss mapping properties on $L^{2}$ and on the Sobolev spaces $H^{s}$. In §6 we establish Gårding's inequality.

In $\S 7$ we apply some of the previous material to establish the existence of solutions to hyperbolic equations. In §8 we show that certain important classes of pseudodifferential operators are preserved under the action of conjugation by solution operators to (scalar) hyperbolic equations, a result of Y. Egorov. We introduce the notion of wave front set in $\S 9$ and discuss the microlocal regularity of solutions to elliptic equations. We also discuss how solution operators to a class of hyperbolic equations propagate wave front sets. In $\S 10$ there is a brief discussion of pseudodifferential operators on manifolds.

We give some further applications of pseudodifferential operators in the next three sections. In $\S 11$ we discuss, from the perspective of the pseudodifferential operator calculus, the classical method of layer potentials, applied particularly to the Dirichlet and Neumann boundary problems for the Laplace operator. Historically, this sort of application was one of the earliest stimuli for the development of the theory of singular integral equations. One function of $\S 11$ is to provide a warm-up for the use of similar integral equations to tackle problems in scattering theory, in $\S 7$ of Chap. 9. Section 12 looks at general regular elliptic boundary problems and includes material complementary to that developed in $\S 11$ of Chap. 5. In $\S 13$ we construct a parametrix for the heat equation and apply this to obtain an asymptotic expansion of the trace of the solution operator. This expansion will be useful in studies of the spectrum in Chap. 8 and in index theory in Chap. 10.

In $\S 14$ we introduce the Weyl calculus. This can provide a powerful alternative to the operator calculus developed in $\S \S 1-6$, as can be seen in [Ho4] and in Vol. 3
of [Ho5]. Here we concentrate on identities, tied to symmetries in the Weyl calculus. We show how this leads to a quicker construction of a parametrix for the heat equation than the method used in $\S 13$. We will make use of this in $\S 10$ of Chap. 10, on a direct attack on the index theorem for elliptic differential operators on two-dimensional manifolds.

In §15, we study a class of pseudodifferential operators of "Harmonic oscillator type." This class contains the Harmonic oscillator,

$$
H=-\Delta+|x|^{2},
$$

with symbol $|x|^{2}+|\xi|^{2}$, and results on these operators are interesting variants on those with symbols in $S_{1,0}^{m}$.

Material in $\S \S 1-10$ is taken from Chap. 0 of [T4], and the author thanks Birkhäuser Boston for permission to use this material. We also mention some books that take the theory of pseudodifferential operators farther than is done here: [Ho5, Kg, T1], and [Tre].

## 1. The Fourier integral representation and symbol classes

Using a slightly different convention from that established in Chap. 3, we write the Fourier inversion formula as

$$
\begin{equation*}
f(x)=\int \hat{f}(\xi) e^{i x \cdot \xi} d \xi \tag{1.1}
\end{equation*}
$$

where $\hat{f}(\xi)=(2 \pi)^{-n} \int f(x) e^{-i x \cdot \xi} d x$ is the Fourier transform of a function on $\mathbb{R}^{n}$. If one differentiates (1.1), one obtains

$$
\begin{equation*}
D^{\alpha} f(x)=\int \xi^{\alpha} \hat{f}(\xi) e^{i x \cdot \xi} d \xi \tag{1.2}
\end{equation*}
$$

where $D^{\alpha}=D_{1}^{\alpha_{1}} \cdots D_{n}^{\alpha_{n}}, D_{j}=(1 / i) \partial / \partial x_{j}$. Hence, if

$$
p(x, D)=\sum_{|\alpha| \leq k} a_{\alpha}(x) D^{\alpha}
$$

is a differential operator, we have

$$
\begin{equation*}
p(x, D) f(x)=\int p(x, \xi) \hat{f}(\xi) e^{i x \cdot \xi} d \xi \tag{1.3}
\end{equation*}
$$

where

$$
p(x, \xi)=\sum_{|\alpha| \leq k} a_{\alpha}(x) \xi^{\alpha}
$$

One uses the Fourier integral representation (1.3) to define pseudodifferential operators, taking the function $p(x, \xi)$ to belong to one of a number of different classes of symbols. In this chapter we consider the following symbol classes, first defined by Hörmander [Ho2].

Assuming $\rho, \delta \in[0,1], m \in \mathbb{R}$, we define $S_{\rho, \delta}^{m}$ to consist of $C^{\infty}$-functions $p(x, \xi)$ satisfying

$$
\begin{equation*}
\left|D_{x}^{\beta} D_{\xi}^{\alpha} p(x, \xi)\right| \leq C_{\alpha \beta}\langle\xi\rangle^{m-\rho|\alpha|+\delta|\beta|} \tag{1.4}
\end{equation*}
$$

for all $\alpha, \beta$, where $\langle\xi\rangle=\left(1+|\xi|^{2}\right)^{1 / 2}$. In such a case we say the associated operator defined by (1.3) belongs to $O P S_{\rho, \delta}^{m}$. We say that $p(x, \xi)$ is the symbol of $p(x, D)$. The case of principal interest is $\rho=1, \delta=0$. This class is defined by [KN].

Recall that in Chap. 3, §8, we defined $P(\xi) \in S_{1}^{m}\left(\mathbb{R}^{n}\right)$ to satisfy (1.4), with $\rho=1$, and with no $x$-derivatives involved. Thus $S_{1,0}^{m}$ contains $S_{1}^{m}\left(\mathbb{R}^{n}\right)$.

If there are smooth $p_{m-j}(x, \xi)$, homogeneous in $\xi$ of degree $m-j$ for $|\xi| \geq 1$, that is, $p_{m-j}(x, r \xi)=r^{m-j} p_{m-j}(x, \xi)$ for $r,|\xi| \geq 1$, and if

$$
\begin{equation*}
p(x, \xi) \sim \sum_{j \geq 0} p_{m-j}(x, \xi) \tag{1.5}
\end{equation*}
$$

in the sense that

$$
\begin{equation*}
p(x, \xi)-\sum_{j=0}^{N} p_{m-j}(x, \xi) \in S_{1,0}^{m-N-1} \tag{1.6}
\end{equation*}
$$

for all $N$, then we say $p(x, \xi) \in S_{c l}^{m}$, or just $p(x, \xi) \in S^{m}$. We call $p_{m}(x, \xi)$ the principal symbol of $p(x, D)$. We will give a more general definition of the principal symbol in $\S 10$.

It is easy to see that if $p(x, \xi) \in S_{\rho, \delta}^{m}$ and $\rho, \delta \in[0,1]$, then $p(x, D)$ : $\mathcal{S}\left(\mathbb{R}^{n}\right) \rightarrow C^{\infty}\left(\mathbb{R}^{n}\right)$. In fact, multiplying (1.3) by $x^{\alpha}$, writing $x^{\alpha} e^{i x \cdot \xi}=$ $\left(-D_{\xi}\right)^{\alpha} e^{i x \cdot \xi}$, and integrating by parts yield

$$
\begin{equation*}
p(x, D): \mathcal{S}\left(\mathbb{R}^{n}\right) \longrightarrow \mathcal{S}\left(\mathbb{R}^{n}\right) \tag{1.7}
\end{equation*}
$$

Under one restriction, $p(x, D)$ also acts on tempered distributions:
Lemma 1.1. If $\delta<1$, then

$$
\begin{equation*}
p(x, D): \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right) \longrightarrow \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right) \tag{1.8}
\end{equation*}
$$

Proof. Given $u \in \mathcal{S}^{\prime}, v \in \mathcal{S}$, we have (formally)

$$
\begin{equation*}
\langle v, p(x, D) u\rangle=\left\langle p_{v}, \hat{u}\right\rangle, \tag{1.9}
\end{equation*}
$$

where

$$
p_{v}(\xi)=(2 \pi)^{-n} \int v(x) p(x, \xi) e^{i x \cdot \xi} d x
$$

Now integration by parts gives

$$
\xi^{\alpha} p_{v}(\xi)=(2 \pi)^{-n} \int D_{x}^{\alpha}(v(x) p(x, \xi)) e^{i x \cdot \xi} d x
$$

so

$$
\left|p_{v}(\xi)\right| \leq C_{\alpha}\langle\xi\rangle^{m+\delta|\alpha|-|\alpha|} .
$$

Thus if $\delta<1$, we have rapid decrease of $p_{v}(\xi)$. Similarly, we get rapid decrease of derivatives of $p_{v}(\xi)$, so it belongs to $\mathcal{S}$. Thus the right side of (1.9) is well defined.

In §5 we will analyze the action of pseudodifferential operators on Sobolev spaces.

Classes of symbols more general than $S_{\rho, \delta}^{m}$ have been introduced by R. Beals and C. Fefferman [BF, Be], and still more general classes were studied by Hörmander [Ho4]. These classes have some deep applications, but they will not be used in this book.

## Exercises

1. Show that, for $a(x, \xi) \in \mathcal{S}\left(\mathbb{R}^{2 n}\right)$,

$$
\begin{equation*}
a(x, D) u=\int \hat{a}(q, p) e^{i q \cdot X} e^{i p \cdot D} u(x) \quad d q \quad d p \tag{1.10}
\end{equation*}
$$

where $\hat{a}(q, p)$ is the Fourier transform of $a(x, \xi)$, and the operators $e^{i q \cdot X}$ and $e^{i p \cdot D}$ are defined by

$$
e^{i q \cdot X} u(x)=e^{i q \cdot x} u(x), \quad e^{i p \cdot D} u(x)=u(x+p) .
$$

2. Establish the identity

$$
\begin{equation*}
e^{i p \cdot D} e^{i q \cdot X}=e^{i q \cdot p} e^{i q \cdot X} e^{i p \cdot D} \tag{1.11}
\end{equation*}
$$

Deduce that, for $(t, q, p) \in \mathbb{R} \times \mathbb{R}^{n} \times \mathbb{R}^{n}=\mathcal{H}^{n}$, the binary operation

$$
\begin{equation*}
(t, q, p) \circ\left(t^{\prime}, q^{\prime}, p^{\prime}\right)=\left(t+t^{\prime}+p \cdot q^{\prime}, q+q^{\prime}, p+p^{\prime}\right) \tag{1.12}
\end{equation*}
$$

gives a group and that

$$
\begin{equation*}
\tilde{\pi}(t, q, p)=e^{i t} e^{i q \cdot X} e^{i p \cdot X} \tag{1.13}
\end{equation*}
$$

defines a unitary representation of $\mathcal{H}^{n}$ on $L^{2}\left(\mathbb{R}^{n}\right)$; in particular, it is a group homomorphism: $\tilde{\pi}\left(z \circ z^{\prime}\right)=\tilde{\pi}(z) \tilde{\pi}\left(z^{\prime}\right) . \mathcal{H}^{n}$ is called the Heisenberg group.
3. Give a definition of $a(x-q, D-p)$, acting on $u(x)$. Show that

$$
a(x-q, D-p)=\tilde{\pi}(0, q, p) a(x, D) \tilde{\pi}(0, q, p)^{-1}
$$

4. Assume $a(x, \xi) \in S_{\rho, \delta}^{m}$ and $b(x, \xi) \in \mathcal{S}\left(\mathbb{R}^{n} \times \mathbb{R}^{n}\right)$. Show that $c(x, \xi)=(b * a)(x, \xi)$ belongs to $S_{\rho, \delta}^{m}\left(*\right.$ being convolution on $\left.\mathbb{R}^{2 n}\right)$. Show that

$$
c(x, D) u=\int b(y, \eta) a(x-y, D-\eta) d y d \eta .
$$

5. Show that the map $\Psi(p, u)=p(x, D) u$ has a unique, continuous, bilinear extension from $S_{\rho, \delta}^{m} \times \mathcal{S}\left(\mathbb{R}^{n}\right) \rightarrow \mathcal{S}\left(\mathbb{R}^{n}\right)$ to

$$
\Psi: \mathcal{S}^{\prime}\left(\mathbb{R}^{2 n}\right) \times \mathcal{S}\left(\mathbb{R}^{n}\right) \longrightarrow \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)
$$

so that $p(x, D)$ is "well defined" for any $p \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n} \times \mathbb{R}^{n}\right)$.
6. Let $\chi(\xi) \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ be 1 for $|\xi| \leq 1, \chi_{\epsilon}(\xi)=\chi(\epsilon \xi)$. Given $p(x, \xi) \in S_{\rho, \delta}^{m}$, let $p_{\epsilon}(x, \xi)=\chi_{\epsilon}(\xi) p(x, \xi)$. Show that if $\rho, \delta \in[0,1]$, then

$$
\begin{equation*}
u \in \mathcal{S}\left(\mathbb{R}^{n}\right) \Longrightarrow p_{\epsilon}(x, D) u \rightarrow p(x, D) u \text { in } \mathcal{S}\left(\mathbb{R}^{n}\right) . \tag{1.14}
\end{equation*}
$$

If also $\delta<1$, show that

$$
\begin{equation*}
u \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right) \Longrightarrow p_{\epsilon}(x, D) u \rightarrow p(x, D) u \text { in } \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right) \tag{1.15}
\end{equation*}
$$

where we give $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ the weak* topology.
7. For $s \in \mathbb{R}$, define $\Lambda^{s}: \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right) \rightarrow \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ by

$$
\begin{equation*}
\Lambda^{s} u(x)=\int\langle\xi\rangle^{s} \hat{u}(\xi) e^{i x \cdot \xi} d \xi \tag{1.16}
\end{equation*}
$$

where $\langle\xi\rangle=\left(1+|\xi|^{2}\right)^{1 / 2}$. Show that $\Lambda^{s} \in O P S^{s}$.
8. Given $p_{j}(x, \xi) \in S_{\rho, \delta}^{m}$, for $j \geq 0$, with $\rho, \delta \in[0,1]$ and $m_{j} \searrow-\infty$, show that there exists $p(x, \xi) \in S_{\rho, \delta}^{m_{0}}$ such that

$$
p(x, \xi) \sim \sum_{j \geq 0} p_{j}(x, \xi),
$$

in the sense that, for all $k$,

$$
p(x, \xi)-\sum_{j=0}^{k-1} p_{j}(x, \xi) \in S_{\rho, \delta}^{m_{k}} .
$$

## 2. Schwartz kernels of pseudodifferential operators

To an operator $p(x, D) \in O P S_{\rho, \delta}^{m}$ defined by (1.3) there corresponds a Schwartz kernel $K \in \mathcal{D}^{\prime}\left(\mathbb{R}^{n} \times \mathbb{R}^{n}\right)$, satisfying

$$
\begin{align*}
\langle u(x) v(y), K\rangle & =\iint u(x) p(x, \xi) \hat{v}(\xi) e^{i x \cdot \xi} d \xi d x  \tag{2.1}\\
& =(2 \pi)^{-n} \iiint u(x) p(x, \xi) e^{i(x-y) \cdot \xi} v(y) d y d \xi d x
\end{align*}
$$

Thus, $K$ is given as an "oscillatory integral"

$$
\begin{equation*}
K=(2 \pi)^{-n} \int p(x, \xi) e^{i(x-y) \cdot \xi} d \xi \tag{2.2}
\end{equation*}
$$

We have the following basic result.
Proposition 2.1. If $\rho>0$, then $K$ is $C^{\infty}$ off the diagonal in $\mathbb{R}^{n} \times \mathbb{R}^{n}$.
Proof. For given $\alpha \geq 0$,

$$
\begin{equation*}
(x-y)^{\alpha} K=\int e^{i(x-y) \cdot \xi} D_{\xi}^{\alpha} p(x, \xi) d \xi \tag{2.3}
\end{equation*}
$$

This integral is clearly absolutely convergent for $|\alpha|$ so large that $m-\rho|\alpha|<-n$. Similarly, it is seen that applying $j$ derivatives to (2.3) yields an absolutely convergent integral provided $m+j-\rho|\alpha|<-n$, so in that case $(x-y)^{\alpha} K \in$ $C^{j}\left(\mathbb{R}^{n} \times \mathbb{R}^{n}\right)$. This gives the proof.

Generally, if $T$ has the mapping properties

$$
T: C_{0}^{\infty}\left(\mathbb{R}^{n}\right) \longrightarrow C^{\infty}\left(\mathbb{R}^{n}\right), \quad T: \mathcal{E}^{\prime}\left(\mathbb{R}^{n}\right) \longrightarrow \mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)
$$

and its Schwartz kernel $K$ is $C^{\infty}$ off the diagonal, it follows easily that

$$
\text { sing supp } T u \subset \operatorname{sing} \operatorname{supp} u, \text { for } u \in \mathcal{E}^{\prime}\left(\mathbb{R}^{n}\right)
$$

This is called the pseudolocal property. By (1.7)-(1.8) it holds for $T \in O P S_{\rho, \delta}^{m}$ if $\rho>0$ and $\delta<1$.

We remark that the proof of Proposition 2.1 leads to the estimate

$$
\begin{equation*}
\left|D_{x, y}^{\beta} K\right| \leq C|x-y|^{-k} \tag{2.4}
\end{equation*}
$$

where $k \geq 0$ is any integer strictly greater than $(1 / \rho)(m+n+|\beta|)$. In fact, this estimate is rather crude. It is of interest to record a more precise estimate that holds when $p(x, \xi) \in S_{1, \delta}^{m}$.

Proposition 2.2. If $p(x, \xi) \in S_{1, \delta}^{m}$, then the Schwartz kernel $K$ of $p(x, D)$ satisfies estimates

$$
\begin{equation*}
\left|D_{x, y}^{\beta} K\right| \leq C|x-y|^{-n-m-|\beta|} \tag{2.5}
\end{equation*}
$$

provided $m+|\beta|>-n$.
The result is easily reduced to the case $p(x, \xi)=p(\xi)$, satisfying $\left|D^{\alpha} p(\xi)\right| \leq$ $C_{\alpha}\langle\xi\rangle^{m-|\alpha|}$, for which $p(D)$ has Schwartz kernel $K=\hat{p}(y-x)$. It suffices to prove (2.5) for such a case, for $\beta=0$ and $m>-n$. We make use of the following simple but important characterization of such symbols.

Lemma 2.3. Given $p(\xi) \in C^{\infty}\left(\mathbb{R}^{n}\right)$, it belongs to $S_{1,0}^{m}$ if and only if

$$
\begin{equation*}
p_{r}(\xi)=r^{-m} p(r \xi) \text { is bounded in } C^{\infty}(1 \leq|\xi| \leq 2), \text { for } r \in[1, \infty) \tag{2.6}
\end{equation*}
$$

Given this, we can write $p(\xi)=p_{0}(\xi)+\int_{0}^{\infty} q_{\tau}\left(e^{-\tau} \xi\right) d \tau$ with $p_{0}(\xi) \in$ $C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ and $e^{-m \tau} q_{\tau}(\xi)$ bounded in the Schwartz space $\mathcal{S}\left(\mathbb{R}^{n}\right)$, for $\tau \in$ $[0, \infty)$. Hence $e^{-m \tau} \hat{q}_{\tau}(z)$ is bounded in $\mathcal{S}\left(\mathbb{R}^{n}\right)$. In particular, $e^{-m \tau}\left|\hat{q}_{\tau}(z)\right|$ $\leq C_{N}\langle z\rangle^{-N}$, so

$$
\begin{align*}
|\hat{p}(z)| & \leq\left|\hat{p}_{0}(z)\right|+C_{N} \int_{0}^{\infty} e^{(n+m) \tau}\left(1+\left|e^{\tau} z\right|\right)^{-N} d \tau \\
& \leq C+C_{N}|z|^{-n-m} \int_{\log |z|}^{\infty} e^{(n+m) \tau}\left(1+e^{\tau}\right)^{-N} d \tau \tag{2.7}
\end{align*}
$$

which implies (2.5). We also see that in the case $m+|\beta|=-n$, we obtain a result upon replacing the right side of (2.5) by $C \log |x-y|^{-1}$, (provided $|x-y|<1 / 2$ ).

We can get a complete characterization of $\hat{P}(x) \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$, given $P(\xi) \in$ $S_{1}^{m}\left(\mathbb{R}^{n}\right)$, provided $-n<m<0$.

Proposition 2.4. Assume $-n<m<0$. Let $q \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ be smooth outside the origin and rapidly decreasing as $|x| \rightarrow \infty$. Then $q=\hat{P}$ for some $P(\xi) \in$ $S_{1}^{m}\left(\mathbb{R}^{n}\right)$ if and only if $q \in L_{l o c}^{1}\left(\mathbb{R}^{n}\right)$ and, for $x \neq 0$,

$$
\begin{equation*}
\left|D_{x}^{\beta} q(x)\right| \leq C_{\beta}|x|^{-n-m-|\beta|} \tag{2.8}
\end{equation*}
$$

Proof. That $P \in S_{1}^{m}\left(\mathbb{R}^{n}\right)$ implies (2.8) has been established above. For the converse, write $q=q_{0}(x)+\sum_{j \geq 0} \psi_{j}(x) q(x)$, where $\psi_{0} \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ is supported in $1 / 2<|x|<2, \psi_{j}(x)=\psi_{0}\left(2^{j} x\right), \sum_{j \geq 0} \psi_{j}(x)=1$ on $|x| \leq 1$. Since $|q(x)| \leq C|x|^{-n-m}, m<0$, it follows that $\sum \psi_{j}(x) q(x)$ converges in $L^{1}$-norm. Then $q_{0} \in \mathcal{S}\left(\mathbb{R}^{n}\right)$. The hypothesis (2.8) implies that $2^{-n j-m j} \psi_{j}\left(2^{-j} x\right) q\left(2^{-j} x\right)$ is bounded in $\mathcal{S}\left(\mathbb{R}^{n}\right)$, and an argument similar to that used for Proposition 2.2 implies $\hat{q}_{0}(\xi)+\sum_{j=0}^{\infty}\left(\psi_{j} q\right)^{\wedge}(\xi) \in S_{1}^{m}\left(\mathbb{R}^{n}\right)$.

We will deal further with the space of elements of $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ that are smooth outside the origin and rapidly decreasing (with all their derivatives) at infinity. We will denote this space by $\mathcal{S}_{0}^{\prime}\left(\mathbb{R}^{n}\right)$.

If $m \leq-n$, the argument above extends to show that (2.8) is a sufficient condition for $q=\hat{P}$ with $P \in S_{1}^{m}\left(\mathbb{R}^{n}\right)$, but, as noted above, there exist symbols $P \in S_{1}^{m}\left(\mathbb{R}^{n}\right)$ for which $q=\hat{P}$ does not satisfy (2.8). Now, given that $q \in \mathcal{S}_{0}^{\prime}\left(\mathbb{R}^{n}\right)$, it is easy to see that

$$
\begin{equation*}
\nabla q \in \mathcal{F}\left(S_{1}^{m+1}\left(\mathbb{R}^{n}\right)\right) \Longleftrightarrow q \in \mathcal{F}\left(S_{1}^{m}\left(\mathbb{R}^{n}\right)\right) \tag{2.9}
\end{equation*}
$$

Thus, if $-n-1<m \leq-n$, then Proposition 2.4 is almost applicable to $\nabla q$, for $n \geq 2$.

Proposition 2.5. Assume $n \geq 2$ and $-n-1<m \leq-n$. If $q \in \mathcal{S}_{0}^{\prime}\left(\mathbb{R}^{n}\right) \cap L_{l o c}^{1}$, then $q=\hat{P}$ for some $P \in S^{m}\left(\mathbb{R}^{n}\right)$ if and only if (2.8) holds for $|\beta| \geq 1$.

Proof. First note that the hypotheses imply $q \in L^{1}\left(\mathbb{R}^{n}\right)$; thus $\tilde{q}(\xi)$ is continuous and vanishes as $|\xi| \rightarrow \infty$. In the proposition, we need to prove the "if" part. To use the reasoning behind Proposition 2.4, we need only deal with the fact that $\nabla q$ is not assumed to be in $L_{\text {loc }}^{1}$. The sum $\sum \psi_{j}(x) \nabla q(x)$ still converges in $L^{1}\left(\mathbb{R}^{n}\right)$, and so $\nabla q-\sum \psi_{j}(x) \nabla q$ is a sum of an element of $\mathcal{S}\left(\mathbb{R}^{n}\right)$ and possibly a distribution (call it $v$ ) supported at 0 . Thus $\hat{v}(\xi)$ is a polynomial. But as noted, $\hat{q}(\xi)$ is bounded, so $\hat{v}(\xi)$ can have at most linear growth. Hence

$$
\xi_{j} \tilde{q}(\xi)=P_{j}(\xi)+\ell_{j}(\xi)
$$

where $P_{j} \in S_{1}^{m+1}\left(\mathbb{R}^{n}\right)$ and $\ell_{j}(\xi)$ is a first-order polynomial in $\xi$. Since $\tilde{q}(\xi) \rightarrow 0$ as $|\xi| \rightarrow \infty$ and $m+1 \leq-n+1<0$, we deduce that $\ell_{j}(\xi)=c_{j}$, a constant, that is,

$$
\begin{equation*}
\xi_{j} \tilde{q}(\xi)=P_{j}(\xi)+c_{j}, \quad P_{j} \in S_{1}^{m+1}\left(\mathbb{R}^{n}\right), m+1<0 \tag{2.10}
\end{equation*}
$$

Now the left side vanishes on the hyperplane $\xi_{j}=0$, which is unbounded if $n \geq 2$. This forces $c_{j}=0$, and the proof of the proposition is then easily completed.

If we take $n=1$ and assume $-2<m<-1$, the rest of the hypotheses of Proposition 2.5 still yield (2.10), so

$$
\frac{d q}{d x}=\hat{P}_{1}+c_{1} \delta
$$

If we also assume $q$ is continuous on $\mathbb{R}$, then $c_{1}=0$ and we again conclude that $q=\hat{P}$ with $P \in S_{1}^{m}(\mathbb{R})$. But if $q$ has a simple jump at $x=0$, then this conclusion fails.

Proposition 2.4 can be given other extensions, which we leave to the reader. We give a few examples that indicate ways in which the result does not extend, making use of results from $\S 8$ of Chap.3. As shown in (8.31) of that chapter, on $\mathbb{R}^{n}$,

$$
\begin{equation*}
v=P F|x|^{-n} \Longrightarrow \hat{v}(\xi)=C_{n} \log |\xi| \tag{2.11}
\end{equation*}
$$

Now $v$ is not rapidly decreasing at infinity, but if $\varphi(x)$ is a cut-off, belonging to $C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ and equal to 1 near $x=0$, then $f=\varphi v$ belongs to $\mathcal{S}_{0}^{\prime}\left(\mathbb{R}^{n}\right)$ and $\hat{f}=c \hat{\varphi} * \hat{v}$ behaves like $\log |\xi|$ as $|\xi| \rightarrow \infty$. One can then deduce that, for $n=1$,

$$
\begin{equation*}
f(x)=\varphi(x) \log |x| \operatorname{sgn}|x| \Longrightarrow \hat{f}(\xi) \sim C \xi^{-1} \log |\xi|, \quad|\xi| \rightarrow \infty \tag{2.12}
\end{equation*}
$$

Thus Proposition 2.5 does not extend to the case $n=1, m=-1$. However, we note that, in this case, $\hat{f}$ belongs to $S_{1}^{-1+\varepsilon}(\mathbb{R})$, for all $\varepsilon>0$. In contrast to (2.12), note that, again for $n=1$,

$$
\begin{equation*}
g(x)=\varphi(x) \log |x| \Longrightarrow \hat{g}(\xi) \sim C|\xi|^{-1}, \quad|\xi| \rightarrow \infty \tag{2.13}
\end{equation*}
$$

In this case, $(d / d x) \log |x|=P V(1 / x)$.
Of considerable utility is the classification of $\mathcal{F}\left(S_{c l}^{m}\left(\mathbb{R}^{n}\right)\right)$. When $m=-j$ is a negative integer, this was effectively solved in $\S \S 8$ and 9 of Chap. 3. The following result is what follows from the proof of Proposition 9.2 in Chap.3.

Proposition 2.6. Assume $q \in \mathcal{S}_{0}^{\prime}\left(\mathbb{R}^{n}\right) \cap L_{l o c}^{1}\left(\mathbb{R}^{n}\right)$. Let $j=1,2,3, \ldots$ Then $q=\hat{P}$ for some $P \in S_{c l}^{-j}\left(\mathbb{R}^{n}\right)$ if and only if

$$
\begin{equation*}
q \sim \sum_{\ell \geq 0}\left(q_{\ell}+p_{\ell}(x) \log |x|\right) \tag{2.14}
\end{equation*}
$$

where

$$
\begin{equation*}
q_{\ell} \in \mathcal{H}_{j+\ell-n}^{\#}\left(\mathbb{R}^{n}\right) \tag{2.15}
\end{equation*}
$$

and $p_{\ell}(x)$ is a polynomial homogeneous of degree $j+\ell-n$; these log coefficients appear only for $\ell \geq n-j$.

We recall that $\mathcal{H}_{\mu}^{\#}\left(\mathbb{R}^{n}\right)$ is the space of distributions on $\mathbb{R}^{n}$, homogeneous of degree $\mu$, which are smooth on $\mathbb{R}^{n} \backslash 0$. For $\mu>-n, \mathcal{H}_{\mu}^{\#}\left(\mathbb{R}^{n}\right) \subset L_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$. The meaning of the expansion (2.14) is that, for any $k \in \mathbb{Z}^{+}$, there is an $N<\infty$ such that the difference between $q$ and the sum over $\ell<N$ belongs to $C^{k}\left(\mathbb{R}^{n}\right)$. Note that, for $n=1$, the function $g(x)$ in (2.13) is of the form (2.14), but the function $f(x)$ in (2.12) is not.

To go from the proof of Proposition 9.2 of Chap. 3 to the result stated above, it suffices to note explicitly that

$$
\begin{equation*}
\varphi(x) x^{\alpha} \log |x| \in \mathcal{F}\left(S_{1}^{-n-|\alpha|}\left(\mathbb{R}^{n}\right)\right) \tag{2.16}
\end{equation*}
$$

where $\varphi$ is the cut-off used before. Since $\mathcal{F}$ intertwines $D_{\xi}^{\alpha}$ and multiplication by $x^{\alpha}$, it suffices to verify the case $\alpha=0$, and this follows from the formula (2.11), with $x$ and $\xi$ interchanged.

We can also classify Schwartz kernels of operators in $O P S_{1,0}^{m}$ and $O P S_{c l}^{m}$, if we write the kernel $K$ of (2.2) in the form

$$
\begin{equation*}
K(x, y)=L(x, x-y) \tag{2.17}
\end{equation*}
$$

with

$$
\begin{equation*}
L(x, z)=(2 \pi)^{-n} \int p(x, \xi) e^{i z \cdot \xi} d \xi \tag{2.18}
\end{equation*}
$$

The following two results follow from the arguments given above.

Proposition 2.7. Assume $-n<m<0$. Let $L \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n} \times \mathbb{R}^{n}\right)$ be a smooth function of $x$ with values in $\mathcal{S}_{0}^{\prime}\left(\mathbb{R}^{n}\right) \cap L^{1}\left(\mathbb{R}^{n}\right)$. Then (2.17) defines the Schwartz kernel of an operator in $O P S_{1,0}^{m}$ if and only if, for $z \neq 0$,

$$
\begin{equation*}
\left|D_{x}^{\beta} D_{z}^{\gamma} L(x, z)\right| \leq C_{\beta \gamma}|z|^{-n-m-|\gamma|} . \tag{2.19}
\end{equation*}
$$

Proposition 2.8. Assume $L \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n} \times \mathbb{R}^{n}\right)$ is a smooth function of $x$ with values in $\mathcal{S}_{0}^{\prime}\left(\mathbb{R}^{n}\right) \cap L^{1}\left(\mathbb{R}^{n}\right)$. Let $j=1,2,3, \ldots$ Then (2.17) defines the Schwartz kernel of an operator in $O P S_{c l}^{-j}$ if and only if

$$
\begin{equation*}
L(x, z) \sim \sum_{\ell \geq 0}\left(q_{\ell}(x, z)+p_{\ell}(x, z) \log |z|\right) \tag{2.20}
\end{equation*}
$$

where each $D_{x}^{\beta} q_{\ell}(x, \cdot)$ is a bounded continuous function of $x$ with values in $\mathcal{H}_{j+\ell-n}^{\#}$, and $p_{\ell}(x, z)$ is a polynomial homogeneous of degree $j+\ell-n$ in $z$, with coefficients that are bounded, together with all their $x$-derivatives.

## Exercises

1. Using the proof of Proposition 2.2, show that, given $p(x, \xi)$ defined on $\mathbb{R}^{n} \times \mathbb{R}^{n}$, then

$$
\left|D_{x}^{\beta} D_{\xi}^{\alpha} p(x, \xi)\right| \leq C^{\prime}\langle\xi\rangle^{-|\alpha|+|\beta|}, \text { for }|\beta| \leq 1,|\alpha| \leq n+1+|\beta|,
$$

implies

$$
|K(x, y)| \leq C|x-y|^{-n} \text { and }\left|\nabla_{x, y} K(x, y)\right| \leq C|x-y|^{-n-1} .
$$

2. If the map $\kappa$ is given by (2.2) (i.e., $\kappa(p)=K$ ) show that we get an isomorphism $\kappa: \mathcal{S}^{\prime}\left(\mathbb{R}^{2 n}\right) \rightarrow \mathcal{S}^{\prime}\left(\mathbb{R}^{2 n}\right)$. Reconsider Exercise 3 of $\S 1$.
3. Show that $\kappa$, defined in Exercise 2, gives an isomorphism (isometric up to a scalar factor) $\kappa: L^{2}\left(\mathbb{R}^{2 n}\right) \rightarrow L^{2}\left(\mathbb{R}^{2 n}\right)$. Deduce that $p(x, D)$ is a Hilbert-Schmidt operator on $L^{2}\left(\mathbb{R}^{n}\right)$, precisely when $p(x, \xi) \in L^{2}\left(\mathbb{R}^{2 n}\right)$.

## 3. Adjoints and products

Given $p(x, \xi) \in S_{\rho, \delta}^{m}$, we obtain readily from the definition that the adjoint is given by

$$
\begin{equation*}
p(x, D)^{*} v=(2 \pi)^{-n} \int p(y, \xi)^{*} e^{i(x-y) \cdot \xi} v(y) d y d \xi \tag{3.1}
\end{equation*}
$$

This is not quite in the form (1.3), as the amplitude $p(y, \xi)^{*}$ is not a function of $(x, \xi)$. We need to transform (3.1) into such a form.

Before continuing the analysis of (3.1), we are motivated to look at a general class of operators

$$
\begin{equation*}
A u(x)=(2 \pi)^{-n} \int a(x, y, \xi) e^{i(x-y) \cdot \xi} u(y) d y d \xi \tag{3.2}
\end{equation*}
$$

We assume

$$
\begin{equation*}
\left|D_{y}^{\gamma} D_{x}^{\beta} D_{\xi}^{\alpha} a(x, y, \xi)\right| \leq C_{\alpha \beta \gamma}\langle\xi\rangle^{m-\rho|\alpha|+\delta_{1}|\beta|+\delta_{2}|\gamma|} \tag{3.3}
\end{equation*}
$$

and then say $a(x, y, \xi) \in S_{\rho, \delta_{1}, \delta_{2}}^{m}$. A brief calculation transforms (3.2) into

$$
\begin{equation*}
(2 \pi)^{-n} \int q(x, \xi) e^{i(x-y) \cdot \xi} u(y) d y d \xi \tag{3.4}
\end{equation*}
$$

with

$$
\begin{align*}
q(x, \xi) & =(2 \pi)^{-n} \int a(x, y, \eta) e^{i(x-y) \cdot(\eta-\xi)} d y d \eta  \tag{3.5}\\
& =\left.e^{i D_{\xi} \cdot D_{y}} a(x, y, \xi)\right|_{y=x}
\end{align*}
$$

Note that a formal expansion $e^{i D_{\xi} \cdot D_{y}}=I+i D_{\xi} \cdot D_{y}-(1 / 2)\left(D_{\xi} \cdot D_{y}\right)^{2}+\cdots$ gives

$$
\begin{equation*}
\left.q(x, \xi) \sim \sum_{\alpha \geq 0} \frac{i^{|\alpha|}}{\alpha!} D_{\xi}^{\alpha} D_{y}^{\alpha} a(x, y, \xi)\right|_{y=x} \tag{3.6}
\end{equation*}
$$

If $a(x, y, \xi) \in S_{\rho, \delta_{1}, \delta_{2}}^{m}$, with $0 \leq \delta_{2}<\rho \leq 1$, then the general term in (3.6) belongs to $S_{\rho, \delta}^{m-\left(\rho-\delta_{2}\right)|\alpha|}$, where $\delta=\max \left(\delta_{1}, \delta_{2}\right)$, so the sum on the right is formally asymptotic. This suggests the following result:

Proposition 3.1. If $a(x, y, \xi) \in S_{\rho, \delta_{1}, \delta_{2}}^{m}$, with $0 \leq \delta_{2}<\rho \leq 1$, then (3.2) defines an operator

$$
A \in O P S_{\rho, \delta}^{m}, \quad \delta=\max \left(\delta_{1}, \delta_{2}\right)
$$

Furthermore, $A=q(x, D)$, where $q(x, \xi)$ has the asymptotic expansion (3.6), in the sense that

$$
q(x, \xi)-\left.\sum_{|\alpha|<N} \frac{i^{|\alpha|}}{\alpha!} D_{\xi}^{\alpha} D_{y}^{\alpha} a(x, y, \xi)\right|_{y=x}=r_{N}(x, \xi) \in S_{\rho, \delta}^{m-N\left(\rho-\delta_{2}\right)}
$$

To prove this proposition, one can first show that the Schwartz kernel

$$
K(x, y)=(2 \pi)^{-n} \int a(x, y, \xi) e^{i(x-y) \cdot \xi} d \xi
$$

satisfies the same estimates as established in Proposition 2.1, and hence, altering $A$ only by an operator in $O P S^{-\infty}$, we can assume $a(x, y, \xi)$ is supported on $|x-y| \leq 1$. Let

$$
\begin{equation*}
\hat{b}(x, \eta, \xi)=(2 \pi)^{-n} \int a(x, x+y, \xi) e^{-i y \cdot \eta} d y \tag{3.7}
\end{equation*}
$$

so

$$
\begin{equation*}
q(x, \xi)=\int \hat{b}(x, \eta, \xi+\eta) d \eta \tag{3.8}
\end{equation*}
$$

The hypotheses on $a(x, y, \xi)$ imply

$$
\begin{equation*}
\left|D_{x}^{\beta} D_{\xi}^{\alpha} \hat{b}(x, \eta, \xi)\right| \leq C_{\nu \alpha \beta}\langle\xi\rangle^{m+\delta|\beta|+\delta_{2} v-\rho|\alpha|}\langle\eta\rangle^{-v}, \tag{3.9}
\end{equation*}
$$

where $\delta=\max \left(\delta_{1}, \delta_{2}\right)$. Since $\delta_{2}<1$, it follows that $q(x, \xi)$ and any of its derivatives can be bounded by some power of $\langle\xi\rangle$.

Now a power-series expansion of $\hat{b}(x, \eta, \xi+\eta)$ in the last argument about $\xi$ gives

$$
\begin{align*}
& \left|\hat{b}(x, \eta, \xi+\eta)-\sum_{|\alpha|<N} \frac{1}{\alpha!}\left(i D_{\xi}\right)^{\alpha} \hat{b}(x, \eta, \xi) \eta^{\alpha}\right| \\
& \quad \leq C_{v}|\eta|^{N}\langle\eta\rangle^{-v} \sup _{0 \leq t \leq 1}\langle\xi+t \eta\rangle^{m+\delta_{2} v-\rho N} \tag{3.10}
\end{align*}
$$

Taking $v=N$, we get a bound on the left side of (3.10) by

$$
\begin{equation*}
C\langle\xi\rangle^{m-\left(\rho-\delta_{2}\right) N} \quad \text { if } \quad|\eta| \leq \frac{1}{2}|\xi|, \tag{3.11}
\end{equation*}
$$

while taking $\nu$ large, we get a bound by any power of $\langle\eta\rangle^{-1}$ for $|\xi| \leq 2|\eta|$. Hence

$$
\begin{equation*}
\left.\left|q(x, \xi)-\sum_{|\alpha|<N} \frac{1}{\alpha!}\left(i D_{\xi}\right)^{\alpha} D_{y}^{\alpha} a(x, x+y, \xi)\right|_{y=0} \right\rvert\, \leq C\langle\xi\rangle^{m+n-\left(\rho-\delta_{2}\right) N} \tag{3.12}
\end{equation*}
$$

The proposition follows from this, plus similar estimates on the difference when derivatives are applied.

If we apply Proposition 3.1 to (3.1), we obtain:
Proposition 3.2. If $p(x, D) \in O P S_{\rho, \delta}^{m}, 0 \leq \delta<\rho \leq 1$, then

$$
\begin{equation*}
p(x, D)^{*}=p^{*}(x, D) \in O P S_{\rho, \delta}^{m} \tag{3.13}
\end{equation*}
$$

with

$$
\begin{equation*}
p^{*}(x, \xi) \sim \sum_{\alpha \geq 0} \frac{i^{|\alpha|}}{\alpha!} D_{\xi}^{\alpha} D_{x}^{\alpha} p(x, \xi)^{*} \tag{3.14}
\end{equation*}
$$

The result for products of pseudodifferential operators is the following.
Proposition 3.3. Given $p_{j}(x, D) \in O P S_{\rho_{j}, \delta_{j}}^{m_{j}}$, suppose

$$
\begin{equation*}
0 \leq \delta_{2}<\rho \leq 1, \text { with } \rho=\min \left(\rho_{1}, \rho_{2}\right) \tag{3.15}
\end{equation*}
$$

Then

$$
\begin{equation*}
p_{1}(x, D) p_{2}(x, D)=q(x, D) \in O P S_{\rho, \delta}^{m_{1}+m_{2}} \tag{3.16}
\end{equation*}
$$

with $\delta=\max \left(\delta_{1}, \delta_{2}\right)$, and

$$
\begin{equation*}
q(x, \xi) \sim \sum_{\alpha \geq 0} \frac{i^{|\alpha|}}{\alpha!} D_{\xi}^{\alpha} p_{1}(x, \xi) D_{x}^{\alpha} p_{2}(x, \xi) \tag{3.17}
\end{equation*}
$$

This can be proved by writing

$$
\begin{equation*}
p_{1}(x, D) p_{2}(x, D) u=p_{1}(x, D) p_{2}^{*}(x, D)^{*} u=A u \tag{3.18}
\end{equation*}
$$

for $A$ as in (3.2), with

$$
\begin{equation*}
a(x, y, \xi)=p_{1}(x, \xi) p_{2}^{*}(y, \xi)^{*} \tag{3.19}
\end{equation*}
$$

and then applying Propositions 3.1 and 3.2, to obtain (3.16), with

$$
\begin{equation*}
\left.q(x, \xi) \sim \sum_{\gamma, \sigma \geq 0} \frac{i^{|\sigma|-|\gamma|}}{\sigma!\gamma!} D_{\xi}^{\sigma} D_{y}^{\sigma}\left(p_{1}(x, \xi) D_{\xi}^{\gamma} D_{x}^{\gamma} p_{2}(y, \xi)\right)\right|_{y=x} \tag{3.20}
\end{equation*}
$$

The general term in this sum is equal to

$$
\frac{i^{|\sigma|-|\gamma|}}{\sigma!\gamma!} D_{\xi}^{\sigma}\left(p_{1}(x, \xi) D_{\xi}^{\gamma} D_{x}^{\gamma+\sigma} p_{2}(x, \xi)\right)
$$

Evaluating this by the product rule

$$
D_{\xi}^{\sigma}(u v)=\sum_{\alpha+\beta=\sigma}\binom{\sigma}{\alpha} D_{\xi}^{\alpha} u \cdot D_{\xi}^{\beta} v
$$

gives

$$
\begin{equation*}
q(x, \xi) \sim \sum_{\alpha} \frac{i^{|\alpha|}}{\alpha!} D_{\xi}^{\alpha} p_{1}(x, \xi) \sum_{\beta, \gamma} \frac{i^{|\beta|-|\gamma|}}{\beta!\gamma!} D_{\xi}^{\beta+\gamma} D_{x}^{\beta+\gamma+\alpha} p_{2}(x, \xi) \tag{3.21}
\end{equation*}
$$

That this yields (3.17) follows from the fact that, whenever $|\mu|>0$,

$$
\begin{equation*}
\sum_{\beta+\gamma=\mu} \frac{i^{|\beta|-|\gamma|}}{\beta!\gamma!} D_{\xi}^{\beta+\gamma} D_{x}^{\beta+\gamma+\alpha} p_{2}(x, \xi)=0 \tag{3.22}
\end{equation*}
$$

an identity we leave as an exercise.
An alternative approach to a proof of Proposition 3.3 is to compute directly that $p_{1}(x, D) p_{2}(x, D)=q(x, D)$, with

$$
\begin{align*}
q(x, \xi) & =(2 \pi)^{-n} \int p_{1}(x, \eta) p_{2}(y, \xi) e^{i(x-y) \cdot(\eta-\xi)} d \eta d y  \tag{3.23}\\
& =\left.e^{i D_{\eta} \cdot D_{y}} p_{1}(x, \eta) p_{2}(y, \xi)\right|_{y=x, \eta=\xi}
\end{align*}
$$

and then apply an analysis such as used to prove Proposition 3.1. Carrying out this latter approach has the advantage that the hypothesis (3.15) can be weakened to

$$
0 \leq \delta_{2}<\rho_{1} \leq 1,
$$

which is quite natural since the right side of (3.17) is formally asymptotic under such a hypothesis. Also, the symbol expansion (3.17) is more easily seen from (3.23).

Note that if $P_{j}=p_{j}(x, D) \in O P S_{\rho, \delta}^{m_{j}}$ are scalar, and $0 \leq \delta<\rho \leq 1$, then the leading terms in the expansions of the symbols of $P_{1} P_{2}$ and $P_{2} P_{1}$ agree. It follows that the commutator

$$
\left[P_{1}, P_{2}\right]=P_{1} P_{2}-P_{2} P_{1}
$$

has order lower than $m_{1}+m_{2}$. In fact, the symbol expansion (3.17) implies

$$
\begin{equation*}
P_{j} \in O P S_{\rho, \delta}^{m_{j}} \text { scalar } \Longrightarrow\left[P_{1}, P_{2}\right] \in O P S_{\rho, \delta}^{m_{1}+m_{2}-(\rho-\delta)} \tag{3.24}
\end{equation*}
$$

Also, looking at the sum over $|\alpha|=1$ in (3.17), we see that the leading term in the expansion of the symbol of $\left[P_{1}, P_{2}\right]$ is given in terms of the Poisson bracket:

$$
\begin{equation*}
\left[P_{1}, P_{2}\right]=q(x, D), \quad q(x, \xi)=\frac{1}{i}\left\{p_{1}, p_{2}\right\}(x, \xi) \bmod S_{\rho, \delta}^{m_{1}+m_{2}-2(\rho-\delta)} \tag{3.25}
\end{equation*}
$$

The Poisson bracket $\left\{p_{1}, p_{2}\right\}$ is defined by

$$
\begin{equation*}
\left\{p_{1}, p_{2}\right\}(x, \xi)=\sum_{j} \frac{\partial p_{1}}{\partial \xi_{j}} \frac{\partial p_{2}}{\partial x_{j}}-\frac{\partial p_{1}}{\partial x_{j}} \frac{\partial p_{2}}{\partial \xi_{j}}, \tag{3.26}
\end{equation*}
$$

as in $\S 10$ of Chap. 1.
The result (3.25) plays an important role in the treatment of Egorov's theorem, in §8.

## Exercises

1. Writing $a_{j}(x, D)$ in the form (1.10), that is,

$$
\begin{equation*}
a_{j}(x, D)=\int \hat{a}_{j}(q, p) e^{i q \cdot X} e^{i p \cdot D} d q d p \tag{3.27}
\end{equation*}
$$

use the formula (1.11) for $e^{i p \cdot D} e^{i q^{\prime} \cdot X}$ to express $a_{1}(x, D) a_{2}(x, D)$ as a $4 n$-fold integral. Show that it gives (3.20).
2. If $Q(x, x)$ is any nondegenerate, symmetric, bilinear form on $\mathbb{R}^{n}$, calculate the kernel $K_{Q}(x, y, t)$ for which

$$
\begin{equation*}
e^{i t Q(D, D)} u(x)=\int_{\mathbb{R}^{n}} K_{Q}(x, y, t) u(y) d y . \tag{3.28}
\end{equation*}
$$

In case $x \in \mathbb{R}^{n}$ is replaced by $(x, \xi) \in \mathbb{R}^{2 n}$, use this to verify (3.5).
(Hint: Diagonalize $Q$ and recall the treatment of $e^{i t \Delta}$ in (6.42) of Chap. 3, giving

$$
e^{-i t \Delta} \delta(x)=(-4 \pi i t)^{-n / 2} e^{|x|^{2} / 4 i t}, \quad x \in \mathbb{R}^{n}
$$

Compare the treatment of the stationary phase method in Appendix B of Chap. 6.)
3. Establish the identity (3.22), used in the proof of Proposition 3.3.
(Hint: The left side of (3.22) is equal to

$$
\left(\sum_{\beta+\gamma=\mu} \frac{i^{|\beta|-|\gamma|}}{\beta!\gamma!}\right) D_{\xi}^{\mu} D_{x}^{\mu+\alpha} p_{2}(x, \xi),
$$

so one needs to show that the quantity in parentheses here vanishes if $|\mu|>0$. To see this, make an expansion of $(z+w)^{\mu}$, and set $z=(i, \ldots, i), w=(-i, \ldots,-i)$.)

## 4. Elliptic operators and parametrices

We say $p(x, D) \in O P S_{\rho, \delta}^{m}$ is elliptic if, for some $r<\infty$,

$$
\begin{equation*}
\left|p(x, \xi)^{-1}\right| \leq C\langle\xi\rangle^{-m}, \text { for }|\xi| \geq r \tag{4.1}
\end{equation*}
$$

Thus, if $\psi(\xi) \in C^{\infty}\left(\mathbb{R}^{n}\right)$ is equal to 0 for $|\xi| \leq r, 1$ for $|\xi| \geq 2 r$, it follows easily from the chain rule that

$$
\begin{equation*}
\psi(\xi) p(x, \xi)^{-1}=q_{0}(x, \xi) \in S_{\rho, \delta}^{-m} \tag{4.2}
\end{equation*}
$$

As long as $0 \leq \delta<\rho \leq 1$, we can apply Proposition 3.3 to obtain

$$
\begin{align*}
q_{0}(x, D) p(x, D) & =I+r_{0}(x, D)  \tag{4.3}\\
p(x, D) q_{0}(x, D) & =I+\tilde{r}_{0}(x, D)
\end{align*}
$$

with

$$
\begin{equation*}
r_{0}(x, \xi), \tilde{r}_{0}(x, \xi) \in S_{\rho, \delta}^{-(\rho-\delta)} \tag{4.4}
\end{equation*}
$$

Using the formal expansion

$$
\begin{equation*}
I-r_{0}(x, D)+r_{0}(x, D)^{2}-\cdots \sim I+s(x, D) \in O P S_{\rho, \delta}^{0} \tag{4.5}
\end{equation*}
$$

and setting $q(x, D)=(I+s(x, D)) q_{0}(x, D) \in O P S_{\rho, \delta}^{-m}$, we have

$$
\begin{equation*}
q(x, D) p(x, D)=I+r(x, D), \quad r(x, \xi) \in S^{-\infty} . \tag{4.6}
\end{equation*}
$$

Similarly, we obtain $\tilde{q}(x, D) \in O P S_{\rho, \delta}^{-m}$ satisfying

$$
\begin{equation*}
p(x, D) \tilde{q}(x, D)=I+\tilde{r}(x, D), \quad \tilde{r}(x, \xi) \in S^{-\infty} \tag{4.7}
\end{equation*}
$$

But evaluating

$$
\begin{equation*}
(q(x, D) p(x, D)) \tilde{q}(x, D)=q(x, D)(p(x, D) \tilde{q}(x, D)) \tag{4.8}
\end{equation*}
$$

yields $q(x, D)=\tilde{q}(x, D) \bmod O P S^{-\infty}$, so in fact

$$
\begin{align*}
& q(x, D) p(x, D)=I \bmod O P S^{-\infty} \\
& p(x, D) q(x, D)=I \bmod O P S^{-\infty} \tag{4.9}
\end{align*}
$$

We say that $q(x, D)$ is a two-sided parametrix for $p(x, D)$.
The parametrix can establish the local regularity of a solution to

$$
\begin{equation*}
p(x, D) u=f \tag{4.10}
\end{equation*}
$$

Suppose $u, f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ and $p(x, D) \in O P S_{\rho, \delta}^{m}$ is elliptic, with $0 \leq \delta<\rho \leq 1$. Constructing $q(x, D) \in O P S_{\rho, \delta}^{-m}$ as in (4.6), we have

$$
\begin{equation*}
u=q(x, D) f-r(x, D) u \tag{4.11}
\end{equation*}
$$

Now a simple analysis parallel to (1.7) implies that

$$
\begin{equation*}
R \in O P S^{-\infty} \Longrightarrow R: \mathcal{E}^{\prime} \longrightarrow \mathcal{S} \tag{4.12}
\end{equation*}
$$

By duality, since taking adjoints preserves $O P S^{-\infty}$,

$$
\begin{equation*}
R \in O P S^{-\infty} \Longrightarrow R: \mathcal{S}^{\prime} \longrightarrow C^{\infty} \tag{4.13}
\end{equation*}
$$

Thus (4.11) implies

$$
\begin{equation*}
u=q(x, D) f \bmod C^{\infty} \tag{4.14}
\end{equation*}
$$

Applying the pseudolocal property to (4.10) and (4.14), we have the following elliptic regularity result.

Proposition 4.1. If $p(x, D) \in O P S_{\rho, \delta}^{m}$ is elliptic and $0 \leq \delta<\rho \leq 1$, then, for any $u \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$,

$$
\begin{equation*}
\text { sing supp } p(x, D) u=\operatorname{sing} \operatorname{supp} u \tag{4.15}
\end{equation*}
$$

More refined elliptic regularity involves keeping track of Sobolev space regularity. As we have the parametrix, this will follow simply from mapping properties of pseudodifferential operators, to be established in subsequent sections.

## Exercises

1. Give the details of the implication (4.1) $\Rightarrow(4.2)$ when $p(x, \xi) \in S_{\rho, \delta}^{m}, 0 \leq \delta<\rho \leq 1$. Include the case where $p(x, \xi)$ is a $k \times k$ matrix-valued function, using such identities as

$$
\frac{\partial}{\partial x_{j}} p(x, \xi)^{-1}=-p(x, \xi)^{-1} \frac{\partial p}{\partial x_{j}} p(x, \xi)^{-1} .
$$

2. On $\mathbb{R} \times \mathbb{R}^{n}$, consider the operator $P=\partial / \partial t-L\left(x, D_{x}\right)$, where

$$
L\left(x, D_{x}\right)=\sum a_{j k}(x) \partial_{j} \partial_{k} u+\sum b_{j}(x) \partial_{j} u+c(x) u
$$

Assume that the coefficients are smooth and bounded, with all their derivatives, and that $L$ satisfies the strong ellipticity condition

$$
-L_{2}(x, \xi)=\sum a_{j k}(x) \xi_{j} \xi_{k} \geq C|\xi|^{2}, \quad C>0
$$

Show that

$$
\left(i \tau-L_{2}(x, \xi)+1\right)^{-1}=E(t, x, \tau, \xi) \in S_{1 / 2,0}^{-1}
$$

Show that $E(t, x, D) P=A_{1}(t, x, D)$ and $P E(t, x, D)=A_{2}(t, x, D)$, where $A_{j} \in$ $O P S_{1 / 2,0}^{0}$ are elliptic. Then, using Proposition 4.1, construct a parametrix for $P$, belonging to $O P S_{1 / 2,0}^{-1}$.
3. Assume $-n<m<0$, and suppose $P=p(x, D) \in O P S_{c l}^{m}$ has Schwartz kernel $K(x, y)=L(x, x-y)$. Suppose that, at $x_{0} \in \mathbb{R}^{n}$,

$$
L\left(x_{0}, z\right) \sim a|z|^{-m-n}+\cdots, \quad z \rightarrow 0
$$

with $a \neq 0$, the remainder terms being progressively smoother. Show that

$$
p_{m}\left(x_{0}, \xi\right)=b|\xi|^{m}, \quad b \neq 0,
$$

and hence that $P$ is elliptic near $x_{0}$.
4. Let $P=\left(P_{j k}\right)$ be a $K \times K$ matrix of operators in $O P S^{*}$. It is said to be "elliptic in the sense of Douglis and Nirenberg" if there are numbers $a_{j}, b_{j}, 1 \leq j \leq K$, such that $P_{j k} \in O P S^{a_{j}+b_{k}}$ and the matrix of principal symbols has nonvanishing determinant (homogeneous of order $\sum\left(a_{j}+b_{j}\right)$ ), for $\xi \neq 0$. If $\Lambda^{s}$ is as in $(1,17)$, let $A$ be a $K \times K$
diagonal matrix with diagonal entries $\Lambda^{-a_{j}}$, and let $B$ be diagonal, with entries $\Lambda^{-b_{j}}$.
Show that this "DN-ellipticity" of $P$ is equivalent to the ellipticity of $A P B$ in $O P S^{0}$.

## 5. $L^{2}$-estimates

Here we want to obtain $L^{2}$-estimates for pseudodifferential operators. The following simple basic estimate will get us started.

Proposition 5.1. Let $(X, \mu)$ be a measure space. Suppose $k(x, y)$ is measurable on $X \times X$ and

$$
\begin{equation*}
\int_{X}|k(x, y)| d \mu(x) \leq C_{1}, \quad \int_{X}|k(x, y)| d \mu(y) \leq C_{2} \tag{5.1}
\end{equation*}
$$

for all $y$ and $x$, respectively. Then

$$
\begin{equation*}
T u(x)=\int k(x, y) u(y) d \mu(y) \tag{5.2}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
\|T u\|_{L^{p}} \leq C_{1}^{1 / p} C_{2}^{1 / q}\|u\|_{L^{p}}, \tag{5.3}
\end{equation*}
$$

for $p \in[1, \infty]$, with

$$
\begin{equation*}
\frac{1}{p}+\frac{1}{q}=1 \tag{5.4}
\end{equation*}
$$

This is proved in Appendix A on functional analysis; see Proposition 5.1 there. To apply this result when $X=\mathbb{R}^{n}$ and $k=K$ is the Schwartz kernel of $p(x, D) \in O P S_{\rho, \delta}^{m}$, note from the proof of Proposition 2.1 that

$$
\begin{equation*}
|K(x, y)| \leq C_{N}|x-y|^{-N}, \text { for }|x-y| \geq 1 \tag{5.5}
\end{equation*}
$$

as long as $\rho>0$, while

$$
\begin{equation*}
|K(x, y)| \leq C|x-y|^{-(n-1)}, \text { for }|x-y| \leq 1 \tag{5.6}
\end{equation*}
$$

as long as $m<-n+\rho(n-1)$. (Recall that this last estimate is actually rather crude.) Hence we have the following preliminary result.

Lemma 5.2. If $p(x, D) \in O P S_{\rho, \delta}^{m}, \rho>0$, and $m<-n+\rho(n-1)$, then

$$
\begin{equation*}
p(x, D): L^{p}\left(\mathbb{R}^{n}\right) \longrightarrow L^{p}\left(\mathbb{R}^{n}\right), \quad 1 \leq p \leq \infty . \tag{5.7}
\end{equation*}
$$

If $p(x, D) \in O P S_{1, \delta}^{m}$, then (5.7) holds for $m<0$.

The last observation follows from the improvement of (5.6) given in (2.5).
Our main goal in this section is to prove the following.
Theorem 5.3. If $p(x, D) \in O P S_{\rho, \delta}^{0}$ and $0 \leq \delta<\rho \leq 1$, then

$$
\begin{equation*}
p(x, D): L^{2}\left(\mathbb{R}^{n}\right) \longrightarrow L^{2}\left(\mathbb{R}^{n}\right) \tag{5.8}
\end{equation*}
$$

The proof we give, following [Ho5], begins with the following result.
Lemma 5.4. If $p(x, D) \in O P S_{\rho, \delta}^{-a}, 0 \leq \delta<\rho \leq 1$, and $a>0$, then (5.8) holds.
Proof. Since $\|P u\|_{L^{2}}^{2}=\left(P^{*} P u, u\right)$, it suffices to prove that some power of $p(x, D)^{*} p(x, D)=Q$ is bounded on $L^{2}$. But $Q^{k} \in O P S_{\rho, \delta}^{-2 k a}$, so for $k$ large enough this follows from Lemma 5.2.

To proceed with the proof of Theorem 5.3, set $q(x, D)=p(x, D)^{*} p(x, D)$ $\in O P S_{\rho, \delta}^{0}$, and suppose $|q(x, \xi)| \leq M-b, b>0$, so

$$
\begin{equation*}
M-\operatorname{Re} q(x, \xi) \geq b>0 \tag{5.9}
\end{equation*}
$$

In the matrix case, take $\operatorname{Re} q(x, \xi)=(1 / 2)\left(q(x, \xi)+q(x, \xi)^{*}\right)$. It follows that

$$
\begin{equation*}
A(x, \xi)=(M-\operatorname{Re} q(x, \xi))^{1 / 2} \in S_{\rho, \delta}^{0} \tag{5.10}
\end{equation*}
$$

and
(5.11) $A(x, D)^{*} A(x, D)=M-q(x, D)+r(x, D), \quad r(x, D) \in O P S_{\rho, \delta}^{-(\rho-\delta)}$.

Applying Lemma 5.4 to $r(x, D)$, we have

$$
\begin{equation*}
M\|u\|_{L^{2}}^{2}-\|p(x, D) u\|_{L^{2}}^{2}=\|A(x, D) u\|_{L^{2}}^{2}-(r(x, D) u, u) \geq-C\|u\|_{L^{2}}^{2} \tag{5.12}
\end{equation*}
$$

or

$$
\begin{equation*}
\|p(x, D) u\|^{2} \leq(M+C)\|u\|_{L^{2}}^{2} \tag{5.13}
\end{equation*}
$$

finishing the proof.
From these $L^{2}$-estimates easily follow $L^{2}$-Sobolev space estimates. Recall from Chap. 4 that the Sobolev space $H^{s}\left(\mathbb{R}^{n}\right)$ is defined as

$$
\begin{equation*}
H^{s}\left(\mathbb{R}^{n}\right)=\left\{u \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right):\langle\xi\rangle^{s} \hat{u}(\xi) \in L^{2}\left(\mathbb{R}^{n}\right)\right\} \tag{5.14}
\end{equation*}
$$

Equivalently, with

$$
\begin{equation*}
\Lambda^{s} u=\int\langle\xi\rangle^{s} \hat{u}(\xi) e^{i x \cdot \xi} d \xi ; \quad \Lambda^{s} \in O P S^{s} \tag{5.15}
\end{equation*}
$$

we have

$$
\begin{equation*}
H^{s}\left(\mathbb{R}^{n}\right)=\Lambda^{-s} L^{2}\left(\mathbb{R}^{n}\right) \tag{5.16}
\end{equation*}
$$

The operator calculus easily gives the next proposition:
Proposition 5.5. If $p(x, D) \in O P S_{\rho, \delta}^{m}, 0 \leq \delta<\rho \leq 1, m, s \in \mathbb{R}$, then

$$
\begin{equation*}
p(x, D): H^{s}\left(\mathbb{R}^{n}\right) \longrightarrow H^{s-m}\left(\mathbb{R}^{m}\right) \tag{5.17}
\end{equation*}
$$

Given Proposition 5.5, one easily obtains the Sobolev regularity of solutions to the elliptic equations studied in $\S 4$.

Calderon and Vaillancourt sharpened Theorem 5.3, showing that

$$
\begin{equation*}
p(x, \xi) \in S_{\rho, \rho}^{0}, 0 \leq \rho<1 \Longrightarrow p(x, D): L^{2}\left(\mathbb{R}^{n}\right) \longrightarrow L^{2}\left(\mathbb{R}^{n}\right) \tag{5.18}
\end{equation*}
$$

This result, particularly for $\rho=1 / 2$, has played an important role in linear PDE, especially in the study of subelliptic operators, but it will not be used in this book. The case $\rho=0$ is treated in the exercises below.

Another important extension of Theorem 5.3 is that $p(x, D)$ is bounded on $L^{p}\left(\mathbb{R}^{n}\right)$, for $1<p<\infty$, when $p(x, \xi) \in S_{1, \delta}^{0}$. Similarly, Proposition 5.5 extends to a result on $L^{p}$-Sobolev spaces, in the case $\rho=1$. This is important for applications to nonlinear PDE, and will be proved in Chap. 13.

## Exercises

Exercises 1-7 present an approach to a proof of the Calderon-Vaillancourt theorem, (5.18), in the case $\rho=0$. This approach is due to H. O. Cordes [Cor]; see also T. Kato [K] and R. Howe [How]. In these exercises, we assume that $U(y)$ is a (measurable) unitary, operator-valued function on a measure space $Y$, operating on a Hilbert space $\mathcal{H}$. Assume that, for $f, g \in \mathcal{V}$, a dense subset of $\mathcal{H}$,

$$
\begin{equation*}
\int_{Y}|(U(y) f, g)|^{2} d m(y)=C_{0}\|f\|^{2}\|g\|^{2} \tag{5.19}
\end{equation*}
$$

1. Let $\varphi_{0} \in \mathcal{H}$ be a unit vector, and set $\varphi_{y}=U(y) \varphi_{0}$. Show that, for any $T \in \mathcal{L}(\mathcal{H})$,

$$
\begin{equation*}
C_{0}^{2}\left(T f_{1}, f_{2}\right)=\int_{Y} \int_{Y} L_{T}\left(y, y^{\prime}\right)\left(f_{1}, \varphi_{y^{\prime}}\right)\left(\varphi_{y}, f_{2}\right) d m(y) d m\left(y^{\prime}\right) \tag{5.20}
\end{equation*}
$$

where

$$
\begin{equation*}
L_{T}\left(y, y^{\prime}\right)=\left(T \varphi_{y^{\prime}}, \varphi_{y}\right) \tag{5.21}
\end{equation*}
$$

(Hint: Start by showing that $\left.\int\left(f_{1}, \varphi_{y}\right)\left(\varphi_{y}, f_{2}\right) d m(y)=C_{0}\left(f_{1}, f_{2}\right).\right)$

A statement equivalent to (5.20) is

$$
\begin{equation*}
T=\iint L_{T}\left(y, y^{\prime}\right) U(y) \Phi_{0} U\left(y^{\prime}\right) d m(y) d m\left(y^{\prime}\right) \tag{5.22}
\end{equation*}
$$

where $\Phi_{0}$ is the orthogonal projection of $\mathcal{H}$ onto the span of $\varphi_{0}$.
2. For a partial converse, suppose $L$ is measurable on $Y \times Y$ and

$$
\begin{equation*}
\int\left|L\left(y, y^{\prime}\right)\right| d m(y) \leq C_{1}, \quad \int\left|L\left(y, y^{\prime}\right)\right| d m\left(y^{\prime}\right) \leq C_{1} . \tag{5.23}
\end{equation*}
$$

Define

$$
\begin{equation*}
T_{L}=\iint L\left(y, y^{\prime}\right) U(y) \Phi_{0} U\left(y^{\prime}\right)^{*} d m(y) d m\left(y^{\prime}\right) \tag{5.24}
\end{equation*}
$$

Show that the operator norm of $T_{L}$ on $\mathcal{H}$ has the estimate

$$
\left\|T_{L}\right\| \leq C_{0}^{2} C_{1}
$$

3. If $G$ is a trace class operator, and we set

$$
\begin{equation*}
T_{L, G}=\iint L\left(y, y^{\prime}\right) U(y) G U\left(y^{\prime}\right)^{*} d m(y) d m\left(y^{\prime}\right) \tag{5.25}
\end{equation*}
$$

show that

$$
\begin{equation*}
\left\|T_{L, G}\right\| \leq C_{0}^{2} C_{1}\|G\|_{\mathrm{TR}} \tag{5.26}
\end{equation*}
$$

(Hint: In case $G=G^{*}$, diagonalize $G$ and use Exercise 2.)
4. Suppose $b \in L^{\infty}(Y)$ and we set

$$
\begin{equation*}
T_{b, G}^{\#}=\int b(y) U(y) G U(y)^{*} d m(y) \tag{5.27}
\end{equation*}
$$

Show that

$$
\begin{equation*}
\left\|T_{b, G}^{\#}\right\| \leq C_{0}\|b\|_{L^{\infty}}\|G\|_{\mathrm{TR}} \tag{5.28}
\end{equation*}
$$

5. Let $Y=\mathbb{R}^{2 n}$, with Lebesgue measure, $y=(q, p)$. Set $U(y)=e^{i q \cdot X} e^{i p \cdot D}=$ $\tilde{\pi}(0, q, p)$, as in Exercises 1 and 2 of $\S 1$. Show that the identity (5.19) holds, for $f, g \in$ $L^{2}\left(\mathbb{R}^{n}\right)=\mathcal{H}$, with $C_{0}=(2 \pi)^{-n}$. (Hint: Make use of the Plancherel theorem.)
6. Deduce that if $a(x, D)$ is a trace class operator,

$$
\begin{equation*}
\|(b * a)(x, D)\|_{\mathcal{L}\left(L^{2}\right)} \leq C\|b\|_{L^{\infty}}\|a(x, D)\|_{\mathrm{TR}} . \tag{5.29}
\end{equation*}
$$

(Hint: Look at Exercises 3-4 of §1.)
7. Suppose $p(x, \xi) \in S_{0,0}^{0}$. Set

$$
\begin{equation*}
a(x, \xi)=\psi(x) \psi(\xi), \quad b(x, \xi)=\left(1-\Delta_{x}\right)^{k}\left(1-\Delta_{\xi}\right)^{k} p(x, \xi) \tag{5.30}
\end{equation*}
$$

where $k$ is a positive integer, $\hat{\psi}(\xi)=\langle\xi\rangle^{-2 k}$. Show that if $k$ is chosen large enough, then $a(x, D)$ is trace class. Note that, for all $k \in \mathbb{Z}^{+}, b \in L^{\infty}\left(\mathbb{R}^{2 n}\right)$, provided $p \in S_{0,0}^{0}$. Show that

$$
\begin{equation*}
p(x, D)=(b * a)(x, D), \tag{5.31}
\end{equation*}
$$

and deduce the $\rho=0$ case of the Calderon-Vaillancourt estimate (5.19).
8. Sharpen the results of problems 3-4 above, showing that

$$
\begin{equation*}
\left\|T_{L, G}\right\|_{\mathcal{L}(\mathcal{H})} \leq C_{0}^{2}\|L\|_{\mathcal{L}\left(L^{2}(Y)\right)}\|G\|_{\mathrm{TR}} \tag{5.32}
\end{equation*}
$$

This is stronger than (5.26) in view of Proposition 5.1.

## 6. Gårding's inequality

In this section we establish a fundamental estimate, first obtained by L. Gårding in the case of differential operators.

Theorem 6.1. Assume $p(x, D) \in O P S_{\rho, \delta}^{m}, 0 \leq \delta<\rho \leq 1$, and

$$
\begin{equation*}
\text { Re } p(x, \xi) \geq C|\xi|^{m}, \text { for }|\xi| \text { large. } \tag{6.1}
\end{equation*}
$$

Then, for any $s \in \mathbb{R}$, there are $C_{0}, C_{1}$ such that, for $u \in H^{m / 2}\left(\mathbb{R}^{n}\right)$,

$$
\begin{equation*}
\operatorname{Re}(p(x, D) u, u) \geq C_{0}\|u\|_{H^{m / 2}}^{2}-C_{1}\|u\|_{H^{s}}^{2} . \tag{6.2}
\end{equation*}
$$

Proof. Replacing $p(x, D)$ by $\Lambda^{-m / 2} p(x, D) \Lambda^{-m / 2}$, we can suppose without loss of generality that $m=0$. Then, as in the proof of Theorem 5.3, take

$$
\begin{equation*}
A(x, \xi)=\left(\operatorname{Re} p(x, \xi)-\frac{1}{2} C\right)^{1 / 2} \in S_{\rho, \delta}^{0} \tag{6.3}
\end{equation*}
$$

so

$$
\begin{gather*}
A(x, D)^{*} A(x, D)=\operatorname{Re} p(x, D)-\frac{1}{2} C+r(x, D)  \tag{6.4}\\
r(x, D) \in O P S_{\rho, \delta}^{-(\rho-\delta)}
\end{gather*}
$$

This gives

$$
\begin{align*}
\operatorname{Re}(p(x, D) u, u) & =\|A(x, D) u\|_{L^{2}}^{2}+\frac{1}{2} C\|u\|_{L^{2}}^{2}+(r(x, D) u, u)  \tag{6.5}\\
& \geq \frac{1}{2} C\|u\|_{L^{2}}^{2}-C_{1}\|u\|_{H^{s}}^{2}
\end{align*}
$$

with $s=-(\rho-\delta) / 2$, so (6.2) holds in this case. If $s<-(\rho-\delta) / 2=s_{0}$, use the simple estimate

$$
\begin{equation*}
\|u\|_{H^{s_{0}}}^{2} \leq \varepsilon\|u\|_{L^{2}}^{2}+C(\varepsilon)\|u\|_{H^{s}}^{2} \tag{6.6}
\end{equation*}
$$

to obtain the desired result in this case.

This Gårding inequality has been improved to a sharp Gårding inequality, of the form

$$
\begin{equation*}
\operatorname{Re}(p(x, D) u, u) \geq-C\|u\|_{L^{2}}^{2} \quad \text { when } \operatorname{Re} p(x, \xi) \geq 0 \tag{6.7}
\end{equation*}
$$

first for scalar $p(x, \xi) \in S_{1,0}^{1}$, by Hörmander, then for matrix-valued symbols, with $\operatorname{Re} p(x, \xi)$ standing for $(1 / 2)\left(p(x, \xi)+p(x, \xi)^{*}\right)$, by P. Lax and L. Nirenberg. Proofs and some implications can be found in Vol. 3 of [Ho5], and in [T1] and [Tre]. A very strong improvement due to C. Fefferman and D. Phong [FP] is that (6.7) holds for scalar $p(x, \xi) \in S_{1,0}^{2}$. See also [Ho5] and [F] for further discussion.

## Exercises

1. Suppose $m>0$ and $p(x, D) \in O P S_{1,0}^{m}$ has a symbol satisfying (6.1). Examine the solvability of

$$
\frac{\partial u}{\partial t}=p(x, D) u
$$

for $u=u(t, x), u(0, x)=f \in H^{s}\left(\mathbb{R}^{n}\right)$.
(Hint: Look ahead at $\S 7$ for some useful techniques. Solve

$$
\frac{\partial u_{\varepsilon}}{\partial t}=J_{\varepsilon} p(x, D) J_{\varepsilon} u_{\varepsilon}
$$

and estimate $(d / d t)\left\|\Lambda^{s} u_{\epsilon}(t)\right\|_{L^{2}}^{2}$, making use of Gårding's inequality.)

## 7. Hyperbolic evolution equations

In this section we examine first-order systems of the form

$$
\begin{equation*}
\frac{\partial u}{\partial t}=L\left(t, x, D_{x}\right) u+g(t, x), \quad u(0)=f \tag{7.1}
\end{equation*}
$$

We assume $L(t, x, \xi) \in S_{1,0}^{1}$, with smooth dependence on $t$, so

$$
\begin{equation*}
\left|D_{t}^{j} D_{x}^{\beta} D_{\xi}^{\alpha} L(t, x, \xi)\right| \leq C_{j \alpha \beta}\langle\xi\rangle^{1-|\alpha|} \tag{7.2}
\end{equation*}
$$

Here $L(t, x, \xi)$ is a $K \times K$ matrix-valued function, and we make the hypothesis of symmetric hyperbolicity:

$$
\begin{equation*}
L(t, x, \xi)^{*}+L(t, x, \xi) \in S_{1,0}^{0} \tag{7.3}
\end{equation*}
$$

We suppose $f \in H^{s}\left(\mathbb{R}^{n}\right), s \in \mathbb{R}, g \in C\left(\mathbb{R}, H^{s}\left(\mathbb{R}^{n}\right)\right)$.

Our strategy will be to obtain a solution to (7.1) as a limit of solutions $u_{\varepsilon}$ to

$$
\begin{equation*}
\frac{\partial u_{\varepsilon}}{\partial t}=J_{\varepsilon} L J_{\varepsilon} u_{\varepsilon}+g, \quad u_{\varepsilon}(0)=f \tag{7.4}
\end{equation*}
$$

where

$$
\begin{equation*}
J_{\varepsilon}=\varphi\left(\varepsilon D_{x}\right) \tag{7.5}
\end{equation*}
$$

for some $\varphi(\xi) \in \mathcal{S}\left(\mathbb{R}^{n}\right), \varphi(0)=1$. The family of operators $J_{\varepsilon}$ is called a Friedrichs mollifier. Note that, for any $\varepsilon>0, J_{\varepsilon} \in O P S^{-\infty}$, while, for $\varepsilon \in(0,1]$, $J_{\varepsilon}$ is bounded in $O P S_{1,0}^{0}$.

For any $\varepsilon>0, J_{\varepsilon} L J_{\varepsilon}$ is a bounded linear operator on each $H^{s}$, and solvability of (7.4) is elementary. Our next task is to obtain estimates on $u_{\varepsilon}$, independent of $\varepsilon \in(0,1]$. Use the norm $\|u\|_{H^{s}}=\left\|\Lambda^{s} u\right\|_{L^{2}}$. We derive an estimate for

$$
\begin{equation*}
\frac{d}{d t}\left\|\Lambda^{s} u_{\varepsilon}(t)\right\|_{L^{2}}^{2}=2 \operatorname{Re}\left(\Lambda^{s} J_{\varepsilon} L J_{\varepsilon} u_{\varepsilon}, \Lambda^{s} u_{\varepsilon}\right)+2 \operatorname{Re}\left(\Lambda^{s} g, \Lambda^{s} u_{\varepsilon}\right) \tag{7.6}
\end{equation*}
$$

Write the first two terms on the right as the real part of

$$
\begin{equation*}
2\left(L \Lambda^{s} J_{\varepsilon} u_{\varepsilon}, \Lambda^{s} J_{\varepsilon} u_{\varepsilon}\right)+2\left(\left[\Lambda^{s}, L\right] J_{\varepsilon} u_{\varepsilon}, \Lambda^{s} J_{\varepsilon} u_{\varepsilon}\right) \tag{7.7}
\end{equation*}
$$

By (7.3), $L+L^{*}=B(t, x, D) \in O P S_{1,0}^{0}$, so the first term in (7.7) is equal to

$$
\begin{equation*}
\left(B(t, x, D) \Lambda^{s} J_{\varepsilon} u_{\varepsilon}, \Lambda^{s} J_{\varepsilon} u_{\varepsilon}\right) \leq C\left\|J_{\varepsilon} u_{\varepsilon}\right\|_{H^{s}}^{2} \tag{7.8}
\end{equation*}
$$

Meanwhile, $\left[\Lambda^{s}, L\right] \in O P S_{1,0}^{s}$, , 0 the second term in (7.7) is also bounded by the right side of (7.8). Applying Cauchy's inequality to $2\left(\Lambda^{s} g, \Lambda^{s} u_{\varepsilon}\right)$, we obtain

$$
\begin{equation*}
\frac{d}{d t}\left\|\Lambda^{s} u_{\varepsilon}(t)\right\|_{L^{2}}^{2} \leq C\left\|\Lambda^{s} u_{\varepsilon}(t)\right\|_{L^{2}}^{2}+C\|g(t)\|_{H^{s}}^{2} \tag{7.9}
\end{equation*}
$$

Thus Gronwall's inequality yields an estimate

$$
\begin{equation*}
\left\|u_{\varepsilon}(t)\right\|_{H^{s}}^{2} \leq C(t)\left[\|f\|_{H^{s}}^{2}+\|g\|_{C\left([0, t], H^{s}\right)}^{2}\right], \tag{7.10}
\end{equation*}
$$

independent of $\varepsilon \in(0,1]$. We are now prepared to establish the following existence result.

Proposition 7.1. If (7.1) is symmetric hyperbolic and

$$
f \in H^{s}\left(\mathbb{R}^{n}\right), \quad g \in C\left(\mathbb{R}, H^{s}\left(\mathbb{R}^{n}\right)\right), \quad s \in \mathbb{R}
$$

then there is a solution u to (7.1), satisfying

$$
\begin{equation*}
u \in L_{l o c}^{\infty}\left(\mathbb{R}, H^{s}\left(\mathbb{R}^{n}\right)\right) \cap \operatorname{Lip}\left(\mathbb{R}, H^{s-1}\left(\mathbb{R}^{n}\right)\right) \tag{7.11}
\end{equation*}
$$

Proof. Take $I=[-T, T]$. The bounded family

$$
u_{\varepsilon} \in C\left(I, H^{s}\right) \cap C^{1}\left(I, H^{s-1}\right)
$$

will have a weak limit point $u$ satisfying (7.11), and it is easy to verify that such $u$ solves (7.1). As for the bound on $[-T, 0]$, this follows from the invariance of the class of hyperbolic equations under time reversal.

Analogous energy estimates can establish the uniqueness of such a solution $u$ and rates of convergence of $u_{\varepsilon} \rightarrow u$ as $\varepsilon \rightarrow 0$. Also, (7.11) can be improved to

$$
\begin{equation*}
u \in C\left(\mathbb{R}, H^{s}\left(\mathbb{R}^{n}\right)\right) \cap C^{1}\left(\mathbb{R}, H^{s-1}\left(\mathbb{R}^{n}\right)\right) \tag{7.12}
\end{equation*}
$$

To see this, let $f_{j} \in H^{s+1}, f_{j} \rightarrow f$ in $H^{s}$, and let $u_{j}$ solve (7.1) with $u_{j}(0)=$ $f_{j}$. Then each $u_{j}$ belongs to $L_{\mathrm{loc}}^{\infty}\left(\mathbb{R}, H^{s+1}\right) \cap \operatorname{Lip}\left(\mathbb{R}, H^{s}\right)$, so in particular each $u_{j} \in C\left(\mathbb{R}, H^{s}\right)$. Now $v_{j}=u-u_{j}$ solves (7.1) with $v_{j}(0)=f-f_{j}$, and $\left\|f-f_{j}\right\|_{H^{s}} \rightarrow 0$ as $j \rightarrow \infty$, so estimates arising in the proof of Proposition 7.1 imply that $\left\|v_{j}(t)\right\|_{H^{s}} \rightarrow 0$ locally uniformly in $t$, giving $u \in C\left(\mathbb{R}, H^{s}\right)$.

There are other notions of hyperbolicity. In particular, (7.1) is said to be symmetrizable hyperbolic if there is a $K \times K$ matrix-valued $S(t, x, \xi) \in S_{1,0}^{0}$ that is positive-definite and such that $S(t, x, \xi) L(t, x, \xi)=\tilde{L}(t, x, \xi)$ satisfies (7.3). Proposition 7.1 extends to the case of symmetrizable hyperbolic systems. Again, one obtains $u$ as a limit of solutions $u_{\epsilon}$ to (7.4). There is one extra ingredient in the energy estimates. In this case, construct $S(t) \in O P S_{1,0}^{0}$, positive-definite, with symbol equal to $S(t, x, \xi) \bmod S_{1,0}^{-1}$. For the energy estimates, replace the left side of (7.6) by

$$
\begin{equation*}
\frac{d}{d t}\left(\Lambda^{s} u_{\epsilon}(t), S(t) \Lambda^{s} u_{\epsilon}(t)\right)_{L^{2}} \tag{7.13}
\end{equation*}
$$

which can be estimated in a fashion similar to (7.7)-(7.9).
A $K \times K$ system of the form (7.1) with $L(t, x, \xi) \in S_{c l}^{1}$ is said to be strictly hyperbolic if its principal symbol $L_{1}(t, x, \xi)$, homogeneous of degree 1 in $\xi$, has $K$ distinct, purely imaginary eigenvalues, for each $x$ and each $\xi \neq 0$. The results above apply in this case, in view of:

Proposition 7.2. Whenever (7.1) is strictly hyperbolic, it is symmetrizable.
Proof. If we denote the eigenvalues of $L_{1}(t, x, \xi)$ by $i \lambda_{v}(t, x, \xi)$, ordered so that $\lambda_{1}(t, x, \xi)<\cdots<\lambda_{K}(t, x, \xi)$, then $\lambda_{v}$ are well-defined $C^{\infty}$-functions of $(t, x, \xi)$, homogeneous of degree 1 in $\xi$. If $P_{v}(t, x, \xi)$ are the projections onto the $i \lambda_{\nu}$-eigenspaces of $L_{1}$,

$$
\begin{equation*}
P_{\nu}(t, x, \xi)=\frac{1}{2 \pi i} \int_{\gamma_{\nu}}\left(\zeta-L_{1}(t, x, \xi)\right)^{-1} d \zeta \tag{7.14}
\end{equation*}
$$

where $\gamma_{\nu}$ is a small circle about $i \lambda_{v}(t, x, \xi)$, then $P_{\nu}$ is smooth and homogeneous of degree 0 in $\xi$. Then

$$
\begin{equation*}
S(t, x, \xi)=\sum_{j} P_{j}(t, x, \xi)^{*} P_{j}(t, x, \xi) \tag{7.15}
\end{equation*}
$$

gives the desired symmetrizer.
Higher-order, strictly hyperbolic PDE can be reduced to strictly hyperbolic, first-order systems of this nature. Thus one has an analysis of solutions to such higher-order hyperbolic equations.

## Exercises

1. Carry out the reduction of a strictly hyperbolic PDE of order $m$ to a first-order system of the form (7.1). Starting with

$$
L u=\frac{\partial^{m} u}{\partial y^{m}}+\sum_{j=0}^{m-1} A_{j}\left(y, x, D_{x}\right) \frac{\partial^{j} u}{\partial y^{j}},
$$

where $A_{j}(y, x, D)$ has order $\leq m-j$, form $v=\left(v_{1}, \ldots, v_{m}\right)^{t}$ with

$$
v_{1}=\Lambda^{m-1} u, \ldots, v_{j}=\partial_{y}^{j-1} \Lambda^{m-j} u, \ldots, v_{m}=\partial_{y}^{m-1} u,
$$

to pass from $L u=f$ to

$$
\frac{\partial v}{\partial y}=K\left(y, x, D_{x}\right) v+F
$$

with $F=(0, \ldots, 0, f)^{t}$. Give an appropriate definition of strict hyperbolicity in this context, and show that this first-order system is strictly hyperbolic provided $L$ is.
2. Fix $r>0$. Let $\gamma_{r} \in \mathcal{E}^{\prime}\left(\mathbb{R}^{2}\right)$ denote the unit mass density on the circle of radius $r$ :

$$
\left\langle u, \gamma_{r}\right\rangle=\frac{1}{2 \pi} \int_{-\pi}^{\pi} u(r \cos \theta, r \sin \theta) d \theta .
$$

Let $\Gamma_{r} u=\gamma_{r} * u$. Show that there exist $A_{r}(\xi) \in S^{-1 / 2}\left(\mathbb{R}^{2}\right)$ and $B_{r}(\xi) \in S^{1 / 2}\left(\mathbb{R}^{2}\right)$, such that

$$
\begin{equation*}
\Gamma_{r}=A_{r}(D) \cos r \sqrt{-\Delta}+B_{r}(D) \frac{\sin r \sqrt{-\Delta}}{\sqrt{-\Delta}} . \tag{7.16}
\end{equation*}
$$

(Hint: See Exercise 1 in $\S 7$ of Chap. 6.)

## 8. Egorov's theorem

We want to examine the behavior of operators obtained by conjugating a pseudodifferential operator $P_{0} \in O P S_{1,0}^{m}$ by the solution operator to a scalar hyperbolic equation of the form

$$
\begin{equation*}
\frac{\partial u}{\partial t}=i A\left(t, x, D_{x}\right) u \tag{8.1}
\end{equation*}
$$

where we assume $A=A_{1}+A_{0}$ with

$$
\begin{equation*}
A_{1}(t, x, \xi) \in S_{c l}^{1} \text { real, } \quad A_{0}(t, x, \xi) \in S_{c l}^{0} \tag{8.2}
\end{equation*}
$$

We suppose $A_{1}(t, x, \xi)$ is homogeneous in $\xi$, for $|\xi| \geq 1$. Denote by $S(t, s)$ the solution operator to (8.1), taking $u(s)$ to $u(t)$. This is a bounded operator on each Sobolev space $H^{\sigma}$, with inverse $S(s, t)$. Set

$$
\begin{equation*}
P(t)=S(t, 0) P_{0} S(0, t) \tag{8.3}
\end{equation*}
$$

We aim to prove the following result of Y. Egorov.
Theorem 8.1. If $P_{0}=p_{0}(x, D) \in O P S_{1,0}^{m}$, then for each $t, P(t) \in O P S_{1,0}^{m}$, modulo a smoothing operator. The principal symbol of $P(t)\left(\bmod S_{1,0}^{m-1}\right)$ at a point $\left(x_{0}, \xi_{0}\right)$ is equal to $p_{0}\left(y_{0}, \eta_{0}\right)$, where $\left(y_{0}, \eta_{0}\right)$ is obtained from $\left(x_{0}, \xi_{0}\right)$ by following the flow $\mathcal{C}(t)$ generated by the (time-dependent) Hamiltonian vector field

$$
\begin{equation*}
H_{A_{1}(t, x, \xi)}=\sum_{j=1}^{n}\left(\frac{\partial A_{1}}{\partial \xi_{j}} \frac{\partial}{\partial x_{j}}-\frac{\partial A_{1}}{\partial x_{j}} \frac{\partial}{\partial \xi_{j}}\right) . \tag{8.4}
\end{equation*}
$$

To start the proof, differentiating (8.3) with respect to $t$ yields

$$
\begin{equation*}
P^{\prime}(t)=i[A(t, x, D), P(t)], \quad P(0)=P_{0} \tag{8.5}
\end{equation*}
$$

We will construct an approximate solution $Q(t)$ to (8.5) and then show that $Q(t)-$ $P(t)$ is a smoothing operator.

So we are looking for $Q(t)=q(t, x, D) \in O P S_{1,0}^{m}$, solving

$$
\begin{equation*}
Q^{\prime}(t)=i[A(t, x, D), Q(t)]+R(t), \quad Q(0)=P_{0} \tag{8.6}
\end{equation*}
$$

where $R(t)$ is a smooth family of operators in $O P S^{-\infty}$. We do this by constructing the symbol $q(t, x, \xi)$ in the form

$$
\begin{equation*}
q(t, x, \xi) \sim q_{0}(t, x, \xi)+q_{1}(t, x, \xi)+\cdots \tag{8.7}
\end{equation*}
$$

Now the symbol of $i[A, Q(t)]$ is of the form

$$
\begin{equation*}
H_{A_{1}} q+\left\{A_{0}, q\right\}+i \sum_{|\alpha| \geq 2} \frac{i^{|\alpha|}}{\alpha!}\left(A^{(\alpha)} q_{(\alpha)}-q^{(\alpha)} A_{(\alpha)}\right) \tag{8.8}
\end{equation*}
$$

where $A^{(\alpha)}=D_{\xi}^{\alpha} A, A_{(\alpha)}=D_{x}^{\alpha} A$, and so on. Since we want the difference between this and $\partial q / \partial t$ to have order $-\infty$, this suggests defining $q_{0}(t, x, \xi)$ by

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}-H_{A_{1}}\right) q_{0}(t, x, \xi)=0, \quad q_{0}(0, x, \xi)=p_{0}(x, \xi) \tag{8.9}
\end{equation*}
$$

Thus $q_{0}\left(t, x_{0}, \xi_{0}\right)=p_{0}\left(y_{0}, \eta_{0}\right)$, as in the statement of the theorem; we have $q_{0}(t, x, \xi) \in S_{1,0}^{m}$. Equation (8.9) is called a transport equation. Recursively, we obtain transport equations

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}-H_{A_{1}}\right) q_{j}(t, x, \xi)=b_{j}(t, x, \xi), \quad q_{j}(0, x, \xi)=0 \tag{8.10}
\end{equation*}
$$

for $j \geq 1$, with solutions in $S_{1,0}^{m-j}$, leading to a solution to (8.6).
Finally, we show that $P(t)-Q(t)$ is a smoothing operator. Equivalently, we show that, for any $f \in H^{\sigma}\left(\mathbb{R}^{n}\right)$,

$$
\begin{equation*}
v(t)-w(t)=S(t, 0) P_{0} f-Q(t) S(t, 0) f \in H^{\infty}\left(\mathbb{R}^{n}\right) \tag{8.11}
\end{equation*}
$$

where $H^{\infty}\left(\mathbb{R}^{n}\right)=\cap_{s} H^{s}\left(\mathbb{R}^{n}\right)$. Note that

$$
\begin{equation*}
\frac{\partial v}{\partial t}=i A(t, x, D) v, \quad v(0)=P_{0} f \tag{8.12}
\end{equation*}
$$

while use of (8.6) gives

$$
\begin{equation*}
\frac{\partial w}{\partial t}=i A(t, x, D) w+g, \quad w(0)=P_{0} f \tag{8.13}
\end{equation*}
$$

where

$$
\begin{equation*}
g=R(t) S(t, 0) w \in C^{\infty}\left(\mathbb{R}, H^{\infty}\left(\mathbb{R}^{n}\right)\right) \tag{8.14}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\frac{\partial}{\partial t}(v-w)=i A(t, x, D)(v-w)-g, \quad v(0)-w(0)=0 \tag{8.15}
\end{equation*}
$$

Thus energy estimates for hyperbolic equations yield $v(t)-w(t) \in H^{\infty}$, for any $f \in H^{\sigma}\left(\mathbb{R}^{n}\right)$, completing the proof.

A check of the proof shows that

$$
\begin{equation*}
P_{0} \in O P S_{c l}^{m} \Longrightarrow P(t) \in O P S_{c l}^{m} \tag{8.16}
\end{equation*}
$$

Also, the proof readily extends to yield the following:
Proposition 8.2. With $A(t, x, D)$ as before,

$$
\begin{equation*}
P_{0} \in O P S_{\rho, \delta}^{m} \Longrightarrow P(t) \in O P S_{\rho, \delta}^{m} \tag{8.17}
\end{equation*}
$$

provided

$$
\begin{equation*}
\rho>\frac{1}{2}, \quad \delta=1-\rho . \tag{8.18}
\end{equation*}
$$

One needs $\delta=1-\rho$ to ensure that $p(\mathcal{C}(t)(x, \xi)) \in S_{\rho, \delta}^{m}$, and one needs $\rho>\delta$ to ensure that the transport equations generate $q_{j}(t, x, \xi)$ of progressively lower order.

## Exercises

1. Let $\chi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a diffeomorphism that is a linear map outside some compact set. Define $\chi^{*}: C^{\infty}\left(\mathbb{R}^{n}\right) \rightarrow C^{\infty}\left(\mathbb{R}^{n}\right)$ by $\chi^{*} f(x)=f(\chi(x))$. Show that

$$
\begin{equation*}
P \in O P S_{1,0}^{m} \Longrightarrow(\chi *)^{-1} P \chi^{*} \in O P S_{1,0}^{m} \tag{8.19}
\end{equation*}
$$

(Hint: Reduce to the case where $\chi$ is homotopic to a linear map through diffeomorphisms, and show that the result in that case is a special case of Theorem 8.1, where $A(t, x, D)$ is a $t$-dependent family of real vector fields on $\mathbb{R}^{n}$.)
2. Let $a \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right), \varphi \in C^{\infty}\left(\mathbb{R}^{n}\right)$ be real-valued, and $\nabla \varphi \neq 0$ on supp $a$. If $P \in$ $O P S^{m}$, show that

$$
\begin{equation*}
P\left(a e^{i \lambda \varphi}\right)=b(x, \lambda) e^{i \lambda \varphi(x)} \tag{8.20}
\end{equation*}
$$

where

$$
\begin{equation*}
b(x, \lambda) \sim \lambda^{m}\left[b_{0}^{ \pm}(x)+b_{1}^{ \pm}(x) \lambda^{-1}+\cdots\right], \quad \lambda \rightarrow \pm \infty \tag{8.21}
\end{equation*}
$$

(Hint: Using a partition of unity and Exercise 1, reduce to the case $\varphi(x)=x \cdot \xi$, for some $\xi \in \mathbb{R}^{n} \backslash 0$.)
3. If $a$ and $\varphi$ are as in Exercise 2 above and $\Gamma_{r}$ is as in Exercise 2 of $\S 7$, show that, mod $O\left(\lambda^{-\infty}\right)$,

$$
\begin{equation*}
\Gamma_{r}\left(a e^{i \lambda \varphi}\right)=\cos r \sqrt{-\Delta}\left(A_{r}(x, \lambda) e^{i \lambda \varphi}\right)+\frac{\sin r \sqrt{-\Delta}}{\sqrt{-\Delta}}\left(B_{r}(x, \lambda) e^{i \lambda \varphi}\right) \tag{8.22}
\end{equation*}
$$

where

$$
\begin{gathered}
A_{r}(x, \lambda) \sim \lambda^{-1 / 2}\left[a_{0 r}^{ \pm}(x)+a_{1 r}^{ \pm}(x) \lambda^{-1}+\cdots\right], \\
B_{r}(x, \lambda) \sim \lambda^{1 / 2}\left[b_{0 r}^{ \pm}(x)+b_{1 r}^{ \pm}(x) \lambda^{-1}+\cdots\right],
\end{gathered}
$$

as $\lambda \rightarrow \pm \infty$.

## 9. Microlocal regularity

We define the notion of wave front set of a distribution $u \in H^{-\infty}\left(\mathbb{R}^{n}\right)=$ $\cup_{s} H^{s}\left(\mathbb{R}^{n}\right)$, which refines the notion of singular support. If $p(x, \xi) \in S^{m}$ has principal symbol $p_{m}(x, \xi)$, homogeneous in $\xi$, then the characteristic set of $P=p(x, D)$ is given by

$$
\begin{equation*}
\text { Char } P=\left\{(x, \xi) \in \mathbb{R}^{n} \times\left(\mathbb{R}^{n} \backslash 0\right): p_{m}(x, \xi)=0\right\} \tag{9.1}
\end{equation*}
$$

If $p_{m}(x, \xi)$ is a $K \times K$ matrix, take the determinant. Equivalently, $\left(x_{0}, \xi_{0}\right)$ is noncharacteristic for $P$, or $P$ is elliptic at $\left(x_{0}, \xi_{0}\right)$, if $\left|p(x, \xi)^{-1}\right| \leq C|\xi|^{-m}$, for $(x, \xi)$ in a small conic neighborhood of $\left(x_{0}, \xi_{0}\right)$ and $|\xi|$ large. By definition, a conic set is invariant under the dilations $(x, \xi) \mapsto(x, r \xi), r \in(0, \infty)$. The wave front set is defined by

$$
\begin{equation*}
\mathrm{WF}(u)=\bigcap\left\{\operatorname{Char} P: P \in O P S^{0}, P u \in C^{\infty}\right\} . \tag{9.2}
\end{equation*}
$$

Clearly, WF $(u)$ is a closed conic subset of $\mathbb{R}^{n} \times\left(\mathbb{R}^{n} \backslash 0\right)$.
Proposition 9.1. If $\pi$ is the projection $(x, \xi) \mapsto x$, then

$$
\pi(W F(u))=\operatorname{sing} \operatorname{supp} u .
$$

Proof. If $x_{0} \notin \operatorname{sing} \operatorname{supp} u$, there is a $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right), \varphi=1$ near $x_{0}$, such that $\varphi u \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$. Clearly, $\left(x_{0}, \xi\right) \notin \operatorname{Char} \varphi$ for any $\xi \neq 0$, so $\pi(W F(u)) \subset$ sing supp $u$.

Conversely, if $x_{0} \notin \pi(W F(u))$, then for any $\xi \neq 0$ there is a $Q \in O P S^{0}$ such that $\left(x_{0}, \xi\right) \notin$ Char $Q$ and $Q u \in C^{\infty}$. Thus we can construct finitely many $Q_{j} \in$ $O P S^{0}$ such that $Q_{j} u \in C^{\infty}$ and each $\left(x_{0}, \xi\right)$ (with $|\xi|=1$ ) is noncharacteristic for some $Q_{j}$. Let $Q=\sum Q_{j}^{*} Q_{j} \in O P S^{0}$. Then $Q$ is elliptic near $x_{0}$ and $Q u \in C^{\infty}$, so $u$ is $C^{\infty}$ near $x_{0}$.

We define the associated notion of $\operatorname{ES}(P)$ for a pseudodifferential operator. Let $U$ be an open conic subset of $\mathbb{R}^{n} \times\left(\mathbb{R}^{n} \backslash 0\right)$. We say that $p(x, \xi) \in S_{\rho, \delta}^{m}$ has order $-\infty$ on $U$ if for each closed conic set $V$ of $U$ we have estimates, for each $N$,

$$
\begin{equation*}
\left|D_{x}^{\beta} D_{\xi}^{\alpha} p(x, \xi)\right| \leq C_{\alpha \beta N V}\langle\xi\rangle^{-N}, \quad(x, \xi) \in V . \tag{9.3}
\end{equation*}
$$

If $P=p(x, D) \in O P S_{\rho, \delta}^{m}$, we define the essential support of $P$ (and of $p(x, \xi)$ ) to be the smallest closed conic set on the complement of which $p(x, \xi)$ has order $-\infty$. We denote this set by $\operatorname{ES}(P)$.

From the symbol calculus of $\S 3$, it follows easily that

$$
\begin{equation*}
\operatorname{ES}\left(P_{1} P_{2}\right) \subset \mathrm{ES}\left(P_{1}\right) \cap \mathrm{ES}\left(P_{2}\right) \tag{9.4}
\end{equation*}
$$

provided $P_{j} \in O P S_{\rho_{j}, \delta_{j}}^{m_{j}}$ and $\rho_{1}>\delta_{2}$. To relate $\mathrm{WF}(P u)$ to $\mathrm{WF}(u)$ and $\operatorname{ES}(P)$, we begin with the following.

Lemma 9.2. Let $u \in H^{-\infty}\left(\mathbb{R}^{n}\right)$, and suppose that $U$ is a conic open set satisfying

$$
W F(u) \cap U=\emptyset .
$$

If $P \in O P S_{\rho, \delta}^{m}, \rho>0, \delta<1$, and $E S(P) \subset U$, then $P u \in C^{\infty}$.

Proof. Taking $P_{0} \in O P S^{0}$ with symbol identically 1 on a conic neighborhood of ES $(P)$, so $P=P P_{0} \bmod O P S^{-\infty}$, it suffices to conclude that $P_{0} u \in C^{\infty}$, so we can specialize the hypothesis to $P \in O P S^{0}$.

By hypothesis, we can find $Q_{j} \in O P S^{0}$ such that $Q_{j} u \in C^{\infty}$ and each $(x, \xi) \in \mathrm{ES}(P)$ is noncharacteristic for some $Q_{j}$, and if $Q=\sum Q_{j}^{*} Q_{j}$, then $Q u \in C^{\infty}$ and Char $Q \cap \mathrm{ES}(P)=\emptyset$. We claim there exists an operator $A \in$ $O P S^{0}$ such that $A Q=P \bmod O P S^{-\infty}$. Indeed, let $\tilde{Q}$ be an elliptic operator whose symbol equals that of $Q$ on a conic neighborhood of $\operatorname{ES}(P)$, and let $\tilde{Q}^{-1}$ denote a parametrix for $\tilde{Q}$. Now simply set $A=P \tilde{Q}^{-1}$. Consequently, (mod $\left.C^{\infty}\right) P u=A Q u \in C^{\infty}$, so the lemma is proved.

We are ready for the basic result on the preservation of wave front sets by a pseudodifferential operator.

Proposition 9.3. If $u \in H^{-\infty}$ and $P \in O P S_{\rho, \delta}^{m}$, with $\rho>0, \delta<1$, then

$$
\begin{equation*}
W F(P u) \subset W F(u) \cap E S(P) \tag{9.5}
\end{equation*}
$$

Proof. First we show $\mathrm{WF}(P u) \subset \mathrm{ES}(P)$. Indeed, if $\left(x_{0}, \xi_{0}\right) \notin \mathrm{ES}(P)$, choose $Q=q(x, D) \in O P S^{0}$ such that $q(x, \xi)=1$ on a conic neighborhood of $\left(x_{0}, \xi_{0}\right)$ and $\mathrm{ES}(Q) \cap \mathrm{ES}(P)=\emptyset$. Thus $Q P \in O P S^{-\infty}$, so $Q P u \in C^{\infty}$. Hence $\left(x_{0}, \xi_{0}\right) \notin \mathrm{WF}(P u)$.

In order to show that $\mathrm{WF}(P u) \subset \mathrm{WF}(u)$, let $\Gamma$ be any conic neighborhood of $\operatorname{WF}(u)$, and write $P=P_{1}+P_{2}, P_{j} \in O P S_{\rho, \delta}^{m}$, with $\operatorname{ES}\left(P_{1}\right) \subset \Gamma$ and $\operatorname{ES}\left(P_{2}\right) \cap \operatorname{WF}(u)=\emptyset$. By Lemma 9.2, $P_{2} u \in C^{\infty}$. Thus $\operatorname{WF}(u)=\mathrm{WF}\left(P_{1} u\right) \subset$ $\Gamma$, which shows $\mathrm{WF}(P u) \subset \mathrm{WF}(u)$.

One says that a pseudodifferential operator of type $(\rho, \delta)$, with $\rho>0$ and $\delta<1$, is microlocal. As a corollary, we have the following sharper form of local regularity for elliptic operators, called microlocal regularity.

Corollary 9.4. If $P \in O P S_{\rho, \delta}^{m}$ is elliptic, $0 \leq \delta<\rho \leq 1$, then

$$
\begin{equation*}
W F(P u)=W F(u) . \tag{9.6}
\end{equation*}
$$

Proof. We have seen that $\mathrm{WF}(P u) \subset \mathrm{WF}(u)$. On the other hand, if $E \in O P S_{\rho, \delta}^{-m}$ is a parametrix for $P$, we see that $\mathrm{WF}(u)=\mathrm{WF}(E P u) \subset \mathrm{WF}(P u)$. In fact, by an argument close to the proof of Lemma 9.2, we have for general $P$ that

$$
\begin{equation*}
\mathrm{WF}(u) \subset \mathrm{WF}(P u) \cup \text { Char } P . \tag{9.7}
\end{equation*}
$$

We next discuss how the solution operator $e^{i t A}$ to a scalar hyperbolic equation $\partial u / \partial t=i A(x, D) u$ propagates the wave front set. We assume $A(x, \xi) \in S_{c l}^{1}$, with real principal symbol. Suppose $\operatorname{WF}(u)=\Sigma$. Then there is a countable family of operators $p_{j}(x, D) \in O P S^{0}$, each of whose complete symbols vanishes in a neighborhood of $\Sigma$, but such that

$$
\begin{equation*}
\Sigma=\bigcap_{j}\left\{(x, \xi): p_{j}(x, \xi)=0\right\} \tag{9.8}
\end{equation*}
$$

We know that $p_{j}(x, D) u \in C^{\infty}$ for each $j$. Using Egorov's theorem, we want to construct a family of pseudodifferential operators $q_{j}(x, D) \in O P S^{0}$ such that $q_{j}(x, D) e^{i t A} u \in C^{\infty}$, this family being rich enough to describe the wave front set of $e^{i t A} u$.

Indeed, let $q_{j}(x, D)=e^{i t A} p_{j}(x, D) e^{-i t A}$. Egorov's theorem implies that $q_{j}(x, D) \in O P S^{0}$ (modulo a smoothing operator) and gives the principal symbol of $q_{j}(x, D)$. Since $p_{j}(x, D) u \in C^{\infty}$, we have $e^{i t A} p_{j}(x, D) u \in C^{\infty}$, which in turn implies $q_{j}(x, D) e^{i t A} u \in C^{\infty}$. From this it follows that $\mathrm{WF}\left(e^{i t A} u\right)$ is contained in the intersection of the characteristics of the $q_{j}(x, D)$, which is precisely $C(t) \Sigma$, the image of $\Sigma$ under the canonical transformation $C(t)$, generated by $H_{A_{1}}$. In other words,

$$
\mathrm{WF}\left(e^{i t A} u\right) \subset C(t) \mathrm{WF}(u)
$$

However, our argument is reversible; $u=e^{-i t A}\left(e^{i t A} u\right)$. Consequently, we have the following result:

Proposition 9.5. If $A=A(x, D) \in O P S^{1}$ is scalar with real principal symbol, then, for $u \in H^{-\infty}$,

$$
\begin{equation*}
W F\left(e^{i t A} u\right)=C(t) W F(u) \tag{9.9}
\end{equation*}
$$

The same argument works for the solution operator $S(t, 0)$ to a timedependent, scalar, hyperbolic equation.

## Exercises

1. If $a \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right), \varphi \in C^{\infty}\left(\mathbb{R}^{n}\right)$ is real-valued, $\nabla \varphi \neq 0$ on supp $a$, as in Exercise 2 of $\S 8$, and $P=p(x, D) \in O P S^{m}$, so

$$
P\left(a e^{i \lambda \varphi}\right)=b(x, \lambda) e^{i \lambda \varphi(x)},
$$

as in (8.20), show that, $\bmod O\left(|\lambda|^{-\infty}\right), b(x, \lambda)$ depends only on the behavior of $p(x, \xi)$ on an arbitrarily small conic neighborhood of

$$
C_{\varphi}=\{(x, \lambda d \varphi(x)): x \in \operatorname{supp} a, \lambda \neq 0\} .
$$

If $C_{\varphi}^{+}$is the subset of $C_{\varphi}$ on which $\lambda>0$, show that the asymptotic behavior of $b(x, \lambda)$ as $\lambda \rightarrow+\infty$ depends only on the behavior of $p(x, \xi)$ on an arbitrarily small conic neighborhood of $C_{\varphi}^{+}$.
2. If $\Gamma_{r}$ is as in (8.22), show that, given $r>0$,

$$
\begin{equation*}
(\cos r \sqrt{-\Delta})\left(a e^{i \lambda \varphi}\right)=\Gamma_{r} Q_{r}\left(a e^{i \lambda \varphi}\right), \quad \bmod O\left(\lambda^{-\infty}\right), \lambda>0, \tag{9.10}
\end{equation*}
$$

for some $Q_{r} \in O P S^{1 / 2}$. Consequently, analyze the behavior of the left side of (9.10), as $\lambda \rightarrow+\infty$, in terms of the behavior of $\Gamma_{r}$ analyzed in $\S 7$ of Chap. 6 .

## 10. Operators on manifolds

Let $M$ be a smooth manifold. It would be natural to say that a continuous linear operator $P: C_{0}^{\infty}(M) \rightarrow \mathcal{D}^{\prime}(M)$ is a pseudodifferential operator in $O P S_{\rho, \delta}^{m}(M)$ provided its Schwartz kernel is $C^{\infty}$ off the diagonal in $M \times M$, and there exists an open cover $\Omega_{j}$ of $M$, a subordinate partition of unity $\varphi_{j}$, and diffeomorphisms $F_{j}: \Omega_{j} \rightarrow \mathcal{O}_{j} \subset \mathbb{R}^{n}$ that transform the operators $\varphi_{k} P \varphi_{j}: C^{\infty}\left(\Omega_{j}\right) \rightarrow \mathcal{E}^{\prime}\left(\Omega_{k}\right)$ into pseudodifferential operators in $O P S_{\rho, \delta}^{m}$, as defined in $\S 1$.

This is a rather "liberal" definition of $O P S_{\rho, \delta}^{m}(M)$. For example, it poses no growth restrictions on the Schwartz kernel $K \in \mathcal{D}^{\prime}(M \times M)$ at infinity. Consequently, if $M$ happens to be $\mathbb{R}^{n}$, the class of operators in $O P S_{\rho, \delta}^{m}(M)$ as defined above is a bit larger than the class $O P S_{\rho, \delta}^{m}$ defined in $\S 1$. One negative consequence of this definition is that pseudodifferential operators cannot always be composed. One drastic step to fix this would be to insist that the kernel be properly supported, so $P: C_{0}^{\infty}(M) \rightarrow C_{0}^{\infty}(M)$. If $M$ is compact, these problems do not arise. If $M$ is noncompact, it is often of interest to place specific restrictions on $K$ near infinity, but we won't go further into this point here.

Another way in which the definition of $O P S_{\rho, \delta}^{m}(M)$ given above is liberal is that it requires $P$ to be locally transformed to pseudodifferential operators on $\mathbb{R}^{n}$ by some coordinate cover. One might ask if then $P$ is necessarily so transformed by every coordinate cover. This comes down to asking if the class $O P S_{\rho, \delta}^{m}$ defined in $\S 1$ is invariant under a diffeomorphism $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$. It would suffice to establish this for the case where $F$ is the identity outside a compact set.

In case $\rho \in(1 / 2,1]$ and $\delta=1-\rho$, this invariance is a special case of the Egorov theorem established in §8. Indeed, one can find a time-dependent vector field $X(t)$ whose flow at $t=1$ coincides with $F$ and apply Theorem 8.1 to $i A(t, x, D)=X(t)$. Note that the formula for the principal symbol of the conjugated operator given there implies

$$
\begin{equation*}
p(1, F(x), \xi)=p_{0}\left(x, F^{\prime}(x)^{t} \xi\right) \tag{10.1}
\end{equation*}
$$

so that the principal symbol is well defined on the cotangent bundle of $M$.
We will therefore generally insist that $\rho \in(1 / 2,1]$ and $\delta=1-\rho$ when talking about $O P S_{\rho, \delta}^{m}(M)$ for a manifold $M$, without a distinguished coordinate chart. In special situations, it might be natural to use coordinate charts with special structure. For instance, for a Cartesian product $M=\mathbb{R} \times \Omega$, one can stick to product coordinate systems. In such a case, we can construct a parametrix $E$ for the hypoelliptic operator $\partial / \partial t-\Delta_{x}, t \in \mathbb{R}, x \in \Omega$, and unambiguously regard $E$ as an operator in $O P S_{1 / 2,0}^{-1}(\mathbb{R} \times \Omega)$.

We make the following comments on the principal symbol of an operator $P \in$ $O P S_{\rho, \delta}^{m}(M)$, when $\rho \in(1 / 2,1], \delta=1-\rho$. By the arguments in $\S 8$, the principal symbol is well defined, if it is regarded as an element of the quotient space:

$$
\begin{equation*}
p(x, \xi) \in S_{\rho, \delta}^{m}\left(T^{*} M\right) / S_{\rho, \delta}^{m-(2 \rho-1)}\left(T^{*} M\right) \tag{10.2}
\end{equation*}
$$

In particular, by Theorem 8.1, in case $P \in O P S_{1,0}^{m}(M)$, we have

$$
\begin{equation*}
p(x, \xi) \in S_{1,0}^{m}\left(T^{*} M\right) / S_{1,0}^{m-1}\left(T^{*} M\right) \tag{10.3}
\end{equation*}
$$

If $P \in S_{c l}^{m}(M)$, then the principal symbol can be taken to be homogeneous in $\xi$ of degree $m$, by (8.16). Note that the characterizations of the Schwartz kernels of operators in $O P S_{1,0}^{m}$ and in $O P S_{c l}^{m}$ given in $\S 2$ also make clear the invariance of these classes under coordinate transformations.

We now discuss some properties of an elliptic operator $A \in O P S_{1,0}^{m}(M)$, when $M$ is a compact Riemannian manifold. Denote by $B$ a parametrix, so we have, for each $s \in \mathbb{R}$,

$$
\begin{equation*}
A: H^{s+m}(M) \longrightarrow H^{s}(M), \quad B: H^{s}(M) \longrightarrow H^{s+m}(M) \tag{10.4}
\end{equation*}
$$

and $A B=I+K_{1}, B A=I+K_{2}$, where $K_{j}: \mathcal{D}^{\prime}(M) \rightarrow C^{\infty}(M)$. Thus $K_{j}$ is compact on each Sobolev space $H^{s}(M)$, so $B$ is a two-sided Fredholm inverse of $A$ in (10.4). In particular, $A$ is a Fredholm operator; ker $A=\mathcal{K}_{s+m} \subset H^{s+m}(M)$ is finite-dimensional, and $A\left(H^{s+m}(M)\right) \subset H^{s}(M)$ is closed, of finite codimension, so

$$
\mathcal{C}_{s}=\left\{v \in H^{-s}(M):\langle A u, v\rangle=0 \text { for all } u \in H^{s+m}(M)\right\}
$$

is finite-dimensional. Note that $\mathcal{C}_{s}$ is the null space of

$$
\begin{equation*}
A^{*}: H^{-s}(M) \longrightarrow H^{-s-m}(M) \tag{10.5}
\end{equation*}
$$

which is also an elliptic operator in $O P S_{1,0}^{m}(M)$. Elliptic regularity yields, for all $s$,

$$
\begin{equation*}
\mathcal{K}_{s+m}=\left\{u \in C^{\infty}(M): A u=0\right\}, \quad \mathcal{C}_{s}=\left\{v \in C^{\infty}(M): A^{*} v=0\right\} . \tag{10.6}
\end{equation*}
$$

Thus these spaces are independent of $s$.
Suppose now that $m>0$. We will consider $A$ as an unbounded operator on the Hilbert space $L^{2}(M)$, with domain

$$
\begin{equation*}
\mathcal{D}(A)=\left\{u \in L^{2}(M): A u \in L^{2}(M)\right\} . \tag{10.7}
\end{equation*}
$$

It is easy to see that $A$ is closed. Also, elliptic regularity implies

$$
\begin{equation*}
\mathcal{D}(A)=H^{m}(M) \tag{10.8}
\end{equation*}
$$

Since $A$ is closed and densely defined, its Hilbert space adjoint is defined, also as a closed, unbounded operator on $L^{2}(M)$, with a dense domain. The symbol $A^{*}$ is also our preferred notation for the Hilbert space adjoint. To avoid confusion, we will temporarily use $A^{t}$ to denote the adjoint on $\mathcal{D}^{\prime}(M)$, so $A^{t} \in O P S^{m}(M)$,
$A^{t}: H^{s+m}(M) \rightarrow H^{s}(M)$, for all $s$. Now the unbounded operator $A^{*}$ has domain

$$
\begin{equation*}
\mathcal{D}\left(A^{*}\right)=\left\{u \in L^{2}(M):|(u, A v)| \leq c(u)\|v\|_{L^{2}}, \forall v \in \mathcal{D}(A)\right\}, \tag{10.9}
\end{equation*}
$$

and then $A^{*} u$ is the unique element of $L^{2}(M)$ such that

$$
\begin{equation*}
\left(A^{*} u, v\right)=(u, A v), \text { for all } v \in \mathcal{D}(A) \tag{10.10}
\end{equation*}
$$

Recall that $\mathcal{D}(A)=H^{m}(M)$. Since, for any $u \in H^{m}(M), v \in H^{m}(M)$, we have $\left(A^{t} u, v\right)=(u, A v)$, we see that $\mathcal{D}\left(A^{*}\right) \supset H^{m}(M)$ and $A^{*}=A^{t}$ on $H^{m}(M)$. On the other hand, $(u, A v)=\left(A^{t} u, v\right)$ holds for all $v \in H^{m}(M), u \in L^{2}(M)$, the latter inner product being given by the duality of $H^{-m}(M)$ and $H^{m}(M)$. Thus it follows that

$$
u \in \mathcal{D}\left(A^{*}\right) \Longrightarrow A^{*} u=A^{t} u \in L^{2}(M)
$$

But elliptic regularity for $A^{t} \in O P S_{1,0}^{m}(M)$ then implies $u \in H^{m}(M)$. Thus

$$
\begin{equation*}
\mathcal{D}\left(A^{*}\right)=H^{m}(M), \quad A^{*}=\left.A^{t}\right|_{H^{m}(M)} \tag{10.11}
\end{equation*}
$$

In particular, if $A$ is elliptic in $O P S_{1,0}^{m}(M), m>0$, and also symmetric (i.e., $A=A^{t}$ ), then the Hilbert space operator is self-adjoint; $A=A^{*}$. For any $\lambda \in$ $\mathbb{C} \backslash \mathbb{R},(\lambda I-A)^{-1}: L^{2}(M) \rightarrow \mathcal{D}(A)=H^{m}(M)$, so $A$ has compact resolvent. Thus $L^{2}(M)$ has an orthonormal basis of eigenfunctions of $A, A u_{j}=\lambda_{j} u_{j}$, $\left|\lambda_{j}\right| \rightarrow \infty$, and, by elliptic regularity, each $u_{j}$ belongs to $C^{\infty}(M)$.

## Exercises

In the following exercises, assume that $M$ is a smooth, compact, Riemannian manifold. Let $A \in O P S^{m}(M)$ be elliptic, positive, and self-adjoint, with $m>0$. Let $u_{j}$ be an orthonormal basis of $L^{2}(M)$ consisting of eigenfunctions of $A, A u_{j}=\lambda_{j} u_{j}$. Given $f \in \mathcal{D}^{\prime}(M)$, form "Fourier coefficients" $\hat{f}(j)=\left(f, u_{j}\right)$. Thus $f \in L^{2}(M)$ implies

$$
\begin{equation*}
f=\sum_{j=0}^{\infty} \hat{f}(j) u_{j} \tag{10.12}
\end{equation*}
$$

with convergence in $L^{2}$-norm.

1. Given $s \in \mathbb{R}$, show that $f \in H^{s}(M)$ if and only if $\sum|\hat{f}(j)|^{2}\left\langle\lambda_{j}\right\rangle^{2 s / m}<\infty$.
2. Show that, for any $s \in \mathbb{R}, f \in H^{s}(M)$, (10.12) holds, with convergence in $H^{s}$-norm. Conclude that if $s>n / 2$ and $f \in H^{s}(M)$, the series converges uniformly to $f$.
3. If $s>n / 2$ and $f \in H^{s}(M)$, show that (10.12) converges absolutely. (Hint: Fix $x_{0} \in M$ and pick $c_{j} \in \mathbb{C},\left|c_{j}\right|=1$, such that $c_{j} \hat{f}(j) u_{j}\left(x_{0}\right) \geq 0$. Now consider $\left.\sum c_{j} \hat{f}(j) u_{j}.\right)$
4. Let $-L$ be a second-order, elliptic, positive, self-adjoint differential operator on a compact Riemannian manifold $M$. Suppose $A \in O P S^{1}(M)$ is positive, self-adjoint, and
$A^{2}=-L+R$, where $R: \mathcal{D}^{\prime}(M) \rightarrow C^{\infty}(M)$. Show that $A-\sqrt{-L}: \mathcal{D}^{\prime}(M) \rightarrow$
$C^{\infty}(M)$. $C^{\infty}(M)$.

One approach to Exercise 4 is the following.
5. Given $f \in H^{S}(M)$, form

$$
u(y, x)=e^{-y \sqrt{-L}} f(x), \quad v(y, x)=e^{-y A} f(x)
$$

for $(y, x) \in[0, \infty) \times M$. Note that

$$
\left(\frac{\partial^{2}}{\partial y^{2}}+L\right) u=0, \quad\left(\frac{\partial^{2}}{\partial y^{2}}+L\right) v=-R v(y, x)
$$

Use estimates and regularity for the Dirichlet problem for $\partial^{2} / \partial y^{2}+L$ on $[0, \infty) \times M$ to show that $u-v \in C^{\infty}([0, \infty) \times M)$. Conclude that $\partial u / \partial y-\partial v /\left.\partial y\right|_{y=0}=(A-$ $\sqrt{-L}) f \in C^{\infty}(M)$.
6. With $L$ as above, use the symbol calculus of $\S 4$ to construct a self-adjoint $A \in$ $O P S^{1}(M)$, with positive principal symbol, such that $A^{2}+L \in O P S^{-\infty}(M)$. Conclude that Exercise 4 applies to $A$.
7. Show that $O P S_{1,0}^{0}(M)$ has a natural Fréchet space structure.

## 11. The method of layer potentials

We discuss, in the light of the theory of pseudodifferential operators, the use of "single- and double-layer potentials" to study the Dirichlet and Neumann boundary problems for the Laplace equation. Material developed here will be useful in $\S 7$ of Chap. 9 , which treats the use of integral equations in scattering theory.

Let $\bar{\Omega}$ be a connected, compact Riemannian manifold with nonempty boundary; $n=\operatorname{dim} \Omega$. Suppose $\bar{\Omega} \subset M$, a Riemannian manifold of dimension $n$ without boundary, on which there is a fundamental solution $E(x, y)$ to the Laplace equation:

$$
\begin{equation*}
\Delta_{x} E(x, y)=\delta_{y}(x) \tag{11.1}
\end{equation*}
$$

where $E(x, y)$ is the Schwartz kernel of an operator $E(x, D) \in O P S^{-2}(M)$; we have

$$
\begin{equation*}
E(x, y) \sim c_{n} \operatorname{dist}(x, y)^{2-n}+\cdots \tag{11.2}
\end{equation*}
$$

as $x \rightarrow y$, if $n \geq 3$, while

$$
\begin{equation*}
E(x, y) \sim c_{2} \log \operatorname{dist}(x, y)+\cdots \tag{11.3}
\end{equation*}
$$

if $n=2$. Here, $c_{n}=-\left[(n-2) \operatorname{Area}\left(S^{n-1}\right)\right]^{-1}$ for $n \geq 3$, and $c_{2}=1 / 2 \pi$. The single- and double-layer potentials of a function $f$ on $\partial \Omega$ are defined by

$$
\begin{equation*}
\mathcal{S} \ell f(x)=\int_{\partial \Omega} f(y) E(x, y) d S(y) \tag{11.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{D} \ell f(x)=\int_{\partial \Omega} f(y) \frac{\partial E}{\partial v_{y}}(x, y) d S(y) \tag{11.5}
\end{equation*}
$$

for $x \in M \backslash \partial \Omega$. Given a function $v$ on $M \backslash \partial \Omega$, for $x \in \partial \Omega$, let $v_{+}(x)$ and $v_{-}(x)$ denote the limits of $v(z)$ as $z \rightarrow x$, from $z \in \Omega$ and $z \in M \backslash \bar{\Omega}=\mathcal{O}$, respectively, when these limits exist. The following are fundamental properties of these layer potentials.

Proposition 11.1. For $x \in \partial \Omega$, we have

$$
\begin{equation*}
\mathcal{S} \ell f_{+}(x)=\mathcal{S} \ell f_{-}(x)=S f(x) \tag{11.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{D} \ell f_{ \pm}(x)= \pm \frac{1}{2} f(x)+\frac{1}{2} N f(x) \tag{11.7}
\end{equation*}
$$

where, for $x \in \partial \Omega$,

$$
\begin{equation*}
S f(x)=\int_{\partial \Omega} f(y) E(x, y) d S(y) \tag{11.8}
\end{equation*}
$$

and

$$
\begin{equation*}
N f(x)=2 \int_{\partial \Omega} f(y) \frac{\partial E}{\partial v_{y}}(x, y) d S(y) \tag{11.9}
\end{equation*}
$$

Note that $\left.E(x, \cdot)\right|_{\partial \Omega}$ is integrable, uniformly in $x$, and that the conclusion in (11.6) is elementary, at least for $f$ continuous; the conclusion in (11.7) is a bit more mysterious. To see what is behind such results, let us look at the more general situation of

$$
\begin{equation*}
v=p(x, D)(f \sigma) \tag{11.10}
\end{equation*}
$$

where $\sigma \in \mathcal{E}^{\prime}(M)$ is surface measure on a hypersurface (here $\partial \Omega$ ), $f \in \mathcal{D}^{\prime}(\partial \Omega)$, so $f \sigma \in \mathcal{E}^{\prime}(M)$. Assume that $p(x, D) \in \operatorname{OPS}^{m}(M)$. Make a local coordinate change, straightening out the surface to $\left\{x_{n}=0\right\}$. Then, in this coordinate system

$$
\begin{align*}
v\left(x^{\prime}, x_{n}\right) & =\int \hat{f}\left(\xi^{\prime}\right) e^{i x^{\prime} \cdot \xi^{\prime}} p\left(x, \xi^{\prime}, \xi_{n}\right) e^{i x_{n} \xi_{n}} d \xi_{n} d \xi^{\prime}  \tag{11.11}\\
& =q\left(x_{n}, x^{\prime}, D_{x^{\prime}}\right) f
\end{align*}
$$

for $x_{n} \neq 0$, where

$$
\begin{equation*}
q\left(x_{n}, x^{\prime}, \xi^{\prime}\right)=\int p\left(x, \xi^{\prime}, \xi_{n}\right) e^{i x_{n} \xi_{n}} d \xi_{n} \tag{11.12}
\end{equation*}
$$

If $p(x, \xi)$ is homogeneous of degree $m$ in $\xi$, for $|\xi| \geq 1$, then for $\left|\xi^{\prime}\right| \geq 1$ we have

$$
\begin{equation*}
q\left(x_{n}, x^{\prime}, \xi^{\prime}\right)=\left|\xi^{\prime}\right|^{m+1} \tilde{p}\left(x, \omega^{\prime}, x_{n}\left|\xi^{\prime}\right|\right) \tag{11.13}
\end{equation*}
$$

where $\omega^{\prime}=\xi^{\prime} /\left|\xi^{\prime}\right|$ and

$$
\tilde{p}\left(x, \omega^{\prime}, \tau\right)=\int p\left(x, \omega^{\prime}, \zeta\right) e^{i \zeta \tau} d \zeta
$$

Now, if $m<-1$, the integral in (11.12) is absolutely convergent and $q\left(x_{n}, x^{\prime}, \xi^{\prime}\right)$ is continuous in all arguments, even across $x_{n}=0$. On the other hand, if $m=-1$, then, temporarily neglecting all the arguments of $p$ but the last, we are looking at the Fourier transform of a smooth function of one variable whose asymptotic behavior as $\xi_{n} \rightarrow \pm \infty$ is of the form $C_{1}^{ \pm} \xi_{n}^{-1}+C_{2}^{ \pm} \xi_{n}^{-2}+\cdots$. From the results of Chap. 3 we know that the Fourier transform is smooth except at $x_{n}=0$, and if $C_{1}^{+}=C_{1}^{-}$, then the Fourier transform has a jump across $x_{n}=0$; otherwise there may be a logarithmic singularity.

It follows that if $p(x, D) \in O P S^{m}(M)$ and $m<-1$, then (11.10) has a limit on $\partial \Omega$, given by

$$
\begin{equation*}
\left.v\right|_{\partial \Omega}=Q f, \quad Q \in O P S^{m+1}(\partial \Omega) \tag{11.14}
\end{equation*}
$$

On the other hand, if $m=-1$ and the symbol of $p(x, D)$ has the behavior that, for $x \in \partial \Omega, v_{x}$ normal to $\partial \Omega$ at $x$,

$$
\begin{equation*}
p\left(x, \xi \pm \tau v_{x}\right)= \pm C(x, \xi) \tau^{-1}+O\left(\tau^{-2}\right), \quad \tau \rightarrow+\infty \tag{11.15}
\end{equation*}
$$

then (11.10) has a limit from each side of $\partial \Omega$, and

$$
\begin{equation*}
v_{ \pm}=Q_{ \pm} f, \quad Q_{ \pm} \in \operatorname{OPS}^{0}(\partial \Omega) \tag{11.16}
\end{equation*}
$$

To specialize these results to the setting of Proposition 11.1 , note that

$$
\begin{equation*}
\mathcal{S} \ell f=E(x, D)(f \sigma) \tag{11.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{D} \ell f=E(x, D) X^{*}(f \sigma) \tag{11.18}
\end{equation*}
$$

where $X$ is any vector field on $M$ equal to $\partial / \partial v$ on $\partial \Omega$, with formal adjoint $X^{*}$, given by

$$
\begin{equation*}
X^{*} v=-X v-(\operatorname{div} X) v \tag{11.19}
\end{equation*}
$$

The analysis of (11.10) applies directly to (11.17), with $m=-2$. That the boundary value is given by (11.8) is elementary for $f \in C(\partial \Omega)$, as noted before. Given (11.14), it then follows for more general $f$.

Now (11.18) is also of the form (11.10), with $p(x, D)=E(x, D) X^{*} \in$ $O P S^{-1}(M)$. Note that the principal symbol at $x \in \partial \Omega$ is given by

$$
\begin{equation*}
p_{0}(x, \xi)=-|\xi|^{-2}\langle v(x), \xi\rangle \tag{11.20}
\end{equation*}
$$

which satisfies the condition (11.15), so the conclusion (11.16) applies. Note that

$$
p_{0}\left(x, \xi \pm \tau \nu_{x}\right)=-\left|\xi \pm \tau v_{x}\right|^{-2}\left\langle v_{x}, \xi \pm \tau v_{x}\right\rangle
$$

so in this case (11.15) holds with $C(x, \xi)=1$. Thus the operators $Q_{ \pm}$in (11.16) have principal symbols $\pm$ const. That the constant is as given in (11.7) follows from keeping careful track of the constants in the calculations (11.11)-(11.13) (cf. Exercise 9 below).

Let us take a closer look at the behavior of $\left(\partial / \partial \nu_{y}\right) E(x, y)$. Note that, for $x$ close to $y$, if $V_{x, y}$ denotes the unit vector at $y$ in the direction of the geodesic from $x$ to $y$, then (for $n \geq 3$ )

$$
\begin{equation*}
\nabla_{y} E(x, y) \sim(2-n) c_{n} \operatorname{dist}(x, y)^{1-n} V_{x, y}+\cdots \tag{11.21}
\end{equation*}
$$

If $y \in \partial \Omega$ and $v_{y}$ is the unit normal to $\partial \Omega$ at $y$, then

$$
\begin{equation*}
\frac{\partial}{\partial v_{y}} E(x, y) \sim(2-n) c_{n} \operatorname{dist}(x, y)^{1-n}\left\langle V_{x, y}, v_{y}\right\rangle+\cdots . \tag{11.22}
\end{equation*}
$$

Note that $(2-n) c_{n}=-1 / \operatorname{Area}\left(S^{n-1}\right)$. Clearly, the inner product $\left\langle V_{x, y}, v_{y}\right\rangle=$ $\alpha(x, y)$ restricted to $(x, y) \in \partial \Omega \times \partial \Omega$ is Lipschitz and vanishes on the diagonal $x=y$. This vanishing makes $\left(\partial E / \partial v_{y}\right)(x, y)$ integrable on $\partial \Omega \times \partial \Omega$. It is clear that in the case (11.7), $Q_{ \pm}$have Schwartz kernels equal to $\left(\partial / \partial \nu_{y}\right) E(x, y)$ on the complement of the diagonal in $\partial \Omega \times \partial \Omega$. In light of our analysis above of the principal symbol of $Q_{ \pm}$, the proof of (11.7) is complete.

As a check on the evaluation of the constant $c$ in $\mathcal{D} \ell f_{ \pm}= \pm c f+(1 / 2) N f$, $c=1 / 2$, note that applying Green's formula to $\int_{\Omega}(\Delta 1) \cdot E(x, y) d y$ readily gives

$$
\begin{array}{r}
\int_{\partial \Omega} \frac{\partial E}{\partial v_{y}}(x, y) d S(y)=1, \quad \text { for } x \in \Omega \\
0, \quad \text { for } x \in \mathcal{O}
\end{array}
$$

as the value of $\mathcal{D} \ell f_{ \pm}$for $f=1$. Since $\mathcal{D} \ell f_{+}-\mathcal{D} \ell f_{-}=2 c f$, this forces $c=1 / 2$.

The way in which $\pm(1 / 2) f(x)$ arises in (11.7) is captured well by the model case of $\partial \Omega$ a hyperplane in $\mathbb{R}^{n}$, and

$$
E\left(\left(x^{\prime}, x_{n}\right),\left(y^{\prime}, 0\right)\right)=c_{n}\left[\left(x^{\prime}-y^{\prime}\right)^{2}+x_{n}^{2}\right]^{(2-n) / 2}
$$

when (11.22) becomes

$$
\frac{\partial}{\partial y_{n}} E\left(\left(x^{\prime}, x_{n}\right),\left(y^{\prime}, 0\right)\right)=(2-n) c_{n} x_{n}\left[\left(x^{\prime}-y^{\prime}\right)^{2}+x_{n}^{2}\right]^{-n / 2}
$$

though in this example $N=0$.
The following properties of the operators $S$ and $N$ are fundamental.

## Proposition 11.2. We have

$$
\begin{equation*}
S, N \in \operatorname{OPS}^{-1}(\partial \Omega), \quad S \text { elliptic. } \tag{11.23}
\end{equation*}
$$

Proof. That $S$ has this behavior follows immediately from (11.2) and (11.3). The ellipticity at $x$ follows from taking normal coordinates at $x$ and using Exercise 3 of $\S 4$, for $n \geq 3$; for $n=2$, the reader can supply an analogous argument. That $N$ also satisfies (11.23) follows from (11.22) and the vanishing of $\alpha(x, y)=$ $\left\langle V_{x, y}, v_{y}\right\rangle$ on the diagonal.

An important result complementary to Proposition 11.1 is the following, on the behavior of the normal derivative at $\partial \Omega$ of single-layer potentials.

Proposition 11.3. For $x \in \partial \Omega$, we have

$$
\begin{equation*}
\frac{\partial}{\partial \nu} \mathcal{S} \ell f_{ \pm}(x)=\frac{1}{2}\left(\mp f+N^{\#} f\right) \tag{11.24}
\end{equation*}
$$

where $N^{\#} \in \operatorname{OPS}^{-1}(\partial \Omega)$ is given by

$$
\begin{equation*}
N^{\#} f(x)=2 \int_{\partial \Omega} f(y) \frac{\partial E}{\partial v_{x}}(x, y) d S(y) \tag{11.25}
\end{equation*}
$$

Proof. The proof of (11.24) is directly parallel to that of (11.7). To see on general principles why this should be so, use (11.17) to write $(\partial / \partial \nu) \mathcal{S} \ell f$ as the restriction to $\partial \Omega$ of

$$
\begin{equation*}
X \mathcal{S} \ell f=X E(x, D)(f \sigma) \tag{11.26}
\end{equation*}
$$

Using (11.18) and (11.19), we see that

$$
\text { D } \begin{align*}
f+X \mathcal{S} \ell f & =[X, E(x, D)](f \sigma)-E(x, D)(\operatorname{div} X)(f \sigma) \\
& =A(x, D)(f \sigma) \tag{11.27}
\end{align*}
$$

with $A(x, D) \in O P S^{-2}(M)$, the same class as $E(x, D)$. Thus the extension of $A(x, D)(f \sigma)$ to $\partial \Omega$ is straightforward, and we have

$$
\begin{equation*}
\frac{\partial}{\partial \nu} \mathcal{S} \ell f_{ \pm}=-\mathcal{D} \ell f_{ \pm}+\left.A(x, D)(f \sigma)\right|_{\partial \Omega} \tag{11.28}
\end{equation*}
$$

In particular, the jumps across $\partial \Omega$ are related by

$$
\begin{equation*}
\frac{\partial}{\partial \nu} \mathcal{S} \ell f_{+}-\frac{\partial}{\partial \nu} \mathcal{S} \ell f_{-}=\mathcal{D} \ell f_{-}-\mathcal{D} \ell f_{+} \tag{11.29}
\end{equation*}
$$

consistent with the result implied by formulas (11.7) and (11.24).
It is also useful to understand the boundary behavior of $(\partial / \partial \nu) \mathcal{D} \ell f$. This is a bit harder since $\partial^{2} E / \partial v_{x} \partial v_{y}$ is more highly singular. From here on, assume $E(x, y)=E(y, x)$, so also $\Delta_{y} E(x, y)=\delta_{x}(y)$. We define the Neumann operator

$$
\begin{equation*}
\mathcal{N}: C^{\infty}(\partial \Omega) \longrightarrow C^{\infty}(\partial \Omega) \tag{11.30}
\end{equation*}
$$

as follows. Given $f \in C^{\infty}(\partial \Omega)$, let $u \in C^{\infty}(\bar{\Omega})$ be the unique solution to

$$
\begin{equation*}
\Delta u=0 \text { on } \Omega, \quad u=f \text { on } \partial \Omega, \tag{11.31}
\end{equation*}
$$

and let

$$
\begin{equation*}
\mathcal{N} f=\left.\frac{\partial u}{\partial \nu}\right|_{\partial \Omega} \tag{11.32}
\end{equation*}
$$

the limit taken from within $\Omega$. It is a simple consequence of Green's formula that if we form

$$
\begin{equation*}
\int_{\partial \Omega}\left[f(y) \frac{\partial E}{\partial v_{y}}(x, y)-\mathcal{N} f(y) E(x, y)\right] d S(y)=\mathcal{D} \ell f(x)-\mathcal{S} \ell \mathcal{N} f(x) \tag{11.33}
\end{equation*}
$$

for $x \in M \backslash \partial \Omega$, then

$$
\begin{align*}
& \mathcal{D} \ell f(x)-\mathcal{S} \ell \mathcal{N} f(x)=u(x), x \in \Omega  \tag{11.34}\\
& 0, \\
& x \in M \backslash \bar{\Omega}
\end{align*}
$$

where $u$ is given by (11.31). Note that taking the limit of (11.34) from within $\Omega$, using (11.6) and (11.7), gives $f=(1 / 2) f+(1 / 2) N f-S \mathcal{N} f$, which implies the identity

$$
\begin{equation*}
S \mathcal{N}=-\frac{1}{2}(I-N) \tag{11.35}
\end{equation*}
$$

Taking the limit in (11.34) from $M \backslash \bar{\Omega}$ gives the same identity. In view of the behavior (11.23), in particular the ellipticity of $S$, we conclude that

$$
\begin{equation*}
\mathcal{N} \in O P S^{1}(\partial \Omega), \quad \text { elliptic. } \tag{11.36}
\end{equation*}
$$

Now we apply $\partial / \partial v$ to the identity (11.34), evaluating on $\partial \Omega$ from both sides. Evaluating from $\Omega$ gives

$$
\begin{equation*}
\frac{\partial}{\partial \nu} \mathcal{D} \ell f_{+}-\frac{\partial}{\partial \nu} \mathcal{S} \ell \mathcal{N} f_{+}=\mathcal{N} f \tag{11.37}
\end{equation*}
$$

while evaluating from $M \backslash \bar{\Omega}$ gives

$$
\begin{equation*}
\frac{\partial}{\partial \nu} \mathcal{D} \ell f_{-}-\frac{\partial}{\partial \nu} \mathcal{S} \ell \mathcal{N} f_{-}=0 . \tag{11.38}
\end{equation*}
$$

In particular, applying $\partial / \partial \nu$ to (11.34) shows that $(\partial / \partial \nu) \mathcal{D} \ell f_{ \pm}$exists, by Proposition 11.3. Furthermore, applying (11.24) to $(\partial / \partial \nu) \mathcal{S} \ell \mathcal{N} f_{ \pm}$, we have a proof of the following.

Proposition 11.4. For $x \in \partial \Omega$, we have

$$
\begin{equation*}
\frac{\partial}{\partial \nu} \mathcal{D} \ell f_{ \pm}(x)=\frac{1}{2}\left(I+N^{\#}\right) \mathcal{N} f . \tag{11.39}
\end{equation*}
$$

In particular, there is no jump across $\partial \Omega$ of $(\partial / \partial \nu) \mathcal{D} \ell f$.
We have now developed the layer potentials far enough to apply them to the study of the Dirichlet problem. We want an approximate formula for the Poisson integral $u=\mathrm{PI} f$, the unique solution to

$$
\begin{equation*}
\Delta u=0 \text { in } \Omega,\left.\quad u\right|_{\partial \Omega}=f . \tag{11.40}
\end{equation*}
$$

Motivated by the Poisson integral formula on $\mathbb{R}_{+}^{n}$, we look for a solution of the form

$$
\begin{equation*}
u(x)=\mathcal{D} \ell g(x), \quad x \in \Omega, \tag{11.41}
\end{equation*}
$$

and try to relate $g$ to $f$. In view of Proposition 11.1, letting $x \rightarrow z \in \partial \Omega$ in (11.41) yields

$$
\begin{equation*}
u(z)=\frac{1}{2}(g+N g), \text { for } z \in \partial \Omega . \tag{11.42}
\end{equation*}
$$

Thus if we define $u$ by (11.41), then (11.40) is equivalent to

$$
\begin{equation*}
f=\frac{1}{2}(I+N) g . \tag{11.43}
\end{equation*}
$$

Alternatively, we can try to solve (11.40) in terms of a single-layer potential:

$$
\begin{equation*}
u(x)=\operatorname{S\ell h}(x), \quad x \in \Omega \tag{11.44}
\end{equation*}
$$

If $u$ is defined by (11.44), then (11.40) is equivalent to

$$
\begin{equation*}
f=S h \tag{11.45}
\end{equation*}
$$

Note that, by (11.23), the operator $(1 / 2)(I+N)$ in (11.43) is Fredholm, of index zero, on each space $H^{s}(\partial \Omega)$. It is not hard to verify that $S$ is elliptic of order -1 , with real principal symbol, so for each $s$,

$$
S: H^{s-1}(\partial \Omega) \longrightarrow H^{s}(\partial \Omega)
$$

is Fredholm, of index zero.
One basic case when (11.43) and (11.45) can both be solved is the case of bounded $\Omega$ in $M=\mathbb{R}^{n}$, with the standard flat Laplacian.

Proposition 11.5. If $\bar{\Omega}$ is a smooth, bounded subdomain of $\mathbb{R}^{n}$, with connected complement, then, for all $s$,
(11.46) $I+N: H^{s}(\partial \Omega) \longrightarrow H^{s}(\partial \Omega) \quad$ and $\quad S: H^{s-1}(\partial \Omega) \longrightarrow H^{s}(\partial \Omega)$
are isomorphisms.
Proof. It suffices to show that $I+N$ and $S$ are injective on $C^{\infty}(\partial \Omega)$. First, if $g \in C^{\infty}(\partial \Omega)$ belongs to the null space of $I+N$, then, by (11.42) and the maximum principle, we have $\mathcal{D} \ell g=0$ in $\Omega$. By (11.7), the jump of $\mathcal{D} \ell g$ across $\partial \Omega$ is $g$, so we have for $v=\left.\mathcal{D} \ell g\right|_{\mathcal{O}}$, where $\mathcal{O}=\mathbb{R}^{n} \backslash \bar{\Omega}$,

$$
\begin{equation*}
\Delta v=0 \text { on } \mathcal{O},\left.\quad v\right|_{\partial \Omega}=-g \tag{11.47}
\end{equation*}
$$

Also, $v$ clearly vanishes at infinity. Now, by (11.39), $(\partial / \partial \nu) \mathcal{D} \ell g$ does not jump across $\partial \Omega$, so we have $\partial v / \partial v=0$ on $\partial \Omega$. But at a point on $\partial \Omega$ where $-g$ is maximal, this contradicts Zaremba's principle, unless $g=0$. This proves that $I+N$ is an isomorphism in this case.

Next, suppose $h \in C^{\infty}(\partial \Omega)$ belongs to the null space of $S$. Then, by (11.45) and the maximum principle, we have $\mathcal{S} \ell h=0$ on $\Omega$. By (11.24), the jump of $(\partial / \partial \nu) \mathcal{S} \ell h$ across $\partial \Omega$ is $-h$, so we have for $w=\left.\mathcal{S} \ell h\right|_{\mathcal{O}}$ that

$$
\begin{equation*}
\Delta w=0 \text { on } \mathcal{O},\left.\quad \frac{\partial w}{\partial v}\right|_{\partial \Omega}=h \tag{11.48}
\end{equation*}
$$

and $w$ vanishes at infinity. This time, $\mathcal{S} \ell h$ does not jump across $\partial \Omega$, so we also have $w=0$ on $\partial \Omega$. The maximum principle forces $w=0$ on $\mathcal{O}$, so $h=0$. This proves that $S$ is an isomorphism in this case.

In view of (11.6), we see that (11.44) and (11.45) also give a solution to $\Delta u=0$ on the exterior region $\mathbb{R}^{n} \backslash \bar{\Omega}$, satisfying $u=f$ on $\partial \Omega$ and $u(x) \rightarrow 0$ as $|x| \rightarrow \infty$, if $n \geq 3$. This solution is unique, by the maximum principle.

One can readily extend the proof of Proposition 11.5 and show that $I+N$ and $S$ in (11.46) are isomorphisms in somewhat more general circumstances.

Let us now consider the Neumann problem

$$
\begin{equation*}
\Delta u=0 \text { on } \Omega, \quad \frac{\partial u}{\partial v}=\varphi \text { on } \partial \Omega . \tag{11.49}
\end{equation*}
$$

We can relate (11.49) to (11.40) via the Neumann operator:

$$
\begin{equation*}
\varphi=\mathcal{N} f \tag{11.50}
\end{equation*}
$$

Let us assume that $\Omega$ is connected; then

$$
\begin{equation*}
\operatorname{Ker} \mathcal{N}=\{f=\text { const. on } \Omega\} \tag{11.51}
\end{equation*}
$$

so $\operatorname{dim} \operatorname{Ker} \mathcal{N}=1$. Note that, by Green's theorem,

$$
\begin{equation*}
(\mathcal{N} f, g)_{L^{2}(\partial \Omega)}=-(d u, d v)_{L^{2}(\Omega)}=(f, \mathcal{N} g)_{L^{2}(\partial \Omega)} \tag{11.52}
\end{equation*}
$$

where $u=P I f, v=P I g$, so $\mathcal{N}$ is symmetric. In particular,

$$
\begin{equation*}
(\mathcal{N} f, f)_{L^{2}(\partial \Omega)}=-\|d u\|_{L^{2}(\Omega)}^{2} \tag{11.53}
\end{equation*}
$$

so $\mathcal{N}$ is negative-semidefinite. The symmetry of $\mathcal{N}$ together with its ellipticity implies that, for each $s$,

$$
\begin{equation*}
\mathcal{N}: H^{s+1}(\partial \Omega) \longrightarrow H^{s}(\partial \Omega) \tag{11.54}
\end{equation*}
$$

is Fredholm, of index zero, with both $\operatorname{Ker} \mathcal{N}$ and $\mathcal{R}(\mathcal{N})^{\perp}$ of dimension 1, and so

$$
\begin{equation*}
\mathcal{R}(\mathcal{N})=\left\{\varphi \in H^{s}(\partial \Omega): \int_{\partial \Omega} \varphi d S=0\right\}, \tag{11.55}
\end{equation*}
$$

this integral interpreted in the obvious distributional sense when $s<0$.
By (11.35), whenever $S$ is an isomorphism in (11.46), we can say that (11.50) is equivalent to

$$
\begin{equation*}
(I-N) f=-2 S \varphi \tag{11.56}
\end{equation*}
$$

We can also represent a solution to (11.49) as a single-layer potential, of the form (11.44). Using (11.24), we see that this works provided $h$ satisfies

$$
\begin{equation*}
\left(I-N^{\#}\right) h=-2 \varphi . \tag{11.57}
\end{equation*}
$$

In view of the fact that (11.44) solves the Dirichlet problem (11.40) with $f=S h$, we deduce the identity $\varphi=\mathcal{N} S h$, or

$$
\begin{equation*}
\mathcal{N} S=-\frac{1}{2}\left(I-N^{\#}\right) \tag{11.58}
\end{equation*}
$$

complementing (11.35). Comparing these identities, representing $S \mathcal{N} S$ in two ways, we obtain the intertwining relation

$$
\begin{equation*}
S N^{\#}=N S \tag{11.59}
\end{equation*}
$$

Also note that, under the symmetry hypothesis $E(x, y)=E(y, x)$, we have $N^{\#}=N^{*}$.

The method of layer potentials is applicable to other boundary problems. An application to the "Stokes system" will be given in Chap. 17, §A.

We remark that a number of results in this section do not make substantial use of the pseudodifferential operator calculus developed in the early sections; this makes it easy to extend such results to situations where the boundary has limited smoothness. For example, it is fairly straightforward to extend results on the double-layer potential $\mathcal{D} \ell$ to the case where $\partial \Omega$ is a $C^{1+r}$-hypersurface in $\mathbb{R}^{n}$, for any $r>0$, and in particular to extend (partially) the first part of (11.46), obtaining

$$
I+N: L^{2}(\partial \Omega) \longrightarrow L^{2}(\partial \Omega) \text { invertible }
$$

in such a case, thus obtaining the representation (11.41) for the solution to the Dirichlet problem with boundary data in $L^{2}(\partial \Omega)$, when $\partial \Omega$ is a $C^{1+r}$-surface. Results on $S$ in (11.23) and some results on the Neumann operator, such as (11.36), do depend on the pseudodifferential operator calculus, so more work is required to adapt this material to $C^{1+r}$-surfaces, though that has been done.

In fact, via results of [Ca3] and [CMM], the layer potential approach has been extended to domains in $\mathbb{R}^{n}$ bounded by $C^{1}$-surfaces, in [FJR], and then to domains bounded by Lipschitz surfaces, in [Ver] and [DK]. See also [JK] for nonhomogeneous equations. Extensions to Lipschitz domains in Riemannian manifolds are given in [MT1] and [MT2], and extensions to "uniformly rectifiable" domains in [D, DS], and [HMT]. We mention just one result here; many others can be found in the sources cited above and references they contain.

## Proposition 11.6. If $\Omega$ is a Lipschitz domain in a compact Riemannian manifold

 $M$, then$$
\text { PI }: L^{2}(\partial \Omega) \longrightarrow H^{1 / 2}(\Omega)
$$

## Exercises

1. Let $M$ be a compact, connected Riemannian manifold, with Laplace operator $L$, and let $\bar{\Omega}=[0,1] \times M$, with Laplace operator $\Delta=\partial^{2} / \partial y^{2}+L, y \in[0,1]$. Show that the Dirichlet problem

$$
\Delta u=0 \text { on } \Omega, \quad u(0, x)=f_{0}(x), \quad u(1, x)=f_{1}(x)
$$

has the solution

$$
u(y, x)=e^{-y \sqrt{-L}} \varphi_{0}+e^{-(1-y) \sqrt{-L}} \varphi_{1}+\kappa y,
$$

where $\kappa$ is the constant $\kappa=(\operatorname{vol} M)^{-1} \int_{M}\left(f_{1}-f_{0}\right) d V$, and

$$
\begin{aligned}
\varphi_{0} & =\left(1-e^{-2 \sqrt{-L}}\right)^{-1}\left(f_{0}-e^{-\sqrt{-L}} f_{1}-\kappa\right) \\
\varphi_{1} & =\left(1-e^{-2 \sqrt{-L}}\right)^{-1}\left(f_{1}-\kappa-e^{-\sqrt{-L}} f_{0}\right)
\end{aligned}
$$

the operator $\left(1-e^{-2 \sqrt{-L}}\right)^{-1}$ being well defined on $(\operatorname{ker} L)^{\perp}$.
2. If $\mathcal{N} f_{0}(x)=(\partial u / \partial y)(0, x)$, where $u$ is as above, with $f_{1}=0$, show that

$$
\mathcal{N} f_{0}=-\sqrt{-L} f_{0}+\mathcal{R} f_{0}
$$

where $\mathcal{R}$ is a smoothing operator, $\mathcal{R}: \mathcal{D}^{\prime}(M) \rightarrow C^{\infty}(M)$. Using (11.36), deduce that these calculations imply

$$
\sqrt{-L} \in O P S^{1}(M)
$$

Compare Exercises 4-6 of §10.
3. If PI: $C^{\infty}(\partial \Omega) \rightarrow C^{\infty}(\bar{\Omega})$ is the Poisson integral operator solving (11.40), show that, for $x \in \Omega$,

$$
\text { PI } f(x)=\int_{\partial \Omega} k(x, y) f(y) d S(y)
$$

with

$$
|k(x, y)| \leq C\left(d(x, y)^{2}+\rho(x)^{2}\right)^{-(n-1) / 2}
$$

where $n=\operatorname{dim} \Omega, d(x, y)$ is the distance from $x$ to $y$, and $\rho(x)$ is the distance from $x$ to $\partial \Omega$.
4. If $\bar{M}$ is an $(n-1)$-dimensional surface with boundary in $\bar{\Omega}$, intersecting $\partial \Omega$ transversally, with $\partial M \subset \partial \Omega$, and $\rho: C^{\infty}(\bar{\Omega}) \rightarrow C^{\infty}(\bar{M})$ is restriction to $\bar{M}$, show that

$$
\rho \circ \mathrm{PI}: L^{2}(\partial \Omega) \longrightarrow L^{2}(M)
$$

(Hint: Look at Exercise 2 in $\S 5$ of Appendix A on functional analysis.)
5. Given $y \in \Omega$, let $G_{y}$ be the "Green function," satisfying

$$
\Delta G_{y}=\delta_{y}, \quad G_{y}=0 \text { on } \partial \Omega
$$

Show that, for $f \in C^{\infty}(\partial \Omega)$,

$$
\text { PI } f(y)=\int_{\partial \Omega} f(x) \partial_{\nu} G_{y}(x) d S(x)
$$

(Hint: Apply Green's formula to (PI $\left.f, \Delta G_{y}\right)=\left(\operatorname{PI} f, \Delta G_{y}\right)-\left(\Delta \operatorname{PI} f, G_{y}\right)$ ).
6. Assume $u$ is scalar, $\Delta u=f$, and $w$ is a vector field on $\bar{\Omega}$. Show that

$$
\begin{align*}
\int_{\partial \Omega}\langle v, w\rangle|\nabla u|^{2} d S= & 2 \int_{\partial \Omega}\left(\nabla_{w} u\right)\left(\partial_{\nu} u\right) d S-2 \int_{\Omega}\left(\nabla_{w} u\right) f d V  \tag{11.60}\\
& +\int_{\Omega}(\operatorname{div} w)|\nabla u|^{2} d V-2 \int_{\Omega}\left(\mathcal{L}_{w} g\right)(\nabla u, \nabla u) d V
\end{align*}
$$

where $g$ is the metric tensor on $\bar{\Omega}$. This identity is a "Rellich formula."
(Hint: Compute $\operatorname{div}(\langle\nabla u, \nabla u\rangle w)$ and $2 \operatorname{div}\left(\nabla_{w} u \cdot \nabla u\right)$, and apply the divergence theorem to the difference.)
7. In the setting of Exercise 6 , assume $w$ is a unit vector field and that $\langle v, w\rangle \geq a>0$ on $\partial \Omega$. Deduce that

$$
\begin{align*}
\frac{a}{2} \int_{\partial \Omega}|\nabla u|^{2} d S \leq & \frac{2}{a} \int_{\partial \Omega}\left|\partial_{\nu} u\right|^{2} d S+\int_{\Omega}|f|^{2} d V \\
& +\int_{\Omega}\{|\operatorname{div} w|+2|\operatorname{Def} w|+1\}|\nabla u|^{2} d V \tag{11.61}
\end{align*}
$$

When $\Delta u=f=0$, compare implications of (11.61) with implications of (11.36).
See [Ver] for applications of Rellich's formula to analysis on domains with Lipschitz boundary.
8. What happens if, in Proposition 11.5, you allow $\mathcal{O}=\mathbb{R}^{n} \backslash \bar{\Omega}$ to have several connected components? Can you show that one of the operators in (11.46) is still an isomorphism?
9. Calculate $q\left(x_{n}, x^{\prime}, \xi^{\prime}\right)$ in (11.13) when $p(x, \xi)=\xi_{j}|\xi|^{-2}$. Relate this to the results (11.7) and (11.24) for $\mathcal{D} \ell f_{ \pm}$and $\partial_{\nu} \mathcal{S} \ell f_{ \pm}$. (Hint. The calculation involves $\int(1+$ $\left.\zeta^{2}\right)^{-1} e^{i \zeta \tau} d \zeta=\pi e^{-|\tau|}$.)
10. Let $N$ and $N^{\#}$ be the operators given by (11.9) and (11.25). Show that $N^{\#}=N^{*}$, the $L^{2}$-adjoint of $N$.

## 12. Parametrix for regular elliptic boundary problems

Here we shall complement material on regular boundary problems for elliptic operators developed in $\S 11$ of Chap. 5, including in particular results promised after the statement of Proposition 11.16 in that chapter.

Suppose $P$ is an elliptic differential operator of order $m$ on a compact manifold $\bar{M}$ with boundary, with boundary operators $B_{j}$ of order $m_{j}, 1 \leq j \leq \ell$, satisfying the regularity conditions given in $\S 11$ of Chap. 5. In order to construct a parametrix for the solution to $P u=f,\left.B_{j} u\right|_{\partial M}=g_{j}$, we will use pseudodifferential operator calculus to manipulate $P$ in ways that constant-coefficient operators $P(D)$ were manipulated in that section. To start, we choose a collar neighborhood $\mathcal{C}$ of $\partial M, \mathcal{C} \approx[0,1] \times \partial M$; use coordinates $(y, x), y \in[0,1], x \in \partial M$; and without loss of generality, consider

$$
\begin{equation*}
P u=\frac{\partial^{m} u}{\partial y^{m}}+\sum_{j=0}^{m-1} A_{j}\left(y, x, D_{x}\right) \frac{\partial^{j} u}{\partial y^{j}}, \tag{12.1}
\end{equation*}
$$

the order of $A_{j}\left(y, x, D_{x}\right)$ being $\leq m-j$. We convert $P u=f$ to a first-order system using $v=\left(v_{1}, \ldots, v_{m}\right)^{t}$, with

$$
\begin{equation*}
v_{1}=\Lambda^{m-1} u, \ldots, v_{j}=\partial_{y}^{j-1} \Lambda^{m-j} u, \ldots, v_{m}=\partial_{y}^{m-1} u \tag{12.2}
\end{equation*}
$$

as in (11.41) of Chap. 5 . Here, $\Lambda$ can be taken to be any elliptic, invertible operator in $O P S^{1}(\partial M)$, with principal symbol $|\xi|$ (with respect to some Riemannian metric put on $\partial M$ ). Then $P u=f$ becomes, on $\mathcal{C}$, the system

$$
\begin{equation*}
\frac{\partial v}{\partial y}=K\left(y, x, D_{x}\right) v+F \tag{12.3}
\end{equation*}
$$

where $F=(0, \ldots, 0, f)^{t}$ and

$$
K=\left(\begin{array}{ccccc}
0 & \Lambda & & &  \tag{12.4}\\
& 0 & \Lambda & & \\
& & \ddots & \ddots & \\
& & & & \Lambda \\
C_{0} & C_{1} & C_{2} & \ldots & C_{m-1}
\end{array}\right),
$$

where

$$
\begin{equation*}
C_{j}\left(y, x, D_{x}\right)=-A_{j}\left(y, x, D_{x}\right) \Lambda^{1-(m-j)} \tag{12.5}
\end{equation*}
$$

is a smooth family of operators in $O P S^{1}(\partial M)$, with $y$ as a parameter. As in Lemma 11.3 of Chap. 5, we have that $P$ is elliptic if and only if, for all $(x, \xi) \in$ $T^{*} \partial M \backslash 0$, the principal symbol $K_{1}(y, x, \xi)$ has no purely imaginary eigenvalues.

We also rewrite the boundary conditions $B_{j} u=g_{j}$ at $y=0$. If

$$
\begin{equation*}
B_{j}=\sum_{k \leq m_{j}} b_{j k}\left(x, D_{x}\right) \frac{\partial^{k}}{\partial y^{k}} \tag{12.6}
\end{equation*}
$$

at $y=0$, then we have for $v_{j}$ the boundary conditions

$$
\begin{equation*}
\sum_{k \leq m_{j}} \tilde{b}_{j k}\left(x, D_{x}\right) \Lambda^{k-m_{j}} v_{k+1}(0)=\Lambda^{m-m_{j}-1} g_{j}=h_{j}, \quad 1 \leq j \leq \ell \tag{12.7}
\end{equation*}
$$

where $\tilde{b}_{j k}(x, D)$ has the same principal symbol as $b_{j k}(x, D)$. We write this as

$$
\begin{equation*}
B\left(x, D_{x}\right) v(0)=h, \quad B\left(x, D_{x}\right) \in O P S^{0}(\partial M) \tag{12.8}
\end{equation*}
$$

We will construct a parametrix for the solution of (12.3), (12.8), with $F=0$.
Generalizing (11.52) of Chap. 5, we construct $E_{0}(y, x, \xi)$ for $(x, \xi) \in$ $T^{*} \partial M \backslash 0$, the projection onto the sum of the generalized eigenspaces of $K_{1}(y, x, \xi)$ corresponding to eigenvalues of positive real part, annihilating the other generalized eigenspaces, in the form

$$
\begin{equation*}
E_{0}(y, x, \xi)=\frac{1}{2 \pi i} \int_{\gamma}\left(\zeta-K_{1}(y, x, \xi)\right)^{-1} d \zeta \tag{12.9}
\end{equation*}
$$

where $\gamma=\gamma(y, x, \xi)$ is a curve in the right half-plane of $\mathbb{C}$, encircling all the eigenvalues of $K_{1}(y, x, \xi)$ of positive real part. Then $E_{0}(y, x, \xi)$ is homogeneous of degree 0 in $\xi$, so it is the principal symbol of a family of operators in $O P S^{0}(\partial M)$.

Recall the statement of Proposition 11.9 of Chap. 5 on the regularity condition for $\left(P, B_{j}, 1 \leq j \leq \ell\right)$. One characterization is that, for $(x, \xi) \in T^{*} \partial M \backslash 0$,

$$
\begin{equation*}
B_{0}(x, \xi): V(x, \xi) \longrightarrow \mathbb{C}^{\lambda} \text { isomorphically } \tag{12.10}
\end{equation*}
$$

where $V(x, \xi)=\operatorname{ker} E_{0}(0, x, \xi)$, and $B_{0}(x, \xi): \mathbb{C}^{v} \rightarrow \mathbb{C}^{\lambda}$ is the principal symbol of $B\left(x, D_{x}\right)$. Another, equivalent characterization is that, for any $\eta \in \mathbb{C}^{\lambda}$, $(x, \xi) \in T^{*} \partial M \backslash 0$, there exists a unique bounded solution on $y \in[0, \infty)$ to the ODE

$$
\begin{equation*}
\frac{\partial \varphi}{\partial y}-K_{1}(0, x, \xi) \varphi=0, \quad B_{0}(x, \xi) \varphi(0)=\eta \tag{12.11}
\end{equation*}
$$

In that case, of course, $\varphi(0)=\varphi(0, x, \xi)$ belongs to $V(x, \xi)$, so $\varphi(y, x, \xi)$ is actually exponentially decreasing as $y \rightarrow+\infty$, for fixed $(x, \xi)$, and it is exponentially decreasing as $|\xi| \rightarrow \infty$, for fixed $y>0, x \in \partial M$.

On a conic neighborhood $\Gamma$ of any $\left(x_{0}, \xi_{0}\right) \in T^{*} \partial M \backslash 0$, one can construct $U_{0}(y, x, \xi)$ smooth and homogeneous of degree 0 in $\xi$, so that

$$
U_{0} K_{1} U_{0}^{-1}=\left(\begin{array}{cc}
E_{1} & 0  \tag{12.12}\\
0 & F_{1}
\end{array}\right)
$$

where $E_{1}(y, x, \xi)$ has eigenvalues all in $\operatorname{Re} \zeta<0$ and $F_{1}$ has all its eigenvalues in $\operatorname{Re} \zeta>0$. If we set $w^{(0)}=U_{0}(y, x, D) v$, then the equation $\partial v / \partial y=$ $K\left(y, x, D_{x}\right) v$ is transformed to

$$
\frac{\partial w^{(0)}}{\partial y}=\left(\begin{array}{ll}
E &  \tag{12.13}\\
& F
\end{array}\right) w^{(0)}+A w^{(0)}=G w^{(0)}+A w^{(0)}
$$

where $E\left(y, x, D_{x}\right)$ and $F\left(y, x, D_{x}\right)$ have $E_{1}$ and $F_{1}$ as their principal symbols, respectively, and $A\left(y, x, D_{x}\right)$ is a smooth family of operators in the space $O P S^{0}(\partial M)$.

We want to decouple this equation more completely into two pieces. The next step is to decouple terms of order zero. Let $w^{(1)}=\left(I+V_{1}\right) w^{(0)}$, with $V_{1} \in$ $O P S^{-1}$ to be determined. We have

$$
\begin{align*}
\frac{\partial w^{(1)}}{\partial y} & =\left(I+V_{1}\right) G\left(I+V_{1}\right)^{-1} w^{(1)}+\left(I+V_{1}\right) A\left(I+V_{1}\right)^{-1} w^{(1)}+\cdots  \tag{12.14}\\
& =G w^{(1)}+\left(V_{1} G-G V_{1}+A\right) w^{(1)}+\cdots
\end{align*}
$$

where the remainder involves terms of order at most -1 operating on $w^{(1)}$. We would like to pick $V_{1}$ so that the off-diagonal terms of $V_{1} G-G V_{1}+A$ vanish. We require $V_{1}$ to be of the form

$$
V_{1}=\left(\begin{array}{cc}
0 & V_{12} \\
V_{21} & 0
\end{array}\right)
$$

If $A$ is put into $2 \times 2$ block form with entries $A_{j k}$, we are led to require that (on the symbol level)

$$
\begin{align*}
& V_{12} E_{1}-F_{1} V_{12}=-A_{12},  \tag{12.15}\\
& V_{21} F_{1}-E_{1} V_{21}=-A_{21} .
\end{align*}
$$

That we have unique solutions $V_{j k}(y, x, \xi)$ (homogeneous of degree -1 in $\xi$ ) is a consequence of the following lemma.

Lemma 12.1. Let $F \in M_{v \times v}$, the set of $v \times v$ matrices, and $E \in M_{\mu \times \mu}$. Define $\psi: M_{\nu \times \mu} \rightarrow M_{\nu \times \mu}$ by

$$
\psi(T)=T F-E T .
$$

Then $\psi$ is bijective, provided $E$ and $F$ have disjoint spectra.
Proof. In fact, if $\left\{f_{j}\right\}$ are the eigenvalues of $F$ and $\left\{e_{k}\right\}$ those of $E$, it is easily seen that the eigenvalues of $\psi$ are $\left\{f_{j}-e_{k}\right\}$.

Thus we obtain solutions $V_{12}$ and $V_{21}$ to (12.15). With such a choice of the symbol of $K_{1}$, we have

$$
\frac{\partial w^{(1)}}{\partial y}=G w^{(1)}+\left(\begin{array}{ll}
A_{1} &  \tag{12.16}\\
& A_{2}
\end{array}\right) w^{(1)}+B w^{(1)}
$$

with $B \in O P S^{-1}$. To decouple the part of order -1 , we try $w^{(2)}=\left(I+V_{2}\right) w^{(1)}$ with $V_{2} \in O P S^{-2}$. We get

$$
\frac{\partial w^{(2)}}{\partial y}=G w^{(2)}+\left(\begin{array}{lll}
A_{1} &  \tag{12.17}\\
& A_{2}
\end{array}\right) w^{(2)}+\left(V_{2} G-G V_{2}+B\right) w^{(2)}+\cdots
$$

so we want to choose $V_{2}$ so that, on the symbol level, the off-diagonal terms of $V_{2} G-G V_{2}+B$ vanish. This is the problem solved above, so we are in good shape.

From here we continue, defining $w^{(j)}=\left(I+V_{j}\right) w^{(j-1)}$ with $V_{j} \in O P S^{-j}$, decoupling further out along the line. Letting $w=(I+V) v$, with

$$
\begin{equation*}
I+V \sim \cdots\left(I+V_{3}\right)\left(I+V_{2}\right)\left(I+V_{1}\right), \quad V \in O P S^{-1} \tag{12.18}
\end{equation*}
$$

we have

$$
\frac{\partial w}{\partial y}=\left(\begin{array}{ll}
E^{\prime} &  \tag{12.19}\\
& F^{\prime}
\end{array}\right) w, \quad \bmod C^{\infty}
$$

with $E^{\prime}=E, F^{\prime}=F \bmod O P S^{0}$. The system (12.3) is now completely decoupled.

We now concentrate on constructing a parametrix for an "elliptic evolution equation"

$$
\begin{equation*}
\frac{\partial u}{\partial y}=E\left(y, x, D_{x}\right) u, \quad u(0)=f \tag{12.20}
\end{equation*}
$$

where $E$ is a $k \times k$ system of first-order pseudodifferential operators, whose principal symbol satisfies

$$
\begin{equation*}
\operatorname{spec} E_{1}(y, x, \xi) \subset\left\{\zeta \in \mathbb{C}: \operatorname{Re} \zeta \leq-C_{0}|\xi|<0\right\}, \quad \xi \neq 0 \tag{12.21}
\end{equation*}
$$

for some $C_{0}>0$. We look for the parametrix in the form (in local coordinates on дM)

$$
\begin{equation*}
u(y)=\int A(y, x, \xi) e^{i x \cdot \xi} \hat{f}(\xi) d \xi \tag{12.22}
\end{equation*}
$$

with $A(y, x, \xi)$ in the form

$$
\begin{equation*}
A(y, x, \xi) \sim \sum_{j \geq 0} A_{j}(y, x, \xi) \tag{12.23}
\end{equation*}
$$

and the $A_{j}(y, x, \xi)$ constructed inductively. We aim to obtain $A(y, x, \xi)$ bounded in $S_{1,0}^{0}$, for $y \in[0,1]$, among other things. In such a case,

$$
\begin{equation*}
\left(\frac{\partial}{\partial y}-E\right) u=(2 \pi)^{-n} \int\left(\frac{\partial A}{\partial y}-L(y, x, \xi)\right) e^{i x \cdot \xi} \hat{f}(\xi) d \xi \tag{12.24}
\end{equation*}
$$

where

$$
\begin{equation*}
L(y, x, \xi) \sim \sum_{\alpha \geq 0} \frac{1}{\alpha!} E^{(\alpha)}(y, x, \xi) A_{(\alpha)}(y, x, \xi) \tag{12.25}
\end{equation*}
$$

We define $A_{0}(y, x, \xi)$ by the "transport equation"

$$
\begin{equation*}
\frac{\partial}{\partial y} A_{0}(y, x, \xi)=E(y, x, \xi) A_{0}(y, x, \xi), \quad A_{0}(0, x, \xi)=I \tag{12.26}
\end{equation*}
$$

If $E$ is independent of $y$, the solution is

$$
A_{0}(y, x, \xi)=e^{y E(x, \xi)}
$$

In general, $A_{0}(y, x, \xi)$ shares with this example the following important properties.

Lemma 12.2. For $y \in[0,1], k, \ell=0,1,2, \ldots$, we have

$$
\begin{equation*}
y^{k} D_{y}^{\ell} A_{0}(y, x, \xi) \text { bounded in } S_{1,0}^{-k+\ell} \tag{12.27}
\end{equation*}
$$

Proof. We can take $C_{2} \in\left(0, C_{0}\right)$ and $M$ large, so that $E(y, x, \xi)$ has spectrum in the half-space $\operatorname{Re} \zeta<-C_{2}|\xi|$, for $|\xi| \geq M$. Fixing $K \in\left(0, C_{2}\right)$, if $S(y, \sigma, x, \xi)$ is the solution operator to $\partial B / \partial y=E(y, x, \xi) B$, taking $B(\sigma, x, \xi)$ to $B(y, x, \xi)$, then, for $y>\sigma$,

$$
\begin{equation*}
|S(y, \sigma, x, \xi) B| \leq C e^{-K(y-\sigma)|\xi|}|B|, \quad \text { for }|\xi| \geq M \tag{12.28}
\end{equation*}
$$

It follows that, for $y \in[0,1]$,

$$
\begin{equation*}
\left|A_{0}(y, x, \xi)\right| \leq C e^{-K y|\xi|} \tag{12.29}
\end{equation*}
$$

which implies

$$
\left|y^{k} A_{0}(y, x, \xi)\right| \leq C_{k}\langle\xi\rangle^{-k} e^{-K y|\xi| / 2}
$$

Now $A_{0 j}=\partial A_{0} / \partial \xi_{j}$ satisfies

$$
\frac{\partial}{\partial y} A_{0 j}=E(y, x, \xi) A_{0 j}+\frac{\partial E}{\partial \xi_{j}}(y, x, \xi) A_{0}, \quad A_{0 j}(0, x, \xi)=0
$$

so

$$
\begin{equation*}
A_{0 j}(y, x, \xi)=\int_{0}^{y} S(y, \sigma, x, \xi) \frac{\partial E}{\partial \xi_{j}}(\sigma, x, \xi) A_{0}(\sigma, x, \xi) d \sigma \tag{12.30}
\end{equation*}
$$

which in concert with (12.28) and (12.29) yields

$$
\begin{equation*}
\left|\frac{\partial}{\partial \xi_{j}} A_{0}(y, x, \xi)\right| \leq C y e^{-K y|\xi|} \leq C\langle\xi\rangle^{-1} e^{-K y|\xi| / 2} \tag{12.31}
\end{equation*}
$$

Inductively, one obtains estimates on $D_{\xi}^{\alpha} D_{x}^{\beta} A_{0}(y, x, \xi)$ leading to the $\ell=0$ case of (12.27), and then use of (12.26) and induction on $\ell$ give (12.27) in general.

For $j \geq 1$, we define $A_{j}(y, x, \xi)$ inductively by

$$
\begin{equation*}
\frac{\partial A_{j}}{\partial y}=E(y, x, \xi) A_{j}(y, x, \xi)+R_{j}(y, x, \xi), \quad A_{j}(0, x, \xi)=0 \tag{12.32}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{j}(y, x, \xi)=\sum_{\ell<j, \ell+|\alpha|=j} \frac{1}{\alpha!} E^{(\alpha)}(y, x, \xi) A_{\ell(\alpha)}(y, x, \xi) \tag{12.33}
\end{equation*}
$$

Then, if, as above, $S(y, \sigma, x, \xi)$ is the solution operator to the equation $\partial B / \partial y=$ $E(y, x, \xi) B$, we have

$$
\begin{equation*}
A_{j}(y, x, \xi)=\int_{0}^{y} S(y, \sigma, x, \xi) R_{j}(\sigma, x, \xi) d \sigma, \quad j \geq 1 \tag{12.34}
\end{equation*}
$$

The arguments used to prove Lemma 12.2 also establish the following result.
Lemma 12.3. For $y \in[0,1], k, \ell=0,1,2, \ldots, j \geq 1$, we have

$$
\begin{equation*}
y^{k} D_{y}^{\ell} A_{j}(y, x, \xi) \text { bounded in } S_{1,0}^{-j-k+\ell} \tag{12.35}
\end{equation*}
$$

A symbol satisfying the condition (12.35) will be said to belong to $\mathcal{P}^{-j}$. In fact, it is convenient to use the following stronger property possessed by the symbols $A_{j}(y, x, \xi)$, for $j \geq 0$. Given the hypothesis (12.21) on $\operatorname{spec} E_{1}(y, x, \xi)$, let $0<C_{1}<C_{0}$. Then

$$
\begin{equation*}
A_{j}(y, x, \xi)=B_{j}(y, x, \xi) e^{-C_{1} y\langle\xi\rangle}, \text { with } B_{j}(y, x, \xi) \in \mathcal{P}^{-j} \tag{12.36}
\end{equation*}
$$

We will say $A_{j}(y, x, \xi) \in \mathcal{P}_{e}^{-j}$ if this holds or, more generally, if it holds modulo a smooth family of symbols $S(y) \in S^{-\infty}, y \in[0,1]$. The associated families of operators will be denoted $O P \mathcal{P}^{-j}$ and $O P \mathcal{P}_{e}^{-j}$, respectively.

Operators formed from such symbols have the following mapping property, recapturing the Sobolev space regularity established for solutions to regular elliptic boundary problems in Chap. 5.

Proposition 12.4. If $A=A\left(y, x, D_{x}\right)$ has symbol

$$
A(y, x, \xi)=B(y, x, \xi) e^{-C_{1} y(\xi\rangle}, \quad B(y, x, \xi) \in \mathcal{P}^{-j}
$$

then, for $s \geq-j-1 / 2$,

$$
\begin{equation*}
A: H^{s}(\partial M) \longrightarrow H^{s+j+1 / 2}(I \times \partial M) \tag{12.37}
\end{equation*}
$$

Proof. First consider the case $s=-1 / 2, j=0$. As $B\left(y, x, D_{x}\right)$ is bounded in $\mathcal{L}\left(L^{2}(\partial M)\right)$ for $y \in[0,1]$, we have, for $f \in H^{-1 / 2}(\partial M)$,

$$
\begin{aligned}
\int_{0}^{1}\|A(y) f\|_{L^{2}(\partial M)}^{2} d y & \leq C \int_{0}^{1}\left\|e^{-C_{1} y \Lambda} f\right\|_{L^{2}(\partial M)}^{2} d x \\
& =C_{2}\left\|\Lambda^{-1 / 2} f\right\|_{L^{2}(\partial M)}^{2}-C_{2}\left\|e^{-C_{1} \Lambda} \Lambda^{-1 / 2} f\right\|_{L^{2}(\partial M)}^{2}
\end{aligned}
$$

with $C_{2}=C /\left(2 C_{1}\right)$, since

$$
\left(e^{-C_{1} y \Lambda} f, e^{-C_{1} y \Lambda} f\right)=-\frac{1}{2 C_{1}} \frac{d}{d y}\left(e^{-2 C_{1} y \Lambda} f, \Lambda^{-1} f\right)
$$

This proves (12.37) in this case. The extension to $s=k-1 / 2(k=1,2, \ldots)$, $j=0$ is straightforward, and then the result for general $s \geq-1 / 2, j=0$ follows by interpolation. The case of general $j$ is reduced to that of $j=0$ by forming $A(y, x, \xi)\langle\xi\rangle^{-j}$. One can take any $j \in \mathbb{R}$.

Having constructed operators with symbols in $\mathcal{P}_{e}^{0}$ as parametrices of (12.20), we now complete the construction of parametrices for the system (12.3), (12.8), when the regularity condition (12.10) holds. Using a partition of unity, write $h$ as a sum $\sum h_{j}$, each term of which has wave front set in a conic set $\Gamma_{j}$ on which the decoupling procedure (12.12) can be implemented. We drop the subscript $j$ and just call the term $h$. Then, we construct a parametrix for $w=(I+V) U_{0} v$, so that $w$ solves (12.19), with $w(0)=(f, 0)^{t}$. Set $U=(I+V) U_{0}$, and let $U^{-1}$ denote a parametrix of $U$. The solution $w(y)$ takes the form $w(y)=\left(w_{1}(y), 0\right)$, with

$$
\begin{equation*}
w_{1}(y)=A_{1}\left(y, x, D_{x}\right) f, \quad A_{1}(y, x, \xi) \in \mathcal{P}_{e}^{0} \tag{12.38}
\end{equation*}
$$

using the construction (12.22)-(12.34). Note that $v(0)=U^{-1}(f, 0)^{t}=$ $U^{-1} J_{1} f$, where here and below we set $J_{1} f=(f, 0)^{t}$. Then

$$
\begin{equation*}
B v(0)=B U^{-1} J_{1} f \tag{12.39}
\end{equation*}
$$

so the boundary condition $(12.8)$ is achieved $\left(\bmod C^{\infty}\right)$ provided $f$ satisfies (mod $C^{\infty}$ )

$$
\begin{equation*}
B U^{-1} J_{1} f=h \tag{12.40}
\end{equation*}
$$

The regularity condition (12.10) is precisely the condition that $B U^{-1} J_{1}$ is an elliptic $\lambda \times \lambda$ system, in $O P S^{0}(\partial M)$. Letting $Q \in O P S^{0}(\partial M)$ be a parametrix, we obtain

$$
\begin{equation*}
v(y)=U(y)^{-1} J_{1} A_{1}(y) Q h=A^{\#}(y) h . \tag{12.41}
\end{equation*}
$$

Recall that $Q \in O P S^{0}(\partial M), U(y)^{-1}$ is a smooth family of operators in $O P S^{0}(\partial M)$, and $A_{1}(y) \in O P \mathcal{P}_{e}^{0}$. We can then say the following about the composition $A^{\#}(y)=A^{\#}\left(y, x, D_{x}\right)$.

Lemma 12.5. Given $P_{j}(y)$, smooth families in $\operatorname{OPS}^{m_{j}}(\partial M)$, and $A(y) \in$ OP $\mathcal{P}_{e}^{\mu}$, we have

$$
\begin{equation*}
P_{1}(y) A(y) P_{2}(y)=B(y) \in O P \mathcal{P}_{e}^{\mu+m_{1}+m_{2}} \tag{12.42}
\end{equation*}
$$

The proof is a straightforward application of the results on products from $\S 3$.

Consequently, we have a solution $\bmod C^{\infty}$ to (12.3), (12.8), constructed in the form $v(y)=A^{\#}(y) h$, with $A^{\#}(y) \in O P \mathcal{P}_{e}^{0}$. Finally, returning to the boundary problem for $P$, we have:

Theorem 12.6. If $\left(P, B_{j}, 1 \leq j \leq \ell\right)$ is a regular elliptic boundary problem, then a parametrix (i.e., a solution $\bmod C^{\infty}$ ) for

$$
\begin{equation*}
P u=0 \text { on } M, \quad B_{j} u=g_{j} \text { on } \partial M \tag{12.43}
\end{equation*}
$$

is constructed in the form

$$
\begin{equation*}
u=\sum_{j=1}^{\ell} Q_{j} g_{j} \tag{12.44}
\end{equation*}
$$

where $Q_{j} g_{j}$ is $C^{\infty}$ on the interior of $\bar{M}$, and, on a collar neighborhood $\mathcal{C}=$ $[0,1] \times \partial M$,

$$
\begin{equation*}
Q_{j} g_{j}=Q_{j}(y) g_{j}, \quad Q_{j}(y) \in O P \mathcal{P}_{e}^{-m_{j}} \tag{12.45}
\end{equation*}
$$

Recall that $m_{j}$ is the order of $B_{j}$. Here, the meaning of solution $\bmod C^{\infty}$ to (12.43) is that if $u^{\#}$ is given by (12.44), then

$$
\begin{equation*}
P u^{\#} \in C^{\infty}(\bar{M}), \quad B_{j} u^{\#}-g_{j} \in C^{\infty}(\partial M) . \tag{12.46}
\end{equation*}
$$

Of course, the regularity results of Chap. 5 imply that if $u$ is a genuine solution to (12.43), then $u-u^{\#} \in C^{\infty}(\bar{M})$.

The following is an easy route to localizing boundary regularity results.
Proposition 12.7. Take $A(y, x, \xi) \in \mathcal{P}^{-j}$. Let $\varphi, \psi \in C^{\infty}(\partial M)$, and assume their supports are disjoint. Then

$$
\begin{equation*}
f \in \mathcal{D}^{\prime}(\partial M) \Longrightarrow \varphi A(y, x, D) \psi f \in C^{\infty}([0,1] \times \partial M) \tag{12.47}
\end{equation*}
$$

Proof. Symbol calculus gives

$$
\varphi A(y, x, D) \psi \in \mathcal{P}^{-k}, \quad \forall k \geq 0 .
$$

Hence this is a smooth family of elements of $O P S^{-\infty}(\partial M)$. This readily gives (12.47).

Proposition 12.7 immediately gives the following.
Corollary 12.8. In the setting of Theorem 12.6, if $\mathcal{O} \subset \partial M$ is open and $g_{j} \in$ $C^{\infty}(\mathcal{O})$ for each $j$, then $u \in C^{\infty}$ on a neighborhood in $\bar{M}$ of $\mathcal{O}$.

## Exercises

1. Suppose $A(y) \in O P \mathcal{P}^{m}$. Show that

$$
\begin{equation*}
\left.\frac{\partial^{j}}{\partial y^{j}} A(y)\right|_{y=0}=Q_{j} f, \quad Q_{j} \in O P S_{1,0}^{m+j}(\partial M) \tag{12.48}
\end{equation*}
$$

If $A(y) \in O P \mathcal{P}_{e}^{0}$ is given by the construction (12.24)-(12.34), show that $Q_{j} \in$ $O P S^{j}(\partial M)$.
2. Applying the construction of this section to the Dirichlet problem for $\Delta$ on $\bar{M}$, show that the Neumann operator $\mathcal{N}$, defined by (11.31)-(11.32), satisfies

$$
\begin{equation*}
\mathcal{N} \in O P S^{1}(\partial M) \tag{12.49}
\end{equation*}
$$

thus providing a proof different from that used in (11.36).
3. Show that $A(y, x, \xi)$ belongs to $\mathcal{P}_{e}^{m}$ if and only if, for some $\epsilon>0$ and all $N<\infty$,

$$
\begin{equation*}
\left|D_{y}^{\ell} D_{x}^{\beta} D_{\xi}^{\alpha} A_{0}(y, x, \xi)\right| \leq C_{\alpha \beta \ell} e^{-\epsilon y|\xi|}\langle\xi\rangle^{m+\ell-|\alpha|}+C_{N \alpha \beta \ell}\langle\xi\rangle^{-N} \tag{12.50}
\end{equation*}
$$

4. If $A(y, x, \xi) \in \mathcal{P}_{e}^{-j}$, show that, for some $\kappa>0$, you can write

$$
\begin{equation*}
A(y, x, D)=e^{-\kappa y \Lambda} B(y, x, D), \quad B(y, x, \xi) \in \mathcal{P}^{-j}, y \in[0,1] \tag{12.51}
\end{equation*}
$$

modulo a smooth family of smoothing operators.
5. If $u=\operatorname{PI} f$ is the solution to $\Delta u=0,\left.u\right|_{\partial \Omega}=f$, use Proposition 12.4 and Theorem 12.6 to show that

$$
\begin{equation*}
\mathrm{PI}: H^{s}(\partial \Omega) \longrightarrow H^{s+1 / 2}(\Omega), \quad \forall s \geq-\frac{1}{2} \tag{12.52}
\end{equation*}
$$

Compare the regularity result of Propositions $11.14-11.15$ in Chap. 5.

## 13. Parametrix for the heat equation

Let $L=L(x, D)$ be a second-order, elliptic differential operator, whose principal symbol $L_{2}(x, \xi)$ is a positive scalar function, though lower-order terms need not be scalar. We want to construct an approximate solution to the initial-value problem

$$
\begin{equation*}
\frac{\partial u}{\partial t}=-L u, \quad u(0)=f \tag{13.1}
\end{equation*}
$$

in the form

$$
\begin{equation*}
u(t, x)=\int a(t, x, \xi) e^{i x \cdot \xi} \hat{f}(\xi) d \xi \tag{13.2}
\end{equation*}
$$

for $f$ supported in a coordinate patch. The amplitude $a(t, x, \xi)$ will have an asymptotic expansion of the form

$$
\begin{equation*}
a(t, x, \xi) \sim \sum_{j \geq 0} a_{j}(t, x, \xi) \tag{13.3}
\end{equation*}
$$

and the $a_{j}(t, x, \xi)$ will be defined recursively, as follows. By the Leibniz formula, write

$$
\begin{align*}
L\left(a e^{i x \cdot \xi}\right) & =e^{i x \cdot \xi} \sum_{|\alpha| \leq 2} \frac{i^{|\alpha|}}{\alpha!} L^{(\alpha)}(x, \xi) D_{x}^{\alpha} a(t, x, \xi) \\
& =e^{i x \cdot \xi}\left[L_{2}(x, \xi) a(t, x, \xi)+\sum_{\ell=1}^{2} B_{2-\ell}\left(x, \xi, D_{x}\right) a(t, x, \xi)\right] \tag{13.4}
\end{align*}
$$

where $B_{2-\ell}\left(x, \xi, D_{x}\right)$ is a differential operator (of order $\ell$ ) whose coefficients are polynomials in $\xi$, homogeneous of degree $2-\ell$ in $\xi$.

Thus, we want the amplitude $a(t, x, \xi)$ in (13.2) to satisfy (formally)

$$
\frac{\partial a}{\partial t} \sim-L_{2} a-\sum_{\ell=1}^{2} B_{2-\ell}\left(x, \xi, D_{x}\right) a
$$

If $a$ is taken to have the form (13.3), we obtain the following equations, called "transport equations," for $a_{j}$ :

$$
\begin{equation*}
\frac{\partial a_{0}}{\partial t}=-L_{2}(x, \xi) a_{0}(t, x, \xi) \tag{13.5}
\end{equation*}
$$

and, for $j \geq 1$,

$$
\begin{equation*}
\frac{\partial a_{j}}{\partial t}=-L_{2}(x, \xi) a_{j}(t, x, \xi)+\Omega_{j}(t, x, \xi) \tag{13.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\Omega_{j}(t, x, \xi)=-\sum_{\ell=1}^{2} B_{2-\ell}\left(x, \xi, D_{x}\right) a_{j-\ell}(t, x, \xi) \tag{13.7}
\end{equation*}
$$

By convention we set $a_{-1}=0$. So that (6.15) reduces to Fourier inversion at $t=0$, we set

$$
\begin{equation*}
a_{0}(0, x, \xi)=1, \quad a_{j}(0, x, \xi)=0, \text { for } j \geq 1 \tag{13.8}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
a_{0}(t, x, \xi)=e^{-t L_{2}(x, \xi)} \tag{13.9}
\end{equation*}
$$

and the solution to (13.6) is

$$
\begin{equation*}
a_{j}(t, x, \xi)=\int_{0}^{t} e^{(s-t) L_{2}(x, \xi)} \Omega_{j}(s, x, \xi) d s \tag{13.10}
\end{equation*}
$$

In view of (13.7), this defines $a_{j}(t, x, \xi)$ inductively in terms of $a_{j-1}(t, x, \xi)$ and $a_{j-2}(t, x, \xi)$.

We now make a closer analysis of these terms. Define $A_{j}(t, x, \xi)$ by

$$
\begin{equation*}
a_{j}(t, x, \xi)=A_{j}(t, x, \xi) e^{-t L_{2}(x, \xi)} \tag{13.11}
\end{equation*}
$$

The following result is useful; it applies to $A_{j}$ for all $j \geq 1$.
Lemma 13.1. If $\mu=0,1,2, \ldots, v \in\{1,2\}$, then $A_{2 \mu+v}$ can be written in the form

$$
\begin{equation*}
A_{2 \mu+\nu}(t, x, \xi)=t^{\mu+1} A_{2 \mu+v}^{\#}(x, \omega, \xi), \text { with } \omega=t^{1 / 2} \xi \tag{13.12}
\end{equation*}
$$

The factor $A_{2 \mu+v}^{\#}(x, \omega, \xi)$ is a polynomial in both $\omega$ and $\xi$. It is homogeneous of degree $2-v$ in $\xi$ (i.e., either linear or constant). Furthermore, as a polynomial in $\omega$, each monomial has even order; equivalently, $A_{2 \mu+v}^{\#}(x,-\omega, \xi)=$ $A_{2 \mu+v}^{\#}(x, \omega, \xi)$.

To prove the lemma, we begin by recasting (13.10). Let $\Gamma_{j}(t, x, \xi)$ be defined by

$$
\begin{equation*}
\Omega_{j}(t, x, \xi)=\Gamma_{j}(t, x, \xi) e^{-t L_{2}(x, \xi)} \tag{13.13}
\end{equation*}
$$

Then the recursion (13.7) yields

$$
\begin{equation*}
\Gamma_{j} e^{-t L_{2}}=-\sum_{\ell=1}^{2} B_{2-\ell}\left(x, \xi, D_{x}\right)\left(A_{j-\ell} e^{-t L_{2}}\right) \tag{13.14}
\end{equation*}
$$

Applying the Leibniz formula gives

$$
\begin{equation*}
\Gamma_{j}=-\sum_{\ell=1}^{2} \sum_{|\gamma| \leq \ell} \Lambda_{\ell}(x, \omega) B_{2-\ell}^{[\gamma]}\left(x, \xi, D_{x}\right) A_{j-\ell}(t, x, \xi), \tag{13.15}
\end{equation*}
$$

evaluated at $\omega=t^{1 / 2} \xi$, where

$$
\begin{equation*}
e^{t L_{2}(x, \xi)} D_{x}^{\gamma} e^{-t L_{2}(x, \xi)}=\Lambda_{\gamma}\left(x, t^{1 / 2} \xi\right) \tag{13.16}
\end{equation*}
$$

Clearly, $\Lambda_{\gamma}\left(x, t^{1 / 2} \xi\right)$ is a polynomial in $\xi$ and also a polynomial in $t$; hence $\Lambda_{\gamma}(x, \omega)$ is an even polynomial in $\omega$. Note also that the differential operator $B_{2-\ell}^{[\gamma]}\left(x, \xi, D_{x}\right)$ is of order $\ell-|\gamma|$, and its coefficients are polynomials in $\xi$, homogeneous of degree $2-\ell$, as were those of $B_{2-\ell}\left(x, \xi, D_{x}\right)$. The factor $A_{j}$ is given by

$$
\begin{equation*}
A_{j}(t, x, \xi)=\int_{0}^{t} \Gamma_{j}(s, x, \xi) d s \tag{13.17}
\end{equation*}
$$

The recursion (13.15)-(13.17) will provide an inductive proof of Lemma 13.1.
To carry this out, assume the lemma true for $A_{j}$, for all $j<2 \mu+\nu$. We then have

$$
\begin{align*}
\Gamma_{2 \mu+v}(t, x, \xi)= & \sum_{1 \leq \ell<v} \sum_{|\gamma| \leq \ell} \Lambda_{\ell}(x, \omega) B_{2-\ell}^{[\gamma]}\left(x, \xi, D_{x}\right) A_{2 \mu+v-\ell}^{\#}(x, \omega, \xi) t^{\mu+1} \\
& +\sum_{v \leq \ell \leq 2} \sum_{|\gamma| \leq \ell} \Lambda_{\ell}(x, \omega) B_{2-\ell}^{[\gamma]}\left(x, \xi, D_{x}\right) A_{2 \mu+v-\ell}^{\#}(x, \omega, \xi) t^{\mu} . \tag{13.18}
\end{align*}
$$

The first sum is empty if $v=1$. In the first sum, $A_{2 \mu+v-\ell}^{\#}(x, \omega, \xi)$ is homogeneous of degree $2+\ell-v$ in $\xi$, so in the first sum

$$
\begin{equation*}
t^{\mu+1} \Lambda_{\gamma}(x, \omega) B_{2-\ell}^{[\gamma]}\left(x, \xi, D_{x}\right) A_{2 \mu+\nu-\ell}^{\#}(x, \omega, \xi)=t^{\mu+1} H_{\mu \nu \ell \gamma}^{\#}(x, \omega, \xi) \tag{13.19}
\end{equation*}
$$

where $H_{\mu \nu \ell \gamma}^{\#}(x, \omega, \xi)$ is a polynomial in $\xi$, homogeneous of degree $4-v$, and an even polynomial in $\omega$. We can hence write

$$
\begin{equation*}
t^{\mu+1} H_{\mu \nu \ell \gamma}^{\#}(x, \omega, \xi)=t^{\mu} H_{\mu \nu \ell \gamma}(x, \omega, \xi), \tag{13.20}
\end{equation*}
$$

where $H_{\mu \nu \ell \gamma}(x, \omega, \xi)$ is a polynomial in $\xi$, homogeneous of degree $2-v$, and an even polynomial in $\omega$.

In the last sum in (13.18), $A_{2 \mu+v-\ell}^{\#}$ is homogeneous in $\xi$ of degree $\ell-v$, so in this sum

$$
\begin{equation*}
t^{\mu} \Lambda_{\gamma}(x, \omega) B_{2-\ell}^{[\gamma]}\left(x, \xi, D_{x}\right) A_{2 \mu+\nu-\ell}^{\#}(x, \omega, \xi)=t^{\mu} H_{\mu \nu \ell \gamma}(x, \omega, \xi) \tag{13.21}
\end{equation*}
$$

where, as in (13.20), $H_{\mu \nu \ell \gamma}(x, \omega, \xi)$ is a polynomial in $\xi$, homogeneous of degree $2-v$, and an even polynomial in $\omega$. Thus

$$
\begin{equation*}
\Gamma_{2 \mu+v}(t, x, \xi)=t^{\mu} \sum_{\ell, \gamma} H_{\mu \nu \ell \gamma}(x, \omega, \xi)=t^{\mu} K_{\mu \nu}(x, \omega, \xi) \tag{13.22}
\end{equation*}
$$

where $K_{\mu \nu}$ is a polynomial in $\xi$, homogeneous of degree $2-\nu$, and an even polynomial in $\omega$. It follows that

$$
\begin{equation*}
A_{2 \mu+v}(t, x, \xi)=\int_{0}^{t} s^{\mu} K_{\mu \nu}\left(x, s^{1 / 2} \xi, \xi\right) d s \tag{13.23}
\end{equation*}
$$

has the properties stated in Lemma 13.1, whose proof is complete.
The analysis of (13.12) yields estimates on $a_{j}(t, x, \xi)$, easily obtained by writing (for $j=2 \mu+\nu, \nu=1$ or 2 )

$$
\begin{equation*}
a_{j}(t, x, \xi)=t^{\mu+1} A_{j}^{\#}(x, \omega, \xi) e^{-L_{2}(x, \omega) / 2} e^{-t L_{2}(x, \xi) / 2} \tag{13.24}
\end{equation*}
$$

and using the simple estimates

$$
\begin{equation*}
|\omega|^{L} e^{-L_{2}(x, \omega) / 2} \leq C_{L}, \quad\left(t|\xi|^{2}\right)^{\ell} e^{-t L_{2}(x, \xi) / 2} \leq C_{2 \ell} . \tag{13.25}
\end{equation*}
$$

Note that $t^{\mu+1}=t^{j / 2}$ if $j$ is even; if $j$ is odd, then $t^{\mu+1}=t^{j / 2} \cdot t^{1 / 2}$, and the factor $t^{1 / 2}$ can be paired with the linear factor of $\xi$ in $A_{j}^{\#}$. Thus we have estimates

$$
\begin{equation*}
\left|a_{j}(t, x, \xi)\right| \leq C_{j} t^{j / 2} \tag{13.26}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|a_{j}(t, x, \xi)\right| \leq C_{j}\langle\xi\rangle^{-j} \tag{13.27}
\end{equation*}
$$

Derivatives are readily estimated by the same method, and we obtain:
Lemma 13.2. For $0 \leq t \leq T, k \geq-j$, we have

$$
\begin{equation*}
t^{k / 2} D_{t}^{\ell} a_{j}(t, x, \xi) \quad \text { bounded in } S_{1,0}^{2 \ell-k-j} \tag{13.28}
\end{equation*}
$$

We can construct a function $a(t, x, \xi)$ such that each difference $a(t, x, \xi)-$ $\sum_{\ell<j} a_{\ell}(t, x, \xi)$ has the properties (13.28), and then, for $u(t, x)$ given by (13.22), we have $u(0, x)=f(x)$ and

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+L\right) u(t, x)=r(t, x) \tag{13.29}
\end{equation*}
$$

where $r(t, x)$ is smooth for $t \geq 0$ and rapidly decreasing as $t \searrow 0$. If the construction is made on a compact manifold $M$, energy estimates imply that the difference between $u(t, x)$ and $v(t, x)=e^{-t L} f(x)$ is smooth and rapidly decreasing as $t \searrow 0$, for all $f \in \mathcal{D}^{\prime}(M)$. Consequently the "heat kernel" $H(t, x, y)$, given by

$$
\begin{equation*}
e^{-t L} f(x)=\int_{M} H(t, x, y) f(y) d V(y), \tag{13.30}
\end{equation*}
$$

and the integral kernel $Q(t, x, y)$ of the operator constructed in the form (13.2) differ by a function $R(t, x, y)$, which is smooth on $[0, \infty) \times M \times M$ and rapidly decreasing as $t \searrow 0$.

Look at the integral kernel of the operator

$$
\begin{equation*}
Q_{j}(t, x, D) f=\int a_{j}(t, x, \xi) e^{i x \cdot \xi} \hat{f}(\xi) d \xi \tag{13.31}
\end{equation*}
$$

which is

$$
\begin{equation*}
Q_{j}(t, x, y)=(2 \pi)^{-n} \int_{\mathbb{R}^{n}} a_{j}(t, x, \xi) e^{i(x-y) \cdot \xi} d \xi \tag{13.32}
\end{equation*}
$$

For $a_{j}(t, x, \xi)$ in the form (13.11)-(13.12), we obtain

$$
\begin{equation*}
Q_{j}(t, x, y)=t^{(j-n) / 2} q_{j}\left(x, t^{-1 / 2}(x-y)\right), \tag{13.33}
\end{equation*}
$$

where

$$
\begin{equation*}
q_{0}(x, z)=(2 \pi)^{-n} \int_{\mathbb{R}^{n}} e^{-L_{2}(x, \xi)} e^{i z \cdot \xi} d \xi \tag{13.34}
\end{equation*}
$$

and, for $j \geq 1$,

$$
\begin{equation*}
q_{j}(x, z)=(2 \pi)^{-n} \int_{\mathbb{R}^{n}} A_{j}^{\#}(x, \xi, \xi) e^{-L_{2}(x, \xi)} e^{i z \cdot \xi} d \xi \tag{13.35}
\end{equation*}
$$

We can evaluate the Gaussian integral (13.34) via the method developed in Chap. 3. If, in the local coordinate system used in (13.2), $L_{2}(x, \xi)=\mathcal{L}(x) \xi \cdot \xi$, for a positive-definite matrix $\mathcal{L}(x)$, then

$$
\begin{equation*}
q_{0}(x, z)=[\operatorname{det}(4 \pi \mathcal{L}(x))]^{-1 / 2} e^{-\mathcal{G}(x) z z / 4} \tag{13.36}
\end{equation*}
$$

where $\mathcal{G}(x)=\mathcal{L}(x)^{-1}$. Consequently,

$$
\begin{equation*}
Q_{0}(t, x, y)=(4 \pi t)^{-n / 2}[\operatorname{det} \mathcal{L}(x)]^{-1 / 2} e^{-\mathcal{G}(x)(x-y) \cdot(x-y) / 4 t} \tag{13.37}
\end{equation*}
$$

The integrals (13.35) can be computed in terms of

$$
\begin{align*}
(2 \pi)^{-n} \int \xi^{\beta} e^{-L_{2}(x, \xi)} e^{i z \cdot \xi} d \xi & =[\operatorname{det}(4 \pi \mathcal{L}(x))]^{-1 / 2} D_{z}^{\beta} e^{-\mathcal{G}(x) z \cdot z / 4}  \tag{13.38}\\
& =p_{\beta}(x, z) e^{-\mathcal{G}(x) z \cdot z / 4}
\end{align*}
$$

where $p_{\beta}(x, z)$ is a polynomial of degree $|\beta|$ in $z$. Clearly, $p_{\beta}(x, z)$ is even or odd in $z$ according to the parity of $|\beta|$. Note also that, in (13.35), $A_{j}^{\#}(x, \xi, \xi)$ is even or odd in $\xi$ according to the parity of $j$. We hence obtain the following result.

Proposition 13.3. If $L$ is a second-order, elliptic differential operator with positive scalar principal symbol, then the integral kernel $H(t, x, y)$ of the operator $e^{-t L}$ has the form

$$
\begin{equation*}
H(t, x, y) \sim \sum_{j \geq 0} t^{(j-n) / 2} p_{j}\left(x, t^{-1 / 2}(x-y)\right) e^{-\mathcal{G}(x)(x-y) \cdot(x-y) / 4 t} \tag{13.39}
\end{equation*}
$$

where $p_{j}(x, z)$ is a polynomial in $z$, which is even or odd in $z$ according to the parity of $j$.

To be precise about the strong sense in which (13.39) holds, we note that, for any $v<\infty$, there is an $N<\infty$ such that the difference $R_{N}(t, x, y)$ between the left side of (13.39) and the sum over $j \leq N$ of the right side belongs to $C^{v}([0, \infty) \times M \times M)$ and vanishes to order $v$ as $t \searrow 0$.

In particular, we have

$$
\begin{equation*}
H(t, x, x) \sim \sum_{j \geq 0} t^{-n / 2+j} p_{2 j}(x, 0) \tag{13.40}
\end{equation*}
$$

since $p_{j}(x, 0)=0$ for $j$ odd. Consequently, the trace of the operator $e^{-t L}$ has the asymptotic expansion

$$
\begin{equation*}
\operatorname{Tr} e^{-t L} \sim t^{-n / 2}\left(a_{0}+a_{1} t+a_{2} t^{2}+\cdots\right) \tag{13.41}
\end{equation*}
$$

with

$$
\begin{equation*}
a_{j}=\int_{M} p_{2 j}(x, 0) d V(x) \tag{13.42}
\end{equation*}
$$

Further use will be made of this in Chaps. 8 and 10.
Note that the exponent in (13.39) agrees with $r(x, y)^{2} / 4 t$, up to $O\left(r^{3} / t\right)$, for $x$ close to $y$, where $r(x, y)$ is the geodesic distance from $x$ to $y$. In fact, when $L=-\Delta$, the integral operator with kernel

$$
\begin{equation*}
H_{0}(t, x, y)=(4 \pi t)^{-n / 2} e^{-r(x, y)^{2} / 4 t}, \quad t>0 \tag{13.43}
\end{equation*}
$$

is in some ways a better first approximation to $e^{-t L}$ than is (13.2) with $a(t, x, \xi)$ replaced by $a_{0}(t, x, \xi)=e^{-t L_{2}(x, \xi)}$. (See Exercise 3 below.) It can be shown that

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+L_{x}\right) H_{0}(t, x, y)=Q(t, x, y), \quad t>0 \tag{13.44}
\end{equation*}
$$

is the integral kernel of an operator that is regularizing, and if one defines

$$
\begin{equation*}
H_{0} \# Q(t, x, y)=\int_{0}^{t} \int_{M} H_{0}(t-s, x, z) Q(s, z, y) d V(z) d s \tag{13.45}
\end{equation*}
$$

then a parametrix that is as good as (13.39) can be obtained in the form

$$
\begin{equation*}
\sim H_{0}-H_{0} \# Q+H_{0} \# Q \# Q-\cdots . \tag{13.46}
\end{equation*}
$$

This approach, one of several alternatives to that used above, is taken in [MS].
One can also look at (13.43)-(13.46) from a pseudodifferential operator perspective, as done in [Gr]. The symbol of $\partial / \partial t+L$ is $i \tau+L(x, \xi)$, and

$$
\begin{equation*}
H_{0}(x, \tau, \xi)=\left(i \tau+L_{2}(x, \xi)\right)^{-1} \in S_{1 / 2,0}^{-1}(\mathbb{R} \times M) \tag{13.47}
\end{equation*}
$$

The operator with integral kernel $H_{0}(t-s, x, y)$ given by (13.43) belongs to $O P S_{1 / 2,0}^{-1}(\mathbb{R} \times M)$ and has (13.47) as its principal symbol. This operator has two additional properties; it is causal, that is, if $v$ vanishes for $t<T$, so does $H_{0} v$, for any $T$, and it commutes with translations. Denote by $\mathcal{C}^{m}$ the class of operators in $O P S_{1 / 2,0}^{m}(\mathbb{R} \times M)$ with these two properties. One easily has $P_{j} \in \mathcal{C}^{m_{j}} \Rightarrow$ $P_{1} P_{2} \in \mathcal{C}^{m_{1}+m_{2}}$. The symbol computation gives

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+L\right) H_{0}=I+Q, \quad Q \in \mathcal{C}^{-1} \tag{13.48}
\end{equation*}
$$

and from here one obtains a parametrix

$$
\begin{equation*}
H \in \mathcal{C}^{-1}, \quad H \sim H_{0}-H_{0} Q+H_{0} Q^{2}-\cdots \tag{13.49}
\end{equation*}
$$

The formulas (13.46) and (13.49) agree, via the correspondence of operators and their integral kernels.

One can proceed to construct a parametrix for the heat equation on a manifold with boundary. We sketch an approach, using a variant of the double-layerpotential method described for elliptic boundary problems in $\S 11$. Let $\Omega$ be an open domain, with smooth boundary, in $M$, a compact Riemannian manifold without boundary. We construct an approximate solution to

$$
\begin{equation*}
\frac{\partial u}{\partial t}=-L u, \tag{13.50}
\end{equation*}
$$

for $(t, x) \in \mathbb{R}^{+} \times \Omega$, satisfying

$$
\begin{equation*}
u(0, x)=0, \quad u(t, x)=h(t, x), \quad \text { for } x \in \partial \Omega, \tag{13.51}
\end{equation*}
$$

in the form

$$
\begin{equation*}
u=\mathcal{D} \ell g(t, x)=\int_{0}^{\infty} \int_{\partial \Omega} g(s, y) \frac{\partial H}{\partial v_{y}}(t-s, x, y) d S(y) d s \tag{13.52}
\end{equation*}
$$

where $H(t, x, y)$ is the heat kernel on $\mathbb{R}^{+} \times M$ studied above. For $x \in \partial \Omega$, denote by $\mathcal{D} \ell g_{+}(t, x)$ the limit of $\mathcal{D} \ell g$ from within $\mathbb{R}^{+} \times \Omega$. As in (11.7), one can establish the identity

$$
\begin{equation*}
\mathcal{D} \ell g_{+}=\frac{1}{2}(I+N) g \tag{13.53}
\end{equation*}
$$

where $(1 / 2) N g$ is given by the double integral on the right side of (13.52), with $y$ and $x$ both in $\partial \Omega$. In analogy with (11.23), we have

$$
N \in O P S_{1 / 2,0}^{-1 / 2}\left(\mathbb{R}^{+} \times \partial \Omega\right)
$$

For $u$ to solve (13.50)-(13.51), we need

$$
\begin{equation*}
h=\frac{1}{2}(I+N) g . \tag{13.54}
\end{equation*}
$$

Thus we have a parametrix for (13.50)-(13.51) in the form (13.52) with

$$
\begin{equation*}
g \sim 2\left(I-N+N^{2}-\cdots\right) h \tag{13.55}
\end{equation*}
$$

We can use the analysis of (13.50)-(13.55) to construct a parametrix for the solution operator to
(13.56) $\frac{\partial u}{\partial t}=\Delta u$, for $x \in \Omega, \quad u(0, x)=f(x), \quad u(t, x)=0$, for $x \in \partial \Omega$.

To begin, let $v$ solve

$$
\begin{equation*}
\frac{\partial v}{\partial t}=\Delta v \text { on } \mathbb{R}^{+} \times M, \quad v(0)=\widetilde{f} \tag{13.57}
\end{equation*}
$$

where

$$
\begin{align*}
\widetilde{f}(x)=f(x), & \text { for } x \in \Omega  \tag{13.58}\\
0, & \text { for } x \in M \backslash \Omega
\end{align*}
$$

One way to obtain $u$ would be to subtract a solution to (13.50)-(13.51), with $-L=\Delta, h=\left.v\right|_{\mathbb{R}^{+} \times \partial \Omega}$. This leads to a parametrix for the solution operator for (13.56) of the form

$$
\begin{align*}
p(t, x, y) & =H(t, x, y)-\int_{0}^{\infty} \int_{\partial \Omega} h(s, z, y) \frac{\partial H}{\partial v_{z}}(t-s, x, z) d S(z) d s  \tag{13.59}\\
h(s, z, y) & \sim 2 H(s, z, y)+\cdots
\end{align*}
$$

where, as above, $H(t, x, y)$ is the heat kernel on $\mathbb{R}^{+} \times M$.
We mention an alternative treatment of (13.56) that has some advantages. We will apply a reflection to $v$. To do this, assume that $\bar{\Omega}$ is contained in a compact Riemannian manifold $M$, diffeomorphic to the double of $\bar{\Omega}$, and let $R: M \rightarrow M$ be a smooth involution of $M$, fixing $\partial \Omega$, which near $\partial \Omega$ is a reflection of each geodesic normal to $\partial \Omega$, about the point where the geodesic intersects $\partial \Omega$. Pulling back the metric tensor on $M$ by $R$ yields a metric tensor that agrees with the original on $\partial \Omega$. Now set

$$
\begin{equation*}
u_{1}(t, x)=v(t, x)-v(t, R(x)), \quad x \in \Omega . \tag{13.60}
\end{equation*}
$$

We see that $u_{1}$ satisfies

$$
\begin{equation*}
\frac{\partial u_{1}}{\partial t}=\Delta u_{1}+g, \quad u_{1}(0, x)=f, \quad u_{1}(t, x)=0, \text { for } x \in \partial \Omega \tag{13.61}
\end{equation*}
$$

where

$$
\begin{equation*}
g=\left.L^{b} \widetilde{v}\right|_{\mathbb{R}^{+} \times \Omega}, \quad \widetilde{v}(t, x)=v(t, R(x)) \tag{13.62}
\end{equation*}
$$

and where $L^{b}$ is a second-order differential operator, with smooth coefficients, whose principal symbol vanishes on $\partial \Omega$. Thus the difference $u-u_{1}=w$ solves

$$
\begin{equation*}
\frac{\partial w}{\partial t}=\Delta w-g, \quad w(0)=0, \quad w(t, x)=0, \text { for } x \in \partial \Omega . \tag{13.63}
\end{equation*}
$$

Next let $v_{2}$ solve

$$
\begin{equation*}
\frac{\partial v_{2}}{\partial t}=\Delta v_{2}-\widetilde{g} \text { on } \mathbb{R}^{+} \times M, \quad v_{2}(0)=0 \tag{13.64}
\end{equation*}
$$

where

$$
\begin{array}{cl}
\widetilde{g}(t, x)=g(t, x), & \text { for } x \in \Omega \\
0, & \text { for } x \in M \backslash \Omega, \tag{13.65}
\end{array}
$$

and set

$$
\begin{equation*}
u_{2}=\left.v_{2}\right|_{\mathbb{R}^{+} \times \Omega} . \tag{13.66}
\end{equation*}
$$

It follows that $w_{2}=u-\left(u_{1}+u_{2}\right)$ satisfies
(13.67) $\frac{\partial w_{2}}{\partial t}=\Delta w_{2}$ on $\mathbb{R}^{+} \times \Omega, \quad w_{2}(0)=0,\left.\quad w_{2}\right|_{\mathbb{R}^{+} \times \partial \Omega}=-\left.v_{2}\right|_{\mathbb{R}^{+} \times \partial \Omega}$.

Now we can obtain $w_{2}$ by the construction (13.52)-(13.55), with

$$
h=-\left.v_{2}\right|_{\mathbb{R}^{+} \times \partial \Omega \Omega} .
$$

To illustrate the effect of this construction using reflection, suppose that, in (13.56),

$$
\begin{equation*}
f \in H_{0}^{1}(\Omega) \tag{13.68}
\end{equation*}
$$

Then, in (13.57)-(13.58), $\widetilde{f} \in H^{1}(M)$, so $v \in C\left(\mathbb{R}^{+}, H^{1}(M)\right)$, and hence

$$
\begin{equation*}
u_{1} \in C\left(\mathbb{R}^{+}, H_{0}^{1}(\Omega)\right) \tag{13.69}
\end{equation*}
$$

Furthermore, given the nature of $L^{b}$ and that of the heat kernel on $\mathbb{R}^{+} \times M \times M$, one can show that, in (13.62),

$$
\begin{equation*}
g \in C\left(\mathbb{R}^{+}, L^{2}(\Omega)\right) \tag{13.70}
\end{equation*}
$$

that is, $L^{b}$ effectively acts like a first-order operator on $\widetilde{v}$, when one restricts to $\Omega$. It follows that $\widetilde{g} \in C\left(\mathbb{R}^{+}, L^{2}(M)\right)$ and hence, via Duhamel's formula for the solution to (13.64), that $v_{2} \in C\left(\mathbb{R}^{+}, H^{2-\epsilon}(M)\right), \forall \epsilon>0$. Therefore,

$$
\begin{equation*}
u_{2} \in C\left(\mathbb{R}^{+}, H^{2-\epsilon}(\Omega)\right), \tag{13.71}
\end{equation*}
$$

and, in (13.67), we have a PDE of the form (13.50)-(13.51), with $h \in$ $C\left(\mathbb{R}^{+}, H^{3 / 2-\epsilon}(\partial \Omega)\right)$, for all $\epsilon>0$. One can deduce from (13.52)-(13.55) that $w_{2}$ has as much regularity as that given for $u_{2}$ in (13.71).

It also follows directly from Duhamel's principle, applied to (13.63), that

$$
\begin{equation*}
w \in C\left(\mathbb{R}^{+}, H^{2-\epsilon}(\Omega)\right) \tag{13.72}
\end{equation*}
$$

so we can see without analyzing (13.52)-(13.55) that $w_{2}$ has as much regularity as mentioned above. Either way, we see that when $f$ satisfies (13.68), the principal singularities of the solution $u$ to (13.56) are captured by $u_{1}$, defined by (13.60). Constructions of $u_{2}$ and, via (13.52)-(13.55), of $w_{2}$ yield smoother corrections, at least when smoothness is measured in the spaces used above.

The construction (13.56)-(13.67) can be compared with constructions in $\S 7$ of Chap. 13.

## Exercises

1. Let $L$ be a positive, self-adjoint, elliptic differential operator of order $2 k>0$ on a compact manifold $M$, with scalar principal symbol $L_{2 k}(x, \xi)$. Show that a parametrix for $\partial u / \partial t=-L u$ can be constructed in the form (13.2)-(13.3), with $a_{j}(t, x, \xi)$ of the following form, generalizing (13.11)-(13.12):

$$
a_{j}(t, x, \xi)=A_{j}(t, x, \xi) e^{-t L_{2 k}(x, \xi)}
$$

where $A_{0}(t, x, \xi)=1$ and if $\mu=0,1,2, \ldots$ and $v \in\{1, \ldots, 2 k\}$, then

$$
A_{2 k \mu+v}(t, x, \xi)=t^{\mu+1} A_{2 k \mu+v}^{\#}(x, \omega, \xi), \quad \omega=t^{1 / 2 k} \xi,
$$

where $A_{2 k \mu+v}^{\#}(x, \omega, \xi)$ is a polynomial in $\xi$, homogeneous of degree $2 k-v$, whose coefficients are polynomials in $\omega$, each monomial of which has degree (in $\omega$ ) that is an integral multiple of $2 k$, so $A_{2 k \mu+v}^{\#}\left(x, e^{\pi i / k} \omega, \xi\right)=A_{2 k \mu+v}^{\#}(x, \omega, \xi)$.
2. In the setting of Exercise 1 , show that

$$
\operatorname{Tr} e^{-t L} \sim t^{-n / 2 k}\left(a_{0}+a_{1} t^{1 / k}+a_{2} t^{2 / k}+\cdots\right),
$$

generalizing (13.41).
3. Let $g_{j k}(y, x)$ denote the components of the metric tensor at $x$ in a normal coordinate system centered at $y$. Suppose $-L u(x)=\Delta u(x)=g^{j k}(y, x) \partial_{j} \partial_{k} u(x)+$ $b^{j}(y, x) \partial_{j} u(x)$ in this coordinate system. With $H_{0}(t, x, y)$ given by (13.43), show that

$$
\begin{aligned}
\left(\frac{\partial}{\partial t}\right. & \left.+L_{x}\right) H_{0}(t, x, y) \\
= & H_{0}(t, x, y)\left\{(2 t)^{-2}\left[g^{j k}(x, x)-g^{j k}(y, x)\right]\left(x_{j}-y_{j}\right)\left(x_{k}-y_{k}\right)\right. \\
& \left.\quad-(2 t)^{-1}\left[g^{j}{ }_{j}(x, x)-g^{j}{ }_{j}(y, x)-b^{j}(y, x)\left(x_{j}-y_{j}\right)\right]\right\} \\
= & H_{0}(t, x, y)\left\{O\left(\frac{|x-y|^{4}}{t^{2}}\right)+O\left(\frac{|x-y|^{2}}{t}\right)\right\} .
\end{aligned}
$$

Compare formula (2.10) in Chap. 5. Note that $g_{j k}(y, y)=\delta_{j k}, \partial_{\ell} g_{j k}(y, y)=0$, and $b^{j}(y, y)=0$. Relate this calculation to the discussion involving (13.43)-(13.49).
4. Using the parametrix, especially (13.39), show that if $M$ is a smooth, compact Riemannian manifold, without boundary, then

$$
e^{t \Delta}: C^{k}(M) \longrightarrow C^{k}(M)
$$

is a strongly continuous semigroup, for each $k \in \mathbb{Z}^{+}$.

## 14. The Weyl calculus

To define the Weyl calculus, we begin with a modification of the formula (1.10) for $a(x, D)$. Namely, we replace $e^{i q \cdot X} e^{i p \cdot D}$ by $e^{i(q \cdot X+p \cdot D)}$, and set

$$
\begin{equation*}
a(X, D) u=\int \hat{a}(q, p) e^{i(q \cdot X+p \cdot D)} u d q d p \tag{14.1}
\end{equation*}
$$

initially for $a(x, \xi) \in \mathcal{S}\left(\mathbb{R}^{2 n}\right)$. Note that $v(t, x)=e^{i t(q \cdot X+p \cdot D)} u(x)$ solves the PDE

$$
\begin{equation*}
\frac{\partial v}{\partial t}=\sum_{j} p_{j} \frac{\partial v}{\partial x_{j}}+i(q \cdot x) v, \quad v(0, x)=u(x) \tag{14.2}
\end{equation*}
$$

and the solution is readily obtained by integrating along the integral curves of $\partial / \partial t-\sum p_{j} \partial / \partial x_{j}$, which are straight lines. We get

$$
\begin{equation*}
e^{i(q \cdot X+p \cdot D)} u(x)=e^{i q \cdot x+i q \cdot p / 2} u(x+p) . \tag{14.3}
\end{equation*}
$$

Note that this is equivalent to the identity

$$
\begin{equation*}
e^{i(q \cdot X+p \cdot D)}=e^{i q \cdot p / 2} e^{i q \cdot X} e^{i p \cdot D} . \tag{14.4}
\end{equation*}
$$

If we plug (14.3) into (14.1), a few manipulations using the Fourier inversion formula yield

$$
\begin{equation*}
a(X, D) u(x)=(2 \pi)^{-n} \int a\left(\frac{x+y}{2}, \xi\right) e^{i(x-y) \cdot \xi} u(y) d y d \xi \tag{14.5}
\end{equation*}
$$

which can be compared with the formula (1.3) for $a(x, D)$. Note that $a(X, D)$ is of the form (3.2) with $a(x, y, \xi)=a((x+y) / 2, \xi)$, while $a(x, D)$ is of the form (3.2) with $a(x, y, \xi)=a(x, \xi)$. In particular, Proposition 3.1 is applicable; we have

$$
\begin{equation*}
a(X, D)=b(x, D) \tag{14.6}
\end{equation*}
$$

where

$$
\begin{equation*}
b(x, \xi)=\left.e^{i D_{\xi} \cdot D_{y}} a\left(\frac{x+y}{2}, \xi\right)\right|_{y=x}=e^{(i / 2) D_{\xi} \cdot D_{x}} a(x, \xi) \tag{14.7}
\end{equation*}
$$

If $a(x, \xi) \in S_{\rho, \delta}^{m}$, with $0 \leq \delta<\rho \leq 1$, then $b(x, \xi)$ also belongs to $S_{\rho, \delta}^{m}$ and, by (3.6),

$$
\begin{equation*}
b(x, \xi) \sim \sum_{\alpha \geq 0} \frac{i^{|\alpha|}}{\alpha!} 2^{-|\alpha|} D_{\xi}^{\alpha} D_{x}^{\alpha} a(x, \xi) \tag{14.8}
\end{equation*}
$$

Of course this relation is invertible; we have $a(x, \xi)=e^{-(i / 2) D_{\xi} \cdot D_{x}} b(x, \xi)$ and a corresponding asymptotic expansion. Thus, at least on a basic level, the two methods of assigning an operator, either $a(x, D)$ or $a(X, D)$, to a symbol $a(x, \xi)$ lead to equivalent operator calculi. However, they are not identical, and the differences sometimes lead to subtle advantages for the Weyl calculus.

One difference is that since the adjoint of $e^{i(q \cdot X+p \cdot D)}$ is $e^{-i(q \cdot X+p \cdot D)}$, we have the formula

$$
\begin{equation*}
a(X, D)^{*}=b(X, D), \quad b(x, \xi)=a(x, \xi)^{*} \tag{14.9}
\end{equation*}
$$

which is somewhat simpler than the formula (3.13)-(3.14) for $a(x, D)^{*}$.
Other differences can be traced to the fact that the Weyl calculus exhibits certain symmetries rather clearly. To explain this, we recall, from the exercises after $\S 1$, that the set of operators

$$
\begin{equation*}
e^{i t} e^{i q \cdot X} e^{i p \cdot D}=\tilde{\pi}(t, q, p) \tag{14.10}
\end{equation*}
$$

form a unitary group of operators on $L^{2}\left(\mathbb{R}^{n}\right)$, a representation of the group $\mathcal{H}^{n}$, with group law

$$
\begin{equation*}
(t, q, p) \circ\left(t^{\prime}, q^{\prime}, p^{\prime}\right)=\left(t+t^{\prime}+p \cdot q^{\prime}, q+q^{\prime}, p+p^{\prime}\right) \tag{14.11}
\end{equation*}
$$

Now, using (14.4), one easily computes that

$$
\begin{equation*}
e^{i(t+q \cdot X+p \cdot D)} e^{i\left(t^{\prime}+q^{\prime} \cdot X+p^{\prime} \cdot D\right)}=e^{i(s+u \cdot X+v \cdot D)} \tag{14.12}
\end{equation*}
$$

with $u=q+q^{\prime}, v=p+p^{\prime}$, and

$$
\begin{equation*}
s=t+t^{\prime}+\frac{1}{2}\left(p \cdot q^{\prime}-q \cdot p^{\prime}\right)=t+t^{\prime}+\frac{1}{2} \sigma\left((p, q),\left(p^{\prime}, q^{\prime}\right)\right) \tag{14.13}
\end{equation*}
$$

where $\sigma$ is the natural symplectic form on $\mathbb{R}^{n} \times \mathbb{R}^{n}$. Thus

$$
\begin{equation*}
\pi(t, q, p)=e^{i(t+q \cdot X+p \cdot D)} \tag{14.14}
\end{equation*}
$$

defines a unitary representation of a group we'll denote $\mathbf{H}^{n}$, which is $\mathbb{R} \times \mathbb{R}^{2 n}$ with group law

$$
\begin{equation*}
(t, w) \cdot\left(t^{\prime}, w^{\prime}\right)=\left(t+t^{\prime}+\frac{1}{2} \sigma\left(w, w^{\prime}\right), w+w^{\prime}\right) \tag{14.15}
\end{equation*}
$$

where we have set $w=(q, p)$. Of course, the groups $\mathcal{H}^{n}$ and $\mathbf{H}^{n}$ are isomorphic; both are called the Heisenberg group. The advantage of using the group law (14.15) rather than (14.11) is that it makes transparent the existence of the action of the group $\operatorname{Sp}(n, \mathbb{R})$ of linear symplectic maps on $\mathbb{R}^{2 n}$, as a group of automorphisms of $\mathbf{H}^{n}$. Namely, if $g: \mathbb{R}^{2 n} \rightarrow \mathbb{R}^{2 n}$ is a linear map preserving the symplectic form, so $\sigma(g w, g v)=\sigma(w, v)$ for $v, w \in \mathbb{R}^{2 n}$, then

$$
\begin{equation*}
\alpha(g): \mathbf{H}^{n} \rightarrow \mathbf{H}^{n}, \quad \alpha(g)(t, w)=(t, g w) \tag{14.16}
\end{equation*}
$$

defines an automorphism of $\mathbf{H}^{n}$, so

$$
\begin{equation*}
(t, w) \cdot\left(t^{\prime}, w^{\prime}\right)=(s, v) \Rightarrow(t, g w) \cdot\left(t^{\prime}, g w^{\prime}\right)=(s, g v) \tag{14.17}
\end{equation*}
$$

and $\alpha\left(g g^{\prime}\right)=\alpha(g) \alpha\left(g^{\prime}\right)$. The associated action of $\operatorname{Sp}(n, \mathbb{R})$ on $\mathcal{H}^{n}$ has a formula that is less clean.

This leads to an action of $\operatorname{Sp}(n, \mathbb{R})$ on operators in the Weyl calculus. Setting

$$
\begin{equation*}
a_{g}(x, \xi)=a\left(g^{-1}(x, \xi)\right), \tag{14.18}
\end{equation*}
$$

we have

$$
\begin{equation*}
a(X, D) b(X, D)=c(X, D) \Rightarrow a_{g}(X, D) b_{g}(X, D)=c_{g}(X, D), \tag{14.19}
\end{equation*}
$$

for $g \in \operatorname{Sp}(n, \mathbb{R})$.
In fact, let us rewrite (14.1) as

$$
a(X, D)=\int \hat{a}(w) \pi(0, w) d w
$$

Then

$$
\begin{align*}
& a(X, D) b(X, D) \\
& \quad=\iint \hat{a}(w) \hat{b}\left(w^{\prime}\right) \pi(0, w) \pi\left(0, w^{\prime}\right) d w d w^{\prime}  \tag{14.20}\\
& \quad=\iint \hat{a}(w) \hat{b}\left(w^{\prime}\right) e^{\sigma\left(w, w^{\prime}\right) / 2} \pi\left(0, w+w^{\prime}\right) d w d w^{\prime},
\end{align*}
$$

so $c(X, D)$ in (14.19) has symbol satisfying

$$
\begin{equation*}
\hat{c}(w)=(2 \pi)^{-n} \int \hat{a}\left(w-w^{\prime}\right) \hat{b}\left(w^{\prime}\right) e^{i \sigma\left(w, w^{\prime}\right) / 2} d w^{\prime} \tag{14.21}
\end{equation*}
$$

The implication in (14.19) follows immediately from this formula. Let us write $c(x, \xi)=(a \circ b)(x, \xi)$ when this relation holds.

From (14.21), one easily obtains the product formula

$$
\begin{equation*}
(a \circ b)(x, \xi)=\left.e^{(i / 2)\left(D_{y} \cdot D_{\xi}-D_{x} \cdot D_{\eta}\right)} a(x, \xi) b(y, \eta)\right|_{y=x, \eta=\xi} \tag{14.22}
\end{equation*}
$$

If $a \in S_{\rho, \delta}^{m}, b \in S_{\rho, \delta}^{\mu}, 0 \leq \delta<\rho \leq 1$, we have the following asymptotic expansion:

$$
\begin{equation*}
(a \circ b)(x, \xi) \sim a b+\sum_{j \geq 1} \frac{1}{j!}\{a, b\}_{j}(x, \xi) \tag{14.23}
\end{equation*}
$$

where

$$
\begin{equation*}
\{a, b\}_{j}(x, \xi)=\left.\left(-\frac{i}{2}\right)^{j}\left(\partial_{y} \cdot \partial_{\xi}-\partial_{x} \cdot \partial_{\eta}\right)^{j} a(x, \xi) b(y, \eta)\right|_{y=x, \eta=\xi} \tag{14.24}
\end{equation*}
$$

For comparison, recall the formula for

$$
\begin{equation*}
a(x, D) b(x, D)=(a \# b)(x, D) \tag{14.25}
\end{equation*}
$$

given by (3.16)-(3.20):

$$
\begin{align*}
(a \# b)(x, \xi) & =\left.e^{i D_{\eta} \cdot D_{y}} a(x, \eta) b(y, \xi)\right|_{y=x, \eta=\xi} \\
& \sim a b+\sum_{\alpha>0} \frac{(-i)^{|\alpha|}}{\alpha!} \partial_{\xi}^{\alpha} a(x, \xi) \partial_{x}^{\alpha} b(x, \xi) . \tag{14.26}
\end{align*}
$$

In the respective cases, $(a \circ b)(x, \xi)$ differs from the sum over $j<N$ by an element of $S_{\rho, \delta}^{m+\mu-N(\rho-\delta)}$ and $(a \# b)(x, \xi)$ differs from the sum over $|\alpha|<N$ by an element of the same symbol class.

In particular, for $\rho=1, \delta=0$, we have

$$
\begin{equation*}
(a \circ b)(x, \xi)=a(x, \xi) b(x, \xi)+\frac{i}{2}\{a, b\}(x, \xi) \bmod S_{1,0}^{m+\mu-2} \tag{14.27}
\end{equation*}
$$

where $\{a, b\}$ is the Poisson bracket, while

$$
\begin{equation*}
(a \# b)(x, \xi)=a(x, \xi) b(x, \xi)-i \sum \frac{\partial a}{\partial \xi_{j}} \frac{\partial b}{\partial x_{j}} \bmod S_{1,0}^{m+\mu-2} \tag{14.28}
\end{equation*}
$$

Consequently, in the scalar case,

$$
\begin{align*}
{[a(X, D), b(X, D)] } & =[a(x, D), b(x, D)] \\
& =e(x, D)=e(X, D) \bmod O P S_{1,0}^{m+\mu-2} \tag{14.29}
\end{align*}
$$

with

$$
\begin{equation*}
e(x, \xi)=i\{a, b\}(x, \xi) \tag{14.30}
\end{equation*}
$$

Now we point out one of the most useful aspects of the difference between (14.27) and (14.28). Namely, one starts with an operator $A=a(X, D)=$ $a_{1}(x, D)$, maybe a differential operator, and perhaps one wants to construct a parametrix for $A$, or perhaps a "heat semigroup" $e^{-t A}$, under appropriate hypotheses. In such a case, the leading term in the symbol of the operator $b(X, D)=b_{1}(x, D)$ used in (14.20) or (14.25) is a function of $a(x, \xi)$, for example, $a(x, \xi)^{-1}$, or $e^{-t a(x, \xi)}$. But then, at least when $a(x, \xi)$ is scalar, the last term in (14.27) vanishes! On the other hand, the last term in (14.28) generally does
not vanish. From this it follows that, with a given amount of work, one can often construct a more accurate approximation to a parametrix using the Weyl calculus, instead of using the constructions of the previous sections.

In the remainder of this section, we illustrate this point by reconsidering the parametrix construction for the heat equation, made in $\S 13$. Thus, we look again at

$$
\begin{equation*}
\frac{\partial u}{\partial t}=-L u, \quad u(0)=f \tag{14.31}
\end{equation*}
$$

This time, set

$$
\begin{equation*}
L u=a(X, D) u+b(x) u \tag{14.32}
\end{equation*}
$$

where

$$
\begin{align*}
a(x, \xi) & =\sum g^{j k}(x) \xi_{j} \xi_{k}+\sum \ell_{j}(x) \xi_{j}  \tag{14.33}\\
& =g(x, \xi)+\ell(x, \xi)
\end{align*}
$$

We assume $g(x, \xi)$ is scalar, while $\ell(x, \xi)$ and $b(x)$ can be $K \times K$ matrix-valued. As the notation indicates, we assume $\left(g^{j k}\right)$ is positive-definite, defining an inner product on cotangent vectors, corresponding to a Riemannian metric $\left(g_{j k}\right)$. We note that a symbol that is a polynomial in $\xi$ also defines a differential operator in the Weyl calculus. For example,

$$
\begin{align*}
\ell(x, D) u & =\sum \ell_{j}(x) \partial_{j} u \Longrightarrow \\
\ell(X, D) u & =\sum \ell_{j}(x) \partial_{j} u+\frac{1}{2} \sum\left(\partial_{j} \ell_{j}\right) u \tag{14.34}
\end{align*}
$$

and

$$
\begin{align*}
a(x, D) & =\sum a_{j k}(x) \partial_{j} \partial_{k} u \Longrightarrow \\
a(X, D) u & =\sum\left[a_{j k}(x) \partial_{j} \partial_{k} u+\left(\partial_{j} a_{j k}\right) \partial_{k} u+\frac{1}{4}\left(\partial_{j} \partial_{k} a_{j k}\right) u\right]  \tag{14.35}\\
& =\sum\left[\partial_{j}\left(a_{j k} \partial_{k} u\right)+\frac{1}{4}\left(\partial_{j} \partial_{k} a_{j k}\right) u\right] .
\end{align*}
$$

We use the Weyl calculus to construct a parametrix for (14.31). We will begin by treating the case when all the terms in (14.33) are scalar, and then we will discuss the case when only $g(x, \xi)$ is assumed to be scalar.

We want to write an approximate solution to (14.31) as

$$
\begin{equation*}
u=E(t, X, D) f \tag{14.36}
\end{equation*}
$$

We write

$$
\begin{equation*}
E(t, x, \xi) \sim E_{0}(t, x, \xi)+E_{1}(t, x, \xi)+\cdots \tag{14.37}
\end{equation*}
$$

and obtain the various terms recursively. The PDE (14.31) requires

$$
\begin{equation*}
\frac{\partial}{\partial t} E(t, X, D)=-L E(t, X, D)=-(L \circ E)(t, X, D) \tag{14.38}
\end{equation*}
$$

where, by the Weyl calculus,

$$
\begin{equation*}
(L \circ E)(t, x, \xi) \sim L(x, \xi) E(t, x, \xi)+\sum_{j \geq 1} \frac{1}{j!}\{L, E\}_{j}(t, x, \xi) \tag{14.39}
\end{equation*}
$$

It is natural to set

$$
\begin{equation*}
E_{0}(t, x, \xi)=e^{-t a(x, \xi)} \tag{14.40}
\end{equation*}
$$

as in (13.9). Note that the Weyl calculus applied to this term provides a better approximation than the previous calculus, because

$$
\begin{equation*}
\left\{a, e^{-t a}\right\}_{1}=0 \tag{14.41}
\end{equation*}
$$

If we plug (14.37) into (14.39) and collect the highest order nonvanishing terms, we are led to define $E_{1}(t, x, \xi)$ as the solution to the "transport equation"

$$
\begin{equation*}
\frac{\partial E_{1}}{\partial t}=-a E_{1}-\frac{1}{2}\left\{a, E_{0}\right\}_{2}-b(x) E_{0}, \quad E_{1}(0, x, \xi)=0 . \tag{14.42}
\end{equation*}
$$

Let us set

$$
\begin{equation*}
\Omega_{1}(t, x, \xi)=-\frac{1}{2}\left\{a, e^{-t a}\right\}_{2}-b(x) e^{-t a(x, \xi)} \tag{14.43}
\end{equation*}
$$

Then the solution to (14.42) is

$$
\begin{equation*}
E_{1}(t, x, \xi)=\int_{0}^{t} e^{(s-t) a(x, \xi)} \Omega_{1}(s, x, \xi) d s \tag{14.44}
\end{equation*}
$$

Higher terms $E_{j}(t, x, \xi)$ are then obtained in a straightforward fashion. This construction is similar to (13.6)-(13.10), but there is the following important difference. Once you have $E_{0}(t, x, \xi)$ and $E_{1}(t, x, \xi)$ here, you have the first two terms in the expansion of the integral kernel of $e^{-t L}$ on the diagonal:

$$
\begin{equation*}
K(t, x, x) \sim c_{0}(x) t^{-n / 2}+c_{1}(x) t^{-n / 2+1}+\cdots . \tag{14.45}
\end{equation*}
$$

To get so far using the method of $\S 13$, it is necessary to go further and compute the solution $a_{2}(t, x, \xi)$ to the next transport equation. Since the formulas become rapidly more complicated, the advantage is with the method of this section. We proceed with an explicit determination of the first two terms in (14.45).

Thus we now evaluate the integral in (14.44). Clearly,

$$
\begin{equation*}
\int_{0}^{t} e^{(s-t) a(x, \xi)} b(x) e^{-s a(x, \xi)} d s=t b(x) e^{-t a(x, \xi)} \tag{14.46}
\end{equation*}
$$

Now, a straightforward calculation yields

$$
\begin{equation*}
\left\{a, e^{-s a}\right\}_{2}=\frac{s}{2} Q\left(\nabla^{2} a\right) e^{-s a}-\frac{s^{2}}{4} T\left(\nabla a, \nabla^{2} a\right) e^{-s a}, \tag{14.47}
\end{equation*}
$$

where

$$
\begin{equation*}
Q\left(\nabla^{2} a\right)=\sum_{k, \ell}\left\{\left(\partial_{\xi_{k}} \partial_{\xi_{\ell}} a\right)\left(\partial_{x_{k}} \partial_{x_{\ell}} a\right)-\left(\partial_{\xi_{k}} \partial_{x_{\ell}} a\right)\left(\partial_{x_{k}} \partial_{\xi_{\ell}} a\right)\right\} \tag{14.48}
\end{equation*}
$$

and

$$
\begin{align*}
& T\left(\nabla a, \nabla^{2} a\right) \\
& \quad=\sum_{k, \ell}\left\{\left(\partial_{\xi_{k}} \partial_{\xi_{\ell}} a\right)\left(\partial_{x_{k}} a\right)\left(\partial_{x_{\ell}} a\right)\right.  \tag{14.49}\\
& \left.\quad+\left(\partial_{x_{k}} \partial_{x_{\ell}} a\right)\left(\partial_{\xi_{k}} a\right)\left(\partial_{\xi_{\ell}} a\right)-2\left(\partial_{\xi_{k}} \partial_{x_{\ell}} a\right)\left(\partial_{x_{k}} a\right)\left(\partial_{\xi_{\ell}} a\right)\right\} .
\end{align*}
$$

Therefore,

$$
\begin{equation*}
\int_{0}^{t} e^{(s-t) a}\left\{a, e^{-s a}\right\}_{2} d s=\frac{t^{2}}{4} Q\left(\nabla^{2} a\right) e^{-t a}-\frac{t^{3}}{12} T\left(\nabla a, \nabla^{2} a\right) e^{-t a} \tag{14.50}
\end{equation*}
$$

We get $E_{1}(t, x, \xi)$ in (14.44) from (14.46) and (14.50).
Suppose for the moment that $\ell(x, \xi)=0$ in (14.33), that is, $a(X, D)=$ $g(X, D)$. Suppose also that, for some point $x_{0}$,

$$
\begin{equation*}
\nabla_{x} g^{j k}\left(x_{0}\right)=0, \quad g^{j k}\left(x_{0}\right)=\delta_{j k} \tag{14.51}
\end{equation*}
$$

Then, at $x_{0}$,

$$
\begin{align*}
Q\left(\nabla^{2} a\right) & =\sum_{k, \ell}\left(\partial_{\xi_{k}} \partial_{\xi_{\ell}} a\right)\left(\partial_{x_{k}} \partial_{x_{\ell}} a\right) \\
& =2 \sum_{j, k, \ell} \frac{\partial^{2} g^{j k}}{\partial x_{\ell}^{2}}\left(x_{0}\right) \xi_{j} \xi_{k} \tag{14.52}
\end{align*}
$$

and

$$
\begin{align*}
T\left(\nabla a, \nabla^{2} a\right) & =\sum_{k, \ell}\left(\partial_{x_{k}} \partial_{x_{\ell}} a\right)\left(\partial_{\xi_{k}} a\right)\left(\partial_{\xi_{\ell}} a\right) \\
& =4 \sum_{j, k, \ell, m} \frac{\partial^{2} g^{j k}}{\partial x_{\ell} \partial x_{m}}\left(x_{0}\right) \xi_{j} \xi_{k} \xi_{\ell} \xi_{m} . \tag{14.53}
\end{align*}
$$

Such a situation as (14.51) arises if $g^{j k}(x)$ comes from a metric tensor $g_{j k}(x)$, and one uses geodesic normal coordinates centered at $x_{0}$. Now the LaplaceBeltrami operator is given by

$$
\begin{equation*}
\Delta u=g^{-1 / 2} \sum \partial_{j} g^{j k} g^{1 / 2} \partial_{k} u, \tag{14.54}
\end{equation*}
$$

where $g=\operatorname{det}\left(g_{j k}\right)$. This is symmetric when one uses the Riemannian volume element $d V=\sqrt{g} d x_{1} \cdots d x_{n}$. To use the Weyl calculus, we want an operator that is symmetric with respect to the Euclidean volume element $d x_{1} \cdots d x_{n}$, so we conjugate $\Delta$ by multiplication by $g^{1 / 4}$ :

$$
\begin{equation*}
-L u=g^{1 / 4} \Delta\left(g^{-1 / 4} u\right)=g^{-1 / 4} \sum \partial_{j} g^{j k} g^{1 / 2} \partial_{k}\left(g^{-1 / 4} u\right) \tag{14.55}
\end{equation*}
$$

Note that the integral kernel $k_{L}^{t}(x, y)$ of $e^{t L}$ is $g^{1 / 4}(x) k_{\Delta}^{t}(x, y) g^{-1 / 4}(y)$; in particular, of course, the two kernels coincide on the diagonal $x=y$. To compare $L$ with $g(X, D)$, note that

$$
\begin{equation*}
-L u=\sum \partial_{j} g^{j k} \partial_{k} u+\Phi(x) u \tag{14.56}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi(x)=\sum \partial_{j}\left(g^{j k} g^{1 / 2} \partial_{k} g^{-1 / 4}\right)-\sum g^{j k} g^{1 / 2}\left(\partial_{j} g^{-1 / 4}\right)\left(\partial_{k} g^{-1 / 4}\right) \tag{14.57}
\end{equation*}
$$

If $g^{j k}(x)$ satisfies (14.51), we see that

$$
\begin{equation*}
\Phi\left(x_{0}\right)=\sum_{j} \partial_{j}^{2} g^{-1 / 4}\left(x_{0}\right)=-\frac{1}{4} \sum_{\ell} \partial_{\ell}^{2} g\left(x_{0}\right) . \tag{14.58}
\end{equation*}
$$

Since $g\left(x_{0}+h e_{\ell}\right)=\operatorname{det}\left(\delta_{j k}+(1 / 2) h^{2} \partial_{\ell}^{2} g_{j k}\right)+O\left(h^{3}\right)$, we have

$$
\begin{equation*}
\Phi\left(x_{0}\right)=-\frac{1}{4} \sum_{j, \ell} \partial_{\ell}^{2} g_{j j}\left(x_{0}\right) \tag{14.59}
\end{equation*}
$$

By comparison, note that, by (14.35),

$$
\begin{align*}
g(X, D) u & =-\sum \partial_{j} g^{j k} \partial_{k} u+\Psi(x) u \\
\Psi(x) & =-\frac{1}{4} \sum \partial_{j} \partial_{k} g^{j k}(x) \tag{14.60}
\end{align*}
$$

If $x_{0}$ is the center of a normal coordinate system, we can express these results in terms of curvature, using

$$
\begin{equation*}
\partial_{\ell} \partial_{m} g^{j k}\left(x_{0}\right)=\frac{1}{3} R_{j \ell k m}\left(x_{0}\right)+\frac{1}{3} R_{j m k \ell}\left(x_{0}\right), \tag{14.61}
\end{equation*}
$$

in terms of the components of the Riemann curvature tensor, which follows from formula (3.51) of Appendix C. Thus we get

$$
\Phi\left(x_{0}\right)=-\frac{1}{4} \cdot \frac{2}{3} \sum_{j, \ell} R_{j \ell j \ell}\left(x_{0}\right)=-\frac{1}{6} S\left(x_{0}\right)
$$

$$
\begin{equation*}
\Psi\left(x_{0}\right)=-\frac{1}{4} \cdot \frac{1}{3} \sum_{j, k}\left[R_{j j k k}\left(x_{0}\right)+R_{j k k j}\left(x_{0}\right)\right]=\frac{1}{12} S\left(x_{0}\right) \tag{14.62}
\end{equation*}
$$

Here $S$ is the scalar curvature of the metric $g_{j k}$.
When $a(X, D)=g(X, D)$, we can express the quantities (14.52) and (14.53) in terms of curvature:

$$
\begin{equation*}
Q\left(\nabla^{2} g\right)=2 \cdot \frac{2}{3} \sum_{j, k, \ell} R_{j \ell k \ell}\left(x_{0}\right) \xi_{j} \xi_{k}=\frac{4}{3} \sum_{j, k} \operatorname{Ric}_{j k}\left(x_{0}\right) \xi_{j} \xi_{k} \tag{14.63}
\end{equation*}
$$

where $\operatorname{Ric}_{j k}$ denotes the components of the Ricci tensor, and

$$
\begin{equation*}
T\left(\nabla g, \nabla^{2} g\right)=4 \cdot \frac{2}{3} \sum_{j, k, \ell, m} R_{j \ell k m}\left(x_{0}\right) \xi_{j} \xi_{k} \xi_{\ell} \xi_{m}=0 \tag{14.64}
\end{equation*}
$$

the cancelation here resulting from the antisymmetry of $R_{j \ell k m}$ in $(j, \ell)$ and in ( $k, m$ ).

Thus the heat kernel for (14.31) with

$$
\begin{equation*}
L u=g(X, D) u+b(x) u \tag{14.65}
\end{equation*}
$$

is of the form (14.36)-(14.37), with $E_{0}=e^{-t g(x, \xi)}$ and

$$
\begin{align*}
E_{1}(t, x, \xi) & =\left(-t b(x)-\frac{t^{2}}{8} Q\left(\nabla^{2} g\right)+\frac{t^{3}}{24} T\left(\nabla g, \nabla^{2} g\right)\right) e^{-t g}  \tag{14.66}\\
& =-\left(t b(x)+\frac{t^{2}}{6} \operatorname{Ric}(\xi, \xi)\right) e^{-t g(x, \xi)}
\end{align*}
$$

at $x=x_{0}$. Note that $g\left(x_{0}, \xi\right)=|\xi|^{2}$.

Now the integral kernel of $E_{j}(t, X, D)$ is

$$
\begin{equation*}
K_{j}(t, x, y)=(2 \pi)^{-n} \int E_{j}\left(t, \frac{x+y}{2}, \xi\right) e^{i(x-y) \cdot \xi} d \xi \tag{14.67}
\end{equation*}
$$

In particular, on the diagonal we have

$$
\begin{equation*}
K_{j}(t, x, x)=(2 \pi)^{-n} \int E_{j}(t, x, \xi) d \xi \tag{14.68}
\end{equation*}
$$

We want to compute these quantities, for $j=0,1$, and at $x=x_{0}$. First,

$$
\begin{equation*}
K_{0}\left(t, x_{0}, x_{0}\right)=(2 \pi)^{-n} \int e^{-t|\xi|^{2}} d \xi=(4 \pi t)^{-n / 2} \tag{14.69}
\end{equation*}
$$

since, as we know, the Gaussian integral in (14.69) is equal to $(\pi / t)^{n / 2}$. Next,

$$
\begin{align*}
& (2 \pi)^{n} K_{1}\left(t, x_{0}, x_{0}\right) \\
& \quad=-t b\left(x_{0}\right) \int e^{-t|\xi|^{2}} d \xi-\frac{t^{2}}{6} \sum \operatorname{Ric}_{j k}\left(x_{0}\right) \int \xi_{j} \xi_{k} e^{-t|\xi|^{2}} d \xi \tag{14.70}
\end{align*}
$$

We need to compute more Gaussian integrals. If $j \neq k$, the integrand is an odd function of $\xi_{j}$, so the integral vanishes. On the other hand,

$$
\begin{align*}
\int \xi_{j}^{2} e^{-t|\xi|^{2}} d \xi & =\frac{1}{n} \int|\xi|^{2} e^{-t|\xi|^{2}} d \xi \\
& =-\frac{1}{n} \frac{d}{d t} \int e^{-t|\xi|^{2}} d \xi=\frac{1}{2} \pi^{n / 2} t^{-n / 2-1} \tag{14.71}
\end{align*}
$$

Thus

$$
\begin{equation*}
K_{1}\left(t, x_{0}, x_{0}\right)=-(4 \pi t)^{-n / 2}\left(t b\left(x_{0}\right)+\frac{t}{12} S\left(x_{0}\right)\right) \tag{14.72}
\end{equation*}
$$

since $\sum \operatorname{Ric}_{j j}(x)=S(x)$.
As noted above, the Laplace operator $\Delta$ on scalar functions, when conjugated by $g^{1 / 4}$, has the form (14.65), with $b\left(x_{0}\right)=\Phi\left(x_{0}\right)-\Psi\left(x_{0}\right)=-S\left(x_{0}\right) / 4$. Thus, for the keat kernel $e^{t \Delta}$ on scalars, we have

$$
\begin{equation*}
K_{1}\left(t, x_{0}, x_{0}\right)=(4 \pi t)^{-n / 2} \frac{t}{6} S\left(x_{0}\right) . \tag{14.73}
\end{equation*}
$$

We now generalize this, setting

$$
\begin{equation*}
a(x, \xi)=g(x, \xi)+\ell(x, \xi), \quad \ell(x, \xi)=\sum \ell_{j}(x) \xi_{j} \tag{14.74}
\end{equation*}
$$

Continue to assume that $a(x, \xi)$ is scalar and consider $L=a(X, D)+b(x)$. We have

$$
\begin{equation*}
E_{0}(t, x, \xi)=e^{-t a(x, \xi)}=e^{-t \ell(x, \xi)} e^{-t g(x, \xi)} \tag{14.75}
\end{equation*}
$$

and $E_{1}(t, x, \xi)$ is still given by (14.42)-(14.50). A point to keep in mind is that we can drop $\ell(x, \xi)$ from the computation involving $\left\{a, e^{-t a}\right\}_{2}$, altering $K_{1}(t, x, x)$ only by $o\left(t^{-n / 2+1}\right)$ as $t \searrow 0$. Thus, $\bmod o\left(t^{-n / 2+1}\right), K_{1}\left(t, x_{0}, x_{0}\right)$ is still given by (14.73). To get $K_{0}\left(t, x_{0}, x_{0}\right)$, expand $e^{-t \ell(x, \xi)}$ in (14.75) in powers of $t$ :

$$
\begin{equation*}
E_{0}(t, x, \xi) \sim\left[1-t \ell(x, \xi)+\frac{t^{2}}{2} \ell(x, \xi)^{2}+\cdots\right] e^{-t g(x, \xi)} \tag{14.76}
\end{equation*}
$$

When doing the $\xi$-integral, the term $t \ell(x, \xi)$ is obliterated, of course, while, by (14.71),

$$
\begin{equation*}
\frac{t^{2}}{2} \int \ell\left(x_{0}, \xi\right)^{2} e^{-t|\xi|^{2}} d \xi=\frac{1}{4} \pi^{n / 2} t^{-n / 2+1} \sum \ell_{j}\left(x_{0}\right)^{2} \tag{14.77}
\end{equation*}
$$

Hence, in this situation,

$$
\begin{align*}
& K_{0}\left(t, x_{0}, x_{0}\right)+K_{1}\left(t, x_{0}, x_{0}\right)  \tag{14.78}\\
& \quad=(4 \pi t)^{-n / 2}\left[1+t\left(\sum \ell_{j}\left(x_{0}\right)^{2}-b\left(x_{0}\right)-\frac{1}{12} S\left(x_{0}\right)\right)+O\left(t^{2}\right)\right]
\end{align*}
$$

Finally, we drop the assumption that $\ell(x, \xi)$ in (14.74) be scalar. We still assume that $g(x, \xi)$ defines the metric tensor. There are several changes whose effects on (14.78) need to be investigated. In the first place, (14.41) is no longer quite true. We have

$$
\begin{equation*}
\left\{a, e^{-t a}\right\}_{1}=\frac{i}{2} \sum\left\{\frac{\partial a}{\partial x_{j}} \frac{\partial}{\partial \xi_{j}} e^{-t a}-\frac{\partial a}{\partial \xi_{j}} \frac{\partial}{\partial x_{j}} e^{-t a}\right\} . \tag{14.79}
\end{equation*}
$$

In this case, with $a(x, \xi)$ matrix-valued, we have

$$
\begin{align*}
\frac{\partial}{\partial x_{j}} e^{-t a} & =-t e^{-t a} \Xi(\operatorname{ad}(-t a))\left(\frac{\partial a}{\partial x_{j}}\right)  \tag{14.80}\\
& =-t e^{-t a} \Xi(\operatorname{ad}(-t \ell))\left(\frac{\partial a}{\partial x_{j}}\right),
\end{align*}
$$

where $\Xi(z)=\left(1-e^{-z}\right) / z$, so

$$
\begin{align*}
\frac{\partial}{\partial x_{j}} e^{-t a} & =t e^{-t a}\left(\frac{\partial a}{\partial x_{j}}+\frac{t}{2}\left[\ell, \frac{\partial \ell}{\partial x_{j}}\right]+\cdots\right)  \tag{14.81}\\
& =-t \frac{\partial a}{\partial x_{j}}+O\left(t^{2}|\xi|\right) e^{-t a}+\cdots,
\end{align*}
$$

and so forth. Hence

$$
\begin{equation*}
\left\{a, e^{-t a}\right\}_{1}=-\frac{i}{2} t \sum\left[\frac{\partial \ell}{\partial x_{j}}, \frac{\partial \ell}{\partial \xi_{j}}\right] e^{-t a}+\cdots . \tag{14.82}
\end{equation*}
$$

This is smaller than any of the terms in the transport equation (14.42) for $E_{1}$, so it could be put in a higher transport equation. It does not affect (14.78).

Another change comes from the following modification of (14.46):

$$
\begin{align*}
& \int_{0}^{t} e^{(s-t) a(x, \xi)} b(x) e^{-s a(x, \xi)} d s  \tag{14.83}\\
& \quad=\left[\int_{0}^{t} e^{(s-t) \ell(x, \xi)} b(x) e^{-s \ell(x, \xi)} d s\right] \cdot e^{-t g(x, \xi)}
\end{align*}
$$

This time, $b(x)$ and $\ell(x, \xi)$ may not commute. We can write the right side as

$$
\begin{align*}
& \int_{0}^{t} e^{s \text { ad } \ell(x, \xi)}[b(x)] d s e^{-t \ell(x, \xi)} e^{-t g(x, \xi)}  \tag{14.84}\\
& \quad=t\left\{b(x)-\frac{t}{2}(\ell(x, \xi) b(x)+b(x) \ell(x, \xi))+\cdots\right\} e^{-t g(x, \xi)}
\end{align*}
$$

Due to the extra power of $t$ with the anticommutator, this does not lead to a change in (14.78).

The other change in letting $\ell(x, \xi)$ be nonscalar is that the quantity $\ell(x, \xi)^{2}=$ $\sum \ell_{j}(x) \ell_{k}(x) \xi_{j} \xi_{k}$ generally has noncommuting factors, but this also does not affect (14.78). Consequently, allowing $\ell(x, \xi)$ to be nonscalar does not change (14.78). We state our conclusion:

Theorem 14.1. If $L u=a(X, D) u+b(x) u$, with

$$
\begin{equation*}
a(x, \xi)=\sum g^{j k}(x) \xi_{j} \xi_{k}+\sum \ell_{j}(x) \xi_{j} \tag{14.85}
\end{equation*}
$$

where $\left(g^{j k}\right)$ is the inverse of a metric tensor $\left(g_{j k}\right)$, and $\ell_{j}(x)$ and $b(x)$ are matrix-valued, and if $g_{j k}\left(x_{0}\right)=\delta_{j k}, \nabla g_{j k}\left(x_{0}\right)=0$, then the integral kernel $K(t, x, y)$ of $e^{-t L}$ has the property

$$
\begin{equation*}
K\left(t, x_{0}, x_{0}\right)=(4 \pi t)^{-n / 2}\left[1+t\left(\sum \ell_{j}\left(x_{0}\right)^{2}-b\left(x_{0}\right)-\frac{1}{12} S\left(x_{0}\right)\right)+O\left(t^{2}\right)\right] \tag{14.86}
\end{equation*}
$$

## Exercises

1. If $a(x, \xi)=\sum a_{\alpha}(x) \xi^{\alpha}$ is a polynomial in $\xi$, so that $a(x, D)$ is a differential operator, show that $a(X, D)$ is also a differential operator, given by

$$
\begin{aligned}
a(X, D) u(x) & =\left.\sum_{\alpha} D_{y}^{\alpha}\left[a_{\alpha}\left(\frac{x+y}{2}\right) u(y)\right]\right|_{y=x} \\
& =\sum_{\alpha} \sum_{\beta+\gamma=\alpha}\binom{\alpha}{\beta} 2^{-|\gamma|} D^{\gamma} a_{\alpha}(x) D^{\beta} u(x) .
\end{aligned}
$$

Verify the formulas (14.34) and (14.35) as special cases.
2. If $p \in S_{1,0}^{m}$ and $q \in S_{1,0}^{\mu}$ are scalar symbols and $p \circ q$ is defined so that the product $p(X, D) q(X, D)=(p \circ q)(X, D)$, as in (14.22)-(14.23), show that

$$
q \circ p \circ q=q^{2} p \bmod S_{1,0}^{m+2 \mu-2}
$$

More generally, if $p_{j k} \in S_{1,0}^{m}, p_{j k}=p_{k j}$, and $q_{j} \in S_{1,0}^{\mu}$, show tha

$$
\sum_{j, k} q_{j} \circ p_{j k} \circ q_{k}=\sum_{j, k} q_{j} p_{j k} q_{k} \bmod S_{1,0}^{m+2 \mu-2}
$$

Relate this to the last identity in (14.35), comparing a second-order differential operator in the Weyl calculus and in divergence form.

## 15. Operators of harmonic oscillator type

In this section we study operators with symbols in $\mathcal{S}_{1}^{m}\left(\mathbb{R}^{n}\right)$, defined to consist of functions $p(x, \xi)$, smooth on $\mathbb{R}^{2 n}$ and satisfying

$$
\begin{equation*}
\left|D_{x}^{\beta} D_{\xi}^{\alpha} p(x, \xi)\right| \leq C_{\alpha \beta}(1+|x|+|\xi|)^{m-|\alpha|-|\beta|} \tag{15.1}
\end{equation*}
$$

This class has the property of treating $x$ and $\xi$ on the same footing. We define $O P \mathcal{S}_{1}^{m}\left(\mathbb{R}^{n}\right)$ to consist of operators $p(X, D)$ with $p(x, \xi) \in \mathcal{S}_{1}^{m}\left(\mathbb{R}^{n}\right)$. Here we use the Weyl calculus, (14.5). In this setting, the $S p(n, \mathbb{R})$ action (14.18)-(14.19) can be well exploited. This action does not preserve $S_{1,0}^{m}\left(\mathbb{R}^{n}\right)$, but it does preserve $\mathcal{S}_{1}^{m}\left(\mathbb{R}^{n}\right)$. The class $\operatorname{OP} \mathcal{S}_{1}^{m}\left(\mathbb{R}^{n}\right)$ has been studied in [GLS, Ho4], and [V], and played a role in microlocal analysis on the Heisenberg group in [T2].

Note that

$$
\begin{equation*}
\mathcal{S}_{1}^{0}\left(\mathbb{R}^{n}\right) \subset S_{1,0}^{0}\left(\mathbb{R}^{n}\right) \tag{15.2}
\end{equation*}
$$

so it follows from Theorem 6.3, plus (14.6)-(14.8), that

$$
\begin{equation*}
P \in O P \mathcal{S}_{1}^{0}\left(\mathbb{R}^{n}\right) \Longrightarrow P: L^{2}\left(\mathbb{R}^{n}\right) \rightarrow L^{2}\left(\mathbb{R}^{n}\right) \tag{15.3}
\end{equation*}
$$

If $a \in \mathcal{S}_{1}^{m}$ and $b \in \mathcal{S}_{1}^{\mu}$, variants of methods of $\S 3$ and (14.22)-(14.24) give

$$
\begin{equation*}
a(X, D) b(X, D)=(a \circ b)(X, D) \in O P \mathcal{S}_{1}^{m+\mu}\left(\mathbb{R}^{n}\right) \tag{15.4}
\end{equation*}
$$

with

$$
\begin{equation*}
(a \circ b)(x, \xi) \sim a b+\sum_{j \geq 1} \frac{1}{j!}\{a, b\}_{j}(x, \xi) \tag{15.5}
\end{equation*}
$$

where $\{a, b\}_{j}$ is given by (14.24). Note that

$$
\begin{equation*}
\{a, b\}_{j} \in \mathcal{S}_{1}^{m+\mu-2 j}\left(\mathbb{R}^{n}\right) \tag{15.6}
\end{equation*}
$$

We mention that if either $a(x, \xi)$ or $b(x, \xi)$ is a polynomial in $(x, \xi)$, then the sum in (15.5) is finite and provides an exact formula for $(a \circ b)(x, \xi)$.

The set of "classical" symbols in $\mathcal{S}_{1}^{m}\left(\mathbb{R}^{n}\right)$, denoted $\mathcal{S}^{m}\left(\mathbb{R}^{n}\right)$, is defined to consist of all $p(x, \xi) \in \mathcal{S}_{1}^{m}\left(\mathbb{R}^{n}\right)$ such that

$$
\begin{equation*}
p(x, \xi) \sim \sum_{j \geq 0} p_{j}(x, \xi) \tag{15.7}
\end{equation*}
$$

with $p_{j}(x, \xi)$ smooth and, for $|x|^{2}+|\xi|^{2} \geq 1$, homogeneous of degree $m-2 j$ in $(x, \xi)$. The meaning of (15.7) is that for each $N$,

$$
\begin{equation*}
p(x, \xi)-\sum_{j=0}^{N-1} p_{j}(x, \xi) \in \mathcal{S}_{1}^{m-2 N}\left(\mathbb{R}^{n}\right) \tag{15.8}
\end{equation*}
$$

It follows from (15.4)-(15.6) that

$$
\begin{align*}
a \in \mathcal{S}^{m}\left(\mathbb{R}^{n}\right), b \in \mathcal{S}^{\mu}\left(\mathbb{R}^{n}\right) & \Longrightarrow a(X, D) b(X, D) \\
& =(a \circ b)(X, D), a \circ b \in \mathcal{S}^{m+\mu}\left(\mathbb{R}^{n}\right) \tag{15.9}
\end{align*}
$$

Sobolev spaces tailored to these operator classes are defined as follows, for $k \in \mathbb{Z}^{+}$.

$$
\begin{gather*}
\mathcal{H}^{k}\left(\mathbb{R}^{n}\right)=\left\{u \in L^{2}\left(\mathbb{R}^{n}\right): P u \in L^{2}\left(\mathbb{R}^{n}\right), \forall P \in \mathcal{D}^{k}\left(\mathbb{R}^{n}\right)\right\},  \tag{15.10}\\
\mathcal{D}^{k}\left(\mathbb{R}^{n}\right)=\text { span of } x^{\beta} D_{x}^{\alpha}, \quad|\alpha|+|\beta| \leq k
\end{gather*}
$$

Note that $\mathcal{D}^{k}\left(\mathbb{R}^{n}\right) \subset O P \mathcal{S}^{k}\left(\mathbb{R}^{n}\right)$. The following Rellich type theorem is straightforward:
(15.11) The natural inclusion $\mathcal{H}^{k}\left(\mathbb{R}^{n}\right) \hookrightarrow L^{2}\left(\mathbb{R}^{n}\right)$ is compact, $\forall k \geq 1$.

The results (15.4) and (15.3) yield, for $k \in \mathbb{Z}^{+}$,

$$
\begin{equation*}
A \in O P \mathcal{S}_{1}^{-k}\left(\mathbb{R}^{n}\right) \Longrightarrow A: L^{2}\left(\mathbb{R}^{n}\right) \rightarrow \mathcal{H}^{-k}\left(\mathbb{R}^{n}\right) \tag{15.12}
\end{equation*}
$$

We will obtain other Sobolev mapping properties below. These spaces will be seen to be natural settings for elliptic regularity results.

An operator $P=p(X, D) \in O P \mathcal{S}_{1}^{m}\left(\mathbb{R}^{n}\right)$ is said to be elliptic provided

$$
\begin{equation*}
\left|p(x, \xi)^{-1}\right| \leq C(1+|x|+|\xi|)^{-m} \tag{15.13}
\end{equation*}
$$

for $|x|^{2}+|\xi|^{2}$ sufficiently large. With the results (15.4)-(15.6) in hand, natural variants of the parametrix construction of $\S 4$ yield for such elliptic $P$,

$$
\begin{gather*}
Q \in O P \mathcal{S}_{1}^{-m}\left(\mathbb{R}^{n}\right), \quad P Q=I+R_{1}, \quad Q P=I+R_{2} \\
R_{j} \in O P \mathcal{S}_{1}^{-\infty}\left(\mathbb{R}^{n}\right)=\bigcap_{k \geq 1} O P \mathcal{S}_{1}^{-k}\left(\mathbb{R}^{n}\right) \tag{15.14}
\end{gather*}
$$

Clearly, for each $m \in \mathbb{R}$,

$$
\begin{equation*}
A_{m}(x, \xi)=\left(1+|x|^{2}+|\xi|^{2}\right)^{m / 2} \tag{15.15}
\end{equation*}
$$

is the symbol of an elliptic operator in $O P \mathcal{S}_{1}^{m}\left(\mathbb{R}^{n}\right)$. We have

$$
\begin{equation*}
A_{m}(X, D) A_{-m}(X, D)=I+R_{m}, \quad R_{m} \in O P \mathcal{S}_{1}^{-4}\left(\mathbb{R}^{n}\right) \tag{15.16}
\end{equation*}
$$

In this situation, (15.5) applies, and $\left\{A_{m}, A_{-m}\right\}_{1}=0$.
We now introduce the central operator in this class, the harmonic oscillator,

$$
\begin{equation*}
H=-\Delta+|x|^{2}=\sum_{j=1}^{n}\left(-\frac{\partial^{2}}{\partial x_{j}^{2}}+x_{j}^{2}\right) \tag{15.17}
\end{equation*}
$$

This is an elliptic element of $O P \mathcal{S}^{2}\left(\mathbb{R}^{n}\right)$, with symbol $|x|^{2}+|\xi|^{2}$. It defines a positive, self adjoint operator on $L^{2}\left(\mathbb{R}^{n}\right)$. Note that

$$
\begin{align*}
L_{j}=\partial_{j}+x_{j} & \Longrightarrow L_{j}^{*}=-\partial_{j}+x_{j} \\
& \Longrightarrow L_{j}^{*} L_{j}=-\partial_{j}^{2}+x_{j}^{2}-1  \tag{15.18}\\
& \Longrightarrow H=\sum L_{j}^{*} L_{j}+n
\end{align*}
$$

so $H$ is positive definite, with $H^{-1}$ bounded on $L^{2}\left(\mathbb{R}^{n}\right)$. The following result will be very useful.

Theorem 15.1. For all $s \in(0, \infty), H^{-s} \in O P \mathcal{S}^{-2 s}\left(\mathbb{R}^{n}\right)$. With $A_{m}(x, \xi)$ as in (15.15),

$$
\begin{equation*}
H^{-s}-A_{-2 s}(X, D) \in O P \mathcal{S}^{-2 s-2}\left(\mathbb{R}^{n}\right) \tag{15.19}
\end{equation*}
$$

We postpone the proof of Theorem 15.1 and observe some of its consequences.

Proposition 15.2. For $k \in \mathbb{Z}^{+}$,

$$
\begin{equation*}
H^{-k / 2}: L^{2}\left(\mathbb{R}^{n}\right) \longrightarrow \mathcal{H}^{k}\left(\mathbb{R}^{n}\right) \tag{15.20}
\end{equation*}
$$

is an isomorphism.
Proof. The mapping property (15.20) follows from Theorem 15.1 and (15.12). If $k=2 \ell$ is even, the two sided inverse to (15.20) is

$$
\begin{equation*}
H^{\ell}: \mathcal{H}^{2 \ell}\left(\mathbb{R}^{n}\right) \longrightarrow L^{2}\left(\mathbb{R}^{n}\right) \tag{15.21}
\end{equation*}
$$

We need to show that if $k=2 \ell-1$ is odd,

$$
\begin{equation*}
H^{k / 2}=H^{\ell-1 / 2}: \mathcal{H}^{2 \ell-1}\left(\mathbb{R}^{n}\right) \longrightarrow L^{2}\left(\mathbb{R}^{n}\right) \tag{15.22}
\end{equation*}
$$

Indeed, take $u \in \mathcal{H}^{2 \ell-1}\left(\mathbb{R}^{n}\right)$. Then

$$
\begin{equation*}
H^{\ell} u=\sum X_{j} u_{j}, \quad u_{j} \in L^{2}\left(\mathbb{R}^{n}\right), X_{j} \in \mathcal{D}^{1}\left(\mathbb{R}^{n}\right) \tag{15.23}
\end{equation*}
$$

and hence

$$
\begin{equation*}
H^{\ell-1 / 2} u=\sum H^{-1 / 2} X_{j} u_{j} \tag{15.24}
\end{equation*}
$$

which belongs to $L^{2}\left(\mathbb{R}^{n}\right)$ since $H^{-1 / 2} X_{j} \in O P \mathcal{S}^{0}\left(\mathbb{R}^{n}\right)$.
Given Proposition 15.2, it is natural to set

$$
\begin{equation*}
\mathcal{H}^{s}\left(\mathbb{R}^{n}\right)=H^{-s / 2} L^{2}\left(\mathbb{R}^{n}\right) \tag{15.25}
\end{equation*}
$$

for $s \in \mathbb{R}$, and we have that this space agrees with (15.10) for $s=k \in \mathbb{Z}^{+}$. For $s>0$, this says

$$
\begin{equation*}
\mathcal{H}^{s}\left(\mathbb{R}^{n}\right)=\mathcal{D}\left(H^{s / 2}\right) \tag{15.26}
\end{equation*}
$$

Thus, by Proposition 2.2 of Chap. 4 , we can identify $\mathcal{H}^{s}\left(\mathbb{R}^{n}\right)$ with the complex interpolation space:

$$
\begin{equation*}
\mathcal{H}^{s}\left(\mathbb{R}^{n}\right)=\left[L^{2}\left(\mathbb{R}^{n}\right), \mathcal{H}^{k}\left(\mathbb{R}^{n}\right)\right]_{\theta}, \quad s=k \theta, \theta \in(0,1) \tag{15.27}
\end{equation*}
$$

Also note that

$$
\begin{equation*}
\bigcap_{s<\infty} \mathcal{H}^{s}\left(\mathbb{R}^{n}\right)=\mathcal{S}\left(\mathbb{R}^{n}\right), \quad \bigcup_{s>-\infty} \mathcal{H}^{s}\left(\mathbb{R}^{n}\right)=\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right) \tag{15.28}
\end{equation*}
$$

In fact, (15.10) gives $\cap_{k \in \mathbb{Z}^{+}} \mathcal{H}^{k}\left(\mathbb{R}^{n}\right)=\mathcal{S}\left(\mathbb{R}^{n}\right)$, and (15.25) gives $\mathcal{H}^{s}\left(\mathbb{R}^{n}\right)^{\prime}=$ $\mathcal{H}^{-s}\left(\mathbb{R}^{n}\right)$.

Given Theorem 15.1, it easily follows that

$$
\begin{equation*}
H^{s} \in O P \mathcal{S}^{2 s}\left(\mathbb{R}^{n}\right), \quad \forall s \in \mathbb{R} \tag{15.29}
\end{equation*}
$$

In fact, given $s>0$, take an integer $k>s$ and write $H^{s}=H^{k} H^{s-k}$. Also, given (15.25), we have, for all $m, s \in \mathbb{R}$,

$$
\begin{equation*}
P \in O P \mathcal{S}_{1}^{m}\left(\mathbb{R}^{n}\right) \Longrightarrow P: \mathcal{H}^{s}\left(\mathbb{R}^{n}\right) \rightarrow \mathcal{H}^{s-m}\left(\mathbb{R}^{n}\right) \tag{15.30}
\end{equation*}
$$

Indeed, $P=H^{-(s-m) / 2}\left(H^{(s-m) / 2} P H^{-s / 2}\right) H^{s / 2}$, and $H^{(s-m) / 2} P H^{-s / 2} \in$ $O P \mathcal{S}_{1}^{0}\left(\mathbb{R}^{n}\right)$ is bounded on $L^{2}\left(\mathbb{R}^{n}\right)$.

We will approach the proof of Theorem 15.1 via the identity

$$
\begin{equation*}
H^{-s}=\frac{1}{\Gamma(s)} \int_{0}^{\infty} e^{-t H} t^{s-1} d t, \quad s>0 \tag{15.31}
\end{equation*}
$$

Thus we have the task of writing

$$
\begin{equation*}
e^{-t H}=h_{t}(X, D) \tag{15.32}
\end{equation*}
$$

and computing $h_{t}(x, \xi)$. We need to solve

$$
\begin{equation*}
\frac{\partial}{\partial t} h_{t}(X, D)=-H h_{t}(X, D), \quad h_{0}(x, \xi)=1 \tag{15.33}
\end{equation*}
$$

Taking
(15.34) $b_{t}(X, D)=H h_{t}(X, D), \quad H=Q(X, D), \quad Q(x, \xi)=|x|^{2}+|\xi|^{2}$,
since $Q(x, \xi)$ is a polynomial, the formula (15.5) for composition is a finite sum, and it is exact:

$$
\begin{equation*}
b_{t}(x, \xi)=Q(x, \xi) h_{t}(x, \xi)+\sum_{j=1}^{2} \frac{1}{j!}\left\{Q, h_{t}\right\}_{j}(x, \xi) \tag{15.35}
\end{equation*}
$$

Now we make the "guess" that for each $t>0, h_{t}(x, \xi)$ is a function of $|x|^{2}+$ $|\xi|^{2}=Q$,

$$
\begin{equation*}
h_{t}(x, \xi)=g(t, Q) \tag{15.36}
\end{equation*}
$$

In that case, $\left\{Q, h_{t}\right\}_{1}=0$, and (15.33)-(15.35) lead to the equation

$$
\begin{equation*}
\frac{\partial h_{t}}{\partial t}(x, \xi)=-\left(|x|^{2}+|\xi|^{2}\right) h_{t}(x, \xi)+\frac{1}{4} \sum_{k}\left(\frac{\partial^{2}}{\partial x_{k}^{2}}+\frac{\partial^{2}}{\partial \xi_{k}^{2}}\right) h_{t}(x, \xi) \tag{15.37}
\end{equation*}
$$

with initial condition $h_{0}(x, \xi)=1$, or equivalently to solve

$$
\begin{equation*}
\frac{\partial g}{\partial t}=-Q g+Q \frac{\partial^{2} g}{\partial Q^{2}}+n \frac{\partial g}{\partial Q}, \quad g(0, Q)=1 \tag{15.38}
\end{equation*}
$$

We now guess that (15.38) has a solution of the form

$$
g(t, Q)=a(t) e^{b(t) Q}
$$

Then the left side of (15.38) is $\left(a^{\prime} / a+b^{\prime} Q\right) g$ and the right side is $\left(-Q+Q b^{2}+\right.$ $n b) g$, so (15.38) is equivalent to

$$
\begin{equation*}
\frac{a^{\prime}(t)}{a(t)}=n b(t), \quad b^{\prime}(t)=b(t)^{2}-1 \tag{15.39}
\end{equation*}
$$

We can solve the second equation for $b(t)$ by separation of variables. Since $g(0, Q)=1$, we need $b(0)=0$, and the unique solution is

$$
\begin{equation*}
b(t)=-\tanh t . \tag{15.40}
\end{equation*}
$$

Then the equation $a^{\prime} / a=-n \tanh t$ with $a(0)=1$ gives

$$
\begin{equation*}
a(t)=(\cosh t)^{-n} \tag{15.41}
\end{equation*}
$$

We have our desired formula

$$
\begin{equation*}
h_{t}(x, \xi)=(\cosh t)^{-n} e^{-(\tanh t)\left(|x|^{2}+|\xi|^{2}\right)} . \tag{15.42}
\end{equation*}
$$

We discuss briefly why the "guess" that $h_{t}(x, \xi)$ is a function of $|x|^{2}+|\xi|^{2}$ was bound to succeed. It is related to the identity (14.19) for the composition of operators transformed by $a_{g}(x, \xi)=a\left(g^{-1}(x, \xi)\right), g \in S p(n, \mathbb{R})$. If we identify $\mathbb{R}^{2 n}$ with $\mathbb{C}^{n}$ and $(x, \xi)$ with $x+i \xi$, then the unitary group $U(n)$ acts on $\mathbb{C}^{n}=$ $\mathbb{R}^{2 n}$, as a subgroup of $\operatorname{Sp}(n, \mathbb{R})$, preserving $|x|^{2}+|\xi|^{2}=|x+i \xi|^{2}$. It follows from (14.9) that the set of operators whose symbols are invariant under this $U(n)$ action forms an algebra. From there, it is a short step to guess that $e^{-t H}$ belongs to this algebra. For more details, see Chap. 1, §7 of [T3].

We return to the identity (15.31), which implies

$$
\begin{equation*}
H^{-s}=Q_{-s}(X, D) \tag{15.43}
\end{equation*}
$$

with

$$
\begin{equation*}
Q_{-s}(x, \xi)=\frac{1}{\Gamma(s)} \int_{0}^{\infty} t^{s-1}(\cosh t)^{-n} e^{-(\tanh t)\left(|x|^{2}+|\xi|^{2}\right)} d t \tag{15.44}
\end{equation*}
$$

To complete the proof of Theorem 15.1, it remains to show that, whenever $s>0$,

$$
\begin{equation*}
Q_{-s}(x, \xi) \in \mathcal{S}^{-2 s}\left(\mathbb{R}^{n}\right), \text { and } Q_{-s}(x, \xi)-A_{-2 s}(x, \xi) \in \mathcal{S}^{-2 s-2}\left(\mathbb{R}^{n}\right) \tag{15.45}
\end{equation*}
$$

To begin, it is clear by inspection that $Q_{-s} \in C^{\infty}\left(\mathbb{R}^{2 n}\right)$ whenever $s>0$. Also, if we set

$$
\begin{equation*}
Q_{-s}^{b}(x, \xi)=\frac{1}{\Gamma(s)} \int_{0}^{1} t^{s-1}(\cosh t)^{-n} e^{-(\tanh t)\left(|x|^{2}+|\xi|^{2}\right)} d t \tag{15.46}
\end{equation*}
$$

we easily get

$$
\begin{equation*}
Q_{-s}(x, \xi)-Q_{-s}^{b}(x, \xi) \in \mathcal{S}_{1}^{-\infty}\left(\mathbb{R}^{n}\right) \tag{15.47}
\end{equation*}
$$

We can set $\tau=\tanh t$ and write

$$
\begin{equation*}
Q_{-s}^{b}(x, \xi)=\frac{1}{\Gamma(s)} \int_{0}^{a} \tau^{s-1} \varphi(\tau) e^{-\tau\left(|x|^{2}+|\xi|^{2}\right)} d \tau \tag{15.48}
\end{equation*}
$$

with $a=\tanh 1$ and $\varphi \in C^{\infty}([0, a])$, with power series

$$
\begin{equation*}
\varphi(\tau) \sim 1+b_{1} \tau^{2}+b_{2} \tau^{4}+\cdots \tag{15.49}
\end{equation*}
$$

Thus, as $|x|^{2}+|\xi|^{2} \rightarrow \infty$, we have

$$
\begin{equation*}
Q_{-s}(x, \xi) \sim \sum_{j \geq 0} q_{-s, j}(x, \xi) \tag{15.50}
\end{equation*}
$$

with

$$
\begin{align*}
q_{-s, j}(x, \xi) & =\frac{b_{j}}{\Gamma(s)} \int_{0}^{\infty} e^{-\tau\left(|x|^{2}+|\xi|^{2}\right)} \tau^{s+2 j-1} d \tau  \tag{15.51}\\
& =b_{j} \frac{\Gamma(s+2 j)}{\Gamma(s)}\left(|x|^{2}+|\xi|^{2}\right)^{-s-2 j},
\end{align*}
$$

and $b_{0}=1$. This proves Theorem 15.1.
Remark: We can sharpen (15.45) as follows. Replace $A_{-2 s}(x, \xi)$ by $\widetilde{A}_{-2 s}(x, \xi)$, smooth on $\mathbb{R}^{2 n}$ and equal to $\left(|x|^{2}+|\xi|^{2}\right)^{-2 s}$ for $|x|^{2}+|\xi|^{2} \geq 1$. Then

$$
\begin{equation*}
Q_{-s}(x, \xi)-\widetilde{A}_{-2 s}(x, \xi) \in \mathcal{S}^{-2 s-4}\left(\mathbb{R}^{n}\right) \tag{15.52}
\end{equation*}
$$

We make a further specific study of the harmonic oscillator $H$ in $\S 6$ of Chap. 8, including results on the eigenvalues and eigenfunctions of $H$, and an alternative approach to the analysis of the semigroup $e^{-t H}$.

We can extend the Rellich type result (15.11) as follows. By (15.11) and (15.20), we have $H^{-1}$ compact on $L^{2}\left(\mathbb{R}^{n}\right)$, so $H^{-1}$ has a discrete set of eigenvalues, tending to 0 , and hence so does $H^{-\sigma}$ for all $\sigma>0$. Thus $H^{-\sigma}$ is compact on $L^{2}\left(\mathbb{R}^{n}\right)$, and, by (15.26), also compact on $\mathcal{H}^{s}\left(\mathbb{R}^{n}\right)$, for all $s \in \mathbb{R}$. This gives the following.

Proposition 15.3. Given $r<s \in \mathbb{R}$, the natural inclusion

$$
\begin{equation*}
\mathcal{H}^{s}\left(\mathbb{R}^{n}\right) \hookrightarrow \mathcal{H}^{r}\left(\mathbb{R}^{n}\right) \tag{15.53}
\end{equation*}
$$

is compact.
If $P \in O P \mathcal{S}_{1}^{m}\left(\mathbb{R}^{n}\right)$ is elliptic (say a $k \times k$ system), and $Q \in O P \mathcal{S}_{1}^{-m}\left(\mathbb{R}^{n}\right)$ is a parametrix, as in (15.14), we see that the operators $R_{j}$ are compact on $\mathcal{H}^{s}\left(\mathbb{R}^{n}\right)$ for all $s$, so we have the following.

Proposition 15.4. If $P \in O P \mathcal{S}_{1}^{m}\left(\mathbb{R}^{n}\right)$ is elliptic, then, for all $s \in \mathbb{R}$,

$$
\begin{equation*}
P: \mathcal{H}^{s}\left(\mathbb{R}^{n}\right) \longrightarrow \mathcal{H}^{s-m}\left(\mathbb{R}^{n}\right) \text { is Fredholm. } \tag{15.54}
\end{equation*}
$$

Also

$$
\begin{equation*}
\operatorname{Ker} P, \operatorname{Ker} P^{*} \subset \mathcal{S}\left(\mathbb{R}^{n}\right) \tag{15.55}
\end{equation*}
$$

and the index of $P$ is independent of $s$.
Material on the index of elliptic operators in $O P \mathcal{S}^{m}\left(\mathbb{R}^{n}\right)$ will be covered in $\S 11$ of Chap. 10. See the exercises below for some preliminary results.

## Exercises

1. In case $n=1$, consider

$$
D_{1}=\partial_{1}+x_{1} .
$$

Show that $D_{1} \in O P \mathcal{S}^{1}(\mathbb{R})$ is elliptic, and that

$$
\text { Index } D_{1}=1
$$

2. In case $n=2$, consider

$$
D_{2}=\left(\begin{array}{cc}
\partial_{1}+x_{1} & \partial_{2}-x_{2} \\
\partial_{2}+x_{2} & -\partial_{1}+x_{1}
\end{array}\right)
$$

Show that $D_{2} \in O P \mathcal{S}^{1}\left(\mathbb{R}^{2}\right)$ is elliptic and that

$$
\text { Index } D_{2}=1
$$

3. In the setting of Exercises $1-2$, compute $D_{j}^{*} D_{j}$ and $D_{j} D_{j}^{*}$, and compare with $H$. This should help to compute the kernels of $D_{j}$ and $D_{j}^{*}$.
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## 8

## Spectral Theory

## Introduction

This chapter is devoted to the spectral theory of self-adjoint, differential operators. We cover a number of different topics, beginning in $\S 1$ with a proof of the spectral theorem. It was an arbitrary choice to put that material here, rather than in Appendix A, on functional analysis. The main motivation for putting it here is to begin a line of reasoning that will be continued in subsequent sections, using the great power of studying unitary groups as a tool in spectral theory. After we show how easily this study leads to a proof of the spectral theorem in $\S 1$, in later sections we use it in various ways: as a tool to establish self-adjointness, as a tool for obtaining specific formulas, including basic identities among special functions, and in other capacities.

Sections 2 and 3 deal with some general questions in spectral theory, such as when does a differential operator define a self-adjoint operator, when does it have a compact resolvent, and what asymptotic properties does its spectrum have? We tackle the latter question, for the Laplace operator $\Delta$, by examining the asymptotic behavior of the trace of the solution operator $e^{t \Delta}$ for the heat equation, showing that

$$
\begin{equation*}
\operatorname{Tr} e^{t \Delta}=(4 \pi t)^{-n / 2} \operatorname{vol} \Omega+o\left(t^{-n / 2}\right), \quad t \searrow 0 \tag{0.1}
\end{equation*}
$$

when $\Omega$ is either a compact Riemannian manifold or a bounded domain in $\mathbb{R}^{n}$ (and has the Dirichlet boundary condition). Using techniques developed in $\S 13$ of Chap. 7, we could extend (0.1) to general compact Riemannian manifolds with smooth boundary and to other boundary conditions, such as the Neumann boundary condition. We use instead a different method here in $\S 3$, one that works without any regularity hypotheses on $\partial \Omega$. In such generality, (0.1) does not necessarily hold for the Neumann boundary problem.

The study of (0.1) and refinements got a big push from [Kac]. As pursued in [MS], it led to developments that we will discuss in Chap. 10. The problem of to what extent a Riemannian manifold is determined by the spectrum of its Laplace operator has led to much work, which we do not include here. Some is discussed
in [Ber, $\mathrm{Br}, \mathrm{BGM}$ ], and [Cha]. We mention particularly some distinct regions in $\mathbb{R}^{2}$ whose Laplace operators have the same spectra, given in [GWW].

We have not included general results on the spectral behavior of $\Delta$ obtained via geometrical optics and its refinement, the theory of Fourier integral operators. Results of this nature can be found in Volume 3 of [Ho], in [Shu], and in Chap. 12 of [T1].

Sections 4-7 are devoted to specific examples. In $\S 4$ we study the Laplace operator on the unit spheres $S^{n}$. We specify precisely the spectrum of $\Delta$ and discuss explicit formulas for certain functions of $\Delta$, particularly

$$
\begin{equation*}
A^{-1} \sin t A, \quad A=\left(-\Delta+\frac{K}{4}(n-1)^{2}\right)^{1 / 2} \tag{0.2}
\end{equation*}
$$

with $K=1$, the sectional curvature of $S^{n}$. In $\S 5$ we obtain an explicit formula for ( 0.2 ), with $K=-1$, on hyperbolic space. In $\S 6$ we study the spectral theory of the harmonic oscillator

$$
\begin{equation*}
H=-\Delta+|x|^{2} \tag{0.3}
\end{equation*}
$$

We obtain an explicit formula for $e^{-t H}$, an analogue of which will be useful in Chap. 10. In §8 we study the operator

$$
\begin{equation*}
H=-\Delta-K|x|^{-1} \tag{0.4}
\end{equation*}
$$

on $\mathbb{R}^{3}$, obtaining in particular all the eigenvalues of this operator. This operator arises in the simplest quantum mechanical model of the hydrogen atom. In $\S 9$ we study the Laplace operator on a cone. Studies done in these sections bring in a number of special functions, including Legendre functions, Bessel functions, and hypergeometric functions. We have included two auxiliary problem sets, one on confluent hypergeometric functions and one on hypergeometric functions.

## 1. The spectral theorem

Appendix A contains a proof of the spectral theorem for a compact, self-adjoint operator $A$ on a Hilbert space $H$. In that case, $H$ has an orthonormal basis $\left\{u_{j}\right\}$ such that $A u_{j}=\lambda_{j} u_{j}, \lambda_{j}$ being real numbers having only 0 as an accumulation point. The vectors $u_{j}$ are eigenvectors.

A general bounded, self-adjoint operator $A$ may not have any eigenvectors, and the statement of the spectral theorem is somewhat more subtle. The following is a useful version.

Theorem 1.1. If $A$ is a bounded, self-adjoint operator on a separable Hilbert space $H$, then there is a $\sigma$-compact space $\Omega$, a Borel measure $\mu$, a unitary map

$$
\begin{equation*}
W: L^{2}(\Omega, d \mu) \longrightarrow H \tag{1.1}
\end{equation*}
$$

and a real-valued function $a \in L^{\infty}(\Omega, d \mu)$ such that

$$
\begin{equation*}
W^{-1} A W f(x)=a(x) f(x), \quad f \in L^{2}(\Omega, d \mu) \tag{1.2}
\end{equation*}
$$

Note that when $A$ is compact, the eigenvector decomposition above yields (1.1) and (1.2) with $(\Omega, \mu)$ a purely atomic measure space. Later in this section we will extend Theorem 1.1 to the case of unbounded, self-adjoint operators.

In order to prove Theorem 1.1, we will work with the operators

$$
\begin{equation*}
U(t)=e^{i t A} \tag{1.3}
\end{equation*}
$$

defined by the power-series expansion

$$
\begin{equation*}
e^{i t A}=\sum_{n=0}^{\infty} \frac{(i t)^{n}}{n!} A^{n} \tag{1.4}
\end{equation*}
$$

This is a special case of a construction made in $\S 4$ of Chap. 1. $U(t)$ is uniquely characterized as the solution to the differential equation

$$
\begin{equation*}
\frac{d}{d t} U(t)=i A U(t), \quad U(0)=I \tag{1.5}
\end{equation*}
$$

We have the group property

$$
\begin{equation*}
U(s+t)=U(s) U(t) \tag{1.6}
\end{equation*}
$$

which follows since both sides satisfy the $\operatorname{ODE}(d / d s) Z(s)=i A Z(s), Z(0)=$ $U(t)$. If $A=A^{*}$, then applying the adjoint to (1.4) gives

$$
\begin{equation*}
U(t)^{*}=U(-t) \tag{1.7}
\end{equation*}
$$

which is the inverse of $U(t)$ in view of (1.6). Thus $\{U(t): t \in \mathbb{R}\}$ is a group of unitary operators.

For a given $v \in H$, let $H_{v}$ be the closed linear span of $\{U(t) v: t \in \mathbb{R}\}$; we say $H_{v}$ is the cyclic space generated by $v$. We say $v$ is a cyclic vector for $H$ if $H=H_{v}$. If $H_{v}$ is not all of $H$, note that $H_{v}^{\perp}$ is invariant under $U(t)$, that is, $U(t) H_{v}^{\perp} \subset H_{v}^{\perp}$ for all $t$, since for a linear subspace $V$ of $H$, generally

$$
\begin{equation*}
U(t) V \subset V \Longrightarrow U(t)^{*} V^{\perp} \subset V^{\perp} \tag{1.8}
\end{equation*}
$$

Using this observation, we can prove the next result.
Lemma 1.2. If $U(t)$ is a unitary group on a separable Hilbert space $H$, then $H$ is an orthogonal direct sum of cyclic subspaces.

Proof. Let $\left\{w_{j}\right\}$ be a countable, dense subset of $H$. Take $v_{1}=w_{1}$ and $H_{1}=$ $H_{v_{1}}$. If $H_{1} \neq H$, let $v_{2}$ be the first nonzero element $P_{1} w_{j}, j \geq 2$, where $P_{1}$ is the orthogonal projection of $H$ onto $H_{1}^{\perp}$, and let $H_{2}=H_{v_{2}}$. Continue.

In view of this, Theorem 1.1 is a consequence of the following:
Proposition 1.3. If $U(t)$ is a strongly continuous, unitary group on $H$, having a cyclic vector $v$, then we can take $\Omega=\mathbb{R}$, and there exists a positive Borel measure $\mu$ on $\mathbb{R}$ and a unitary map $W: L^{2}(\mathbb{R}, d \mu) \rightarrow H$ such that

$$
\begin{equation*}
W^{-1} U(t) W f(x)=e^{i t x} f(x), \quad f \in L^{2}(\mathbb{R}, d \mu) \tag{1.9}
\end{equation*}
$$

The measure $\mu$ on $\mathbb{R}$ will be the Fourier transform

$$
\begin{equation*}
\mu=\hat{\zeta} \tag{1.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\zeta(t)=(2 \pi)^{-1 / 2}\left(e^{i t A} v, v\right) \tag{1.11}
\end{equation*}
$$

It is not clear a priori that (1.10) defines a measure; since $\zeta \in L^{\infty}(\mathbb{R})$, we see that $\mu$ is a tempered distribution. We will show that $\mu$ is indeed a positive measure during the course of our argument. As for the map $W$, we first define

$$
\begin{equation*}
W: \mathcal{S}(\mathbb{R}) \longrightarrow H \tag{1.12}
\end{equation*}
$$

where $\mathcal{S}(\mathbb{R})$ is the Schwartz space of rapidly decreasing functions, by

$$
\begin{equation*}
W(f)=f(A) v \tag{1.13}
\end{equation*}
$$

where we define the operator $f(A)$ by the formula

$$
\begin{equation*}
f(A)=(2 \pi)^{-1 / 2} \int_{-\infty}^{\infty} \hat{f}(t) e^{i t A} d t \tag{1.14}
\end{equation*}
$$

The reason for this notation will become apparent shortly; see (1.20). Making use of (1.10), we have

$$
\begin{align*}
(f(A) v, g(A) v) & =(2 \pi)^{-1}\left(\int \hat{f}(s) e^{i s A} v d s, \int \hat{g}(t) e^{i t A} v d t\right) \\
& =(2 \pi)^{-1} \iint \hat{f}(s) \hat{\hat{g}(t)}\left(e^{i(s-t) A} v, v\right) d s d t \\
& =(2 \pi)^{-1 / 2} \iint \hat{f}(s) \hat{\bar{g}}(\sigma-s) \zeta(\sigma) d s d \sigma  \tag{1.15}\\
& =\langle\widehat{(f \bar{g})}, \zeta\rangle \\
& =\langle f \bar{g}, \mu\rangle .
\end{align*}
$$

Now, if $g=f$, the left side of (1.15) is $\|f(A) v\|^{2}$, which is $\geq 0$. Hence

$$
\begin{equation*}
\left.\left.\langle | f\right|^{2}, \mu\right\rangle \geq 0, \text { for all } f \in \mathcal{S}(\mathbb{R}) \tag{1.16}
\end{equation*}
$$

With this, we can establish:
Lemma 1.4. The tempered distribution $\mu$, defined by (1.10)-(1.11), is a positive measure on $\mathbb{R}$.

Proof. Apply (1.16) with $f=\sqrt{F_{s, \sigma}}$, where

$$
F_{s, \sigma}(\tau)=(4 \pi s)^{-1 / 2} e^{-(\tau-\sigma)^{2} / 4 s}, \quad s>0, \sigma \in \mathbb{R}
$$

Note that this is a fundamental solution to the heat equation. For each $s>0, F_{s, 0} * \mu$ is a positive function. We saw in Chap. 3 that $F_{s, 0} * \mu$ converges to $\mu$ in $\mathcal{S}^{\prime}(\mathbb{R})$ as $s \rightarrow 0$, so this implies that $\mu$ is a positive measure.

Now we can finish the proof of Proposition 1.3. From (1.15) we see that $W$ has a unique continuous extension

$$
\begin{equation*}
W: L^{2}(\mathbb{R}, d \mu) \longrightarrow H \tag{1.17}
\end{equation*}
$$

and $W$ is an isometry. Since $v$ is assumed to be cyclic, the range of $W$ must be dense in $H$, so $W$ must be unitary. From (1.14) it follows that if $f \in \mathcal{S}(\mathbb{R})$, then

$$
\begin{equation*}
e^{i s A} f(A)=f_{s}(A), \text { with } f_{s}(\tau)=e^{i s \tau} f(\tau) \tag{1.18}
\end{equation*}
$$

Hence, for $f \in \mathcal{S}(\mathbb{R})$,

$$
\begin{equation*}
W^{-1} e^{i s A} W f=W^{-1} f_{s}(A) v=e^{i s \tau} f(\tau) \tag{1.19}
\end{equation*}
$$

Since $\mathcal{S}(\mathbb{R})$ is dense in $L^{2}(\mathbb{R}, d \mu)$, this gives (1.9). Thus the spectral theorem for bounded, self-adjoint operators is proved.

Given (1.9), we have from (1.14) that

$$
\begin{equation*}
W^{-1} f(A) W g(x)=f(x) g(x), \quad f \in \mathcal{S}(\mathbb{R}), g \in L^{2}(\mathbb{R}, d \mu) \tag{1.20}
\end{equation*}
$$

which justifies the notation $f(A)$ in (1.14).
Note that (1.9) implies

$$
\begin{equation*}
W^{-1} A W f(x)=x f(x), \quad f \in L^{2}(\mathbb{R}, d \mu) \tag{1.21}
\end{equation*}
$$

since $(d / d t) U(t)=i A U(t)$. The essential supremum of $x$ on $(\mathbb{R}, \mu)$ is equal to $\|A\|$. Thus $\mu$ has compact support in $\mathbb{R}$ if $A$ is bounded. If a self-adjoint operator $A$ has the representation (1.21), one says $A$ has simple spectrum. It follows from Proposition 1.3 that $A$ has simple spectrum if and only if it has a cyclic vector.

One can generalize the results above to a $k$-tuple of commuting, bounded, self-adjoint operators $A=\left(A_{1}, \ldots, A_{k}\right)$. In that case, for $t=\left(t_{1}, \ldots, t_{k}\right) \in \mathbb{R}^{k}$, set

$$
\begin{equation*}
U(t)=e^{i t \cdot A}, \quad t \cdot A=t_{1} A_{1}+\cdots+t_{k} A_{k} \tag{1.22}
\end{equation*}
$$

The hypothesis that the $A_{j}$ all commute implies $U(t)=U_{1}\left(t_{1}\right) \cdots U_{k}\left(t_{k}\right)$, where $U_{j}(s)=e^{i s A_{j}} . U(t)$ in (1.22) continues to satisfy the properties (1.6) and (1.7); we have a $k$-parameter unitary group. As above, for $v \in H$, we set $H_{v}$ equal to the closed linear span of $\left\{U(t) v: t \in \mathbb{R}^{k}\right\}$, and we say $v$ is a cyclic vector provided $H_{v}=H$. Lemma 1.2 goes through in this case. Furthermore, for $f \in \mathcal{S}\left(\mathbb{R}^{k}\right)$, we can define

$$
\begin{equation*}
f(A)=(2 \pi)^{-k / 2} \int \hat{f}(t) e^{i t \cdot A} d t \tag{1.23}
\end{equation*}
$$

and if $H$ has a cyclic vector $v$, the proof of Proposition 1.3 generalizes, giving a unitary map $W: L^{2}\left(\mathbb{R}^{k}, d \mu\right) \rightarrow H$ such that

$$
\begin{equation*}
W^{-1} U(t) W f(x)=e^{i t \cdot x} f(x), \quad f \in L^{2}\left(\mathbb{R}^{k}, d \mu\right), \quad t \in \mathbb{R}^{k} \tag{1.24}
\end{equation*}
$$

Therefore, Theorem 1.1 has the following extension
Proposition 1.5. If $A=\left(A_{1}, \ldots, A_{k}\right)$ is a $k$-tuple of commuting, bounded, self-adjoint operators on $H$, there is a measure space $(\Omega, \mu)$, a unitary map $W: L^{2}(\Omega, d \mu) \rightarrow H$, and real-valued $a_{j} \in L^{\infty}(\Omega, d \mu)$ such that

$$
\begin{equation*}
W^{-1} A_{j} W f(x)=a_{j}(x) f(x), \quad f \in L^{2}(\Omega, d \mu), 1 \leq j \leq k \tag{1.25}
\end{equation*}
$$

A bounded operator $B \in \mathcal{L}(H)$ is said to be normal provided $B$ and $B^{*}$ commute. Equivalently, if we set

$$
\begin{equation*}
A_{1}=\frac{1}{2}\left(B+B^{*}\right), \quad A_{2}=\frac{1}{2 i}\left(B-B^{*}\right) \tag{1.26}
\end{equation*}
$$

then $B=A_{1}+i A_{2}$, and $\left(A_{1}, A_{2}\right)$ is a 2-tuple of commuting, self-adjoint operators. Applying Proposition 1.5 and setting $b(x)=a_{1}(x)+i a_{2}(x)$, we have:

Corollary 1.6. If $B \in \mathcal{L}(H)$ is a normal operator, there is a unitary map $W$ : $L^{2}(\Omega, d \mu) \rightarrow H$ and a (complex-valued) $b \in L^{\infty}(\Omega, d \mu)$ such that

$$
\begin{equation*}
W^{-1} B W f(x)=b(x) f(x), \quad f \in L^{2}(\Omega, d \mu) \tag{1.27}
\end{equation*}
$$

In particular, Corollary 1.6 holds when $B=U$ is unitary. We next extend the spectral theorem to an unbounded, self-adjoint operator $A$ on a Hilbert space $H$, whose domain $\mathcal{D}(A)$ is a dense linear subspace of $H$. This extension, due to
von Neumann, uses von Neumann's unitary trick, described in (8.18)-(8.19) of Appendix A. We recall that, for such $A$, the following three properties hold:

$$
\begin{gather*}
A \pm i: \mathcal{D}(A) \longrightarrow H \text { bijectively, } \\
U=(A-i)(A+i)^{-1} \text { is unitary on } H,  \tag{1.28}\\
A=i(I+U)(I-U)^{-1},
\end{gather*}
$$

where the range of $I-U=2 i(A+i)^{-1}$ is $\mathcal{D}(A)$. Applying Corollary 1.6 to $B=U$, we have the following theorem:

Theorem 1.7. If $A$ is an unbounded, self-adjoint operator on a separable Hilbert space $H$, there is a measure space $(\Omega, \mu)$, a unitary map $W: L^{2}(\Omega, d \mu) \rightarrow H$, and a real-valued measurable function $a$ on $\Omega$ such that

$$
\begin{equation*}
W^{-1} A W f(x)=a(x) f(x), \quad W f \in \mathcal{D}(A) \tag{1.29}
\end{equation*}
$$

In this situation, given $f \in L^{2}(\Omega, d \mu)$, Wf belongs to $\mathcal{D}(A)$ if and only if the right side of (1.29) belongs to $L^{2}(\Omega, d \mu)$.

The formula (1.29) is called the "spectral representation" of a self-adjoint operator $A$. Using it, we can extend the functional calculus defined by (1.14) as follows. For a Borel function $f: \mathbb{R} \rightarrow \mathbb{C}$, define $f(A)$ by

$$
\begin{equation*}
W^{-1} f(A) W g(x)=f(a(x)) g(x) \tag{1.30}
\end{equation*}
$$

If $f$ is a bounded Borel function, this is defined for all $g \in L^{2}(\Omega, d \mu)$ and provides a bounded operator $f(A)$ on $H$. More generally,

$$
\begin{equation*}
\mathcal{D}(f(A))=\left\{W g \in H: g \in L^{2}(\Omega, d \mu) \text { and } f(a(x)) g \in L^{2}(\Omega, d \mu)\right\} \tag{1.31}
\end{equation*}
$$

In particular, we can define $e^{i t A}$, for unbounded, self-adjoint $A$, by

$$
W^{-1} e^{i t A} W g=e^{i t a(x)} g(x)
$$

Then $e^{i t A}$ is a strongly continuous unitary group, and we have the following result, known as Stone's theorem (stated as Proposition 9.5 in Appendix A):

Proposition 1.8. If $A$ is self-adjoint, then iA generates a strongly continuous, unitary group, $U(t)=e^{i t A}$.

Note that Lemma 1.2 and Proposition 1.3 are proved for a strongly continuous, unitary group $U(t)=e^{i t A}$, without the hypothesis that $A$ be bounded. This yields the following analogue of (1.2):

$$
\begin{equation*}
W^{-1} U(t) W f(x)=e^{i t a(x)} f(x), \quad f \in L^{2}(\Omega, d \mu) \tag{1.32}
\end{equation*}
$$

for this more general class of unitary groups. Sometimes a direct construction, such as by PDE methods, of $U(t)$ is fairly easy. In such a case, the use of $U(t)$ can be a more convenient tool than the unitary trick involving (1.28).

We say a self-adjoint operator $A$ is positive, $A \geq 0$, provided $(A u, u) \geq 0$, for all $u \in \mathcal{D}(A)$. In terms of the spectral representation, this says we have (1.29) with $a(x) \geq 0$ on $\Omega$. In such a case, $e^{-t A}$ is bounded for $t \geq 0$, even for complex $t$ with $\operatorname{Re} t \geq 0$, and also defines a strongly continuous semigroup. This proves Proposition 9.4 of Appendix A.

Given a self-adjoint operator $A$ and a Borel set $S \subset \mathbb{R}$, define $P(S)=\chi_{S}(A)$, that is, using (1.29),

$$
\begin{equation*}
W^{-1} P(S) W g=\chi_{S}(a(x)) g(x), \quad g \in L^{2}(\Omega, d \mu) \tag{1.33}
\end{equation*}
$$

where $\chi_{S}$ is the characteristic function of $S$. Then each $P(S)$ is an orthogonal projection. Also, if $S=\bigcup_{j \geq 1} S_{j}$ is a countable union of disjoint Borel sets $S_{j}$, then, for each $u \in H$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sum_{j=1}^{n} P\left(S_{j}\right) u=P(S) u \tag{1.34}
\end{equation*}
$$

with convergence in the $H$-norm. This is equivalent to the statement that

$$
\sum_{j=1}^{n} \chi_{S_{j}}(a(x)) g \rightarrow \chi_{S}(a(x)) g \text { in } L^{2} \text {-norm, } \quad \text { for each } g \in L^{2}(\Omega, d \mu)
$$

which in turn follows from Lebesgue's dominated convergence theorem. By (1.34), $P(\cdot)$ is a strongly countably additive, projection-valued measure. Then (1.30) yields

$$
\begin{equation*}
f(A)=\int f(\lambda) P(d \lambda) \tag{1.35}
\end{equation*}
$$

$P(\cdot)$ is called the spectral measure of $A$.
One useful formula for the spectral measure is given in terms of the jump of the resolvent $R_{\lambda}=(\lambda-A)^{-1}$, across the real axis. We have the following

Proposition 1.9. For bounded, continuous $f: \mathbb{R} \rightarrow \mathbb{C}$,

$$
\begin{equation*}
f(A) u=\lim _{\varepsilon \searrow 0} \frac{1}{2 \pi i} \int_{-\infty}^{\infty} f(\lambda)\left[(\lambda-i \varepsilon-A)^{-1}-(\lambda+i \varepsilon-A)^{-1}\right] u d \lambda \tag{1.36}
\end{equation*}
$$

Proof. Since $W^{-1} f(A) W$ is multiplication by $f(a(x))$, (1.36) follows from the fact that

$$
\begin{equation*}
\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{\varepsilon f(\lambda)}{(\lambda-a(x))^{2}+\varepsilon^{2}} d \lambda \longrightarrow f(a(x)) \tag{1.37}
\end{equation*}
$$

pointwise and boundedly, as $\varepsilon \searrow 0$.
An important class of operators $f(A)$ are the fractional powers $f(A)=$ $A^{\alpha}, \alpha \in(0, \infty)$, defined by (1.30)-(1.31), with $f(\lambda)=\lambda^{\alpha}$, provided $A \geq 0$. Note that if $g \in C([0, \infty))$ satisfies $g(0)=1, g(\lambda)=O\left(\lambda^{-\alpha}\right)$ as $\lambda \rightarrow \infty$, then, for $u \in H$,

$$
\begin{equation*}
u \in \mathcal{D}\left(A^{\alpha}\right) \Longleftrightarrow\left\|A^{\alpha} g(\varepsilon A) u\right\|_{H} \text { is bounded, for } \varepsilon \in(0,1], \tag{1.38}
\end{equation*}
$$

as follows easily from the characterization (1.31) and Fatou's lemma. We note that Proposition 2.2 of Chap. 4 applies to $\mathcal{D}\left(A^{\alpha}\right)$, describing it as an interpolation space.

We particularly want to identify $\mathcal{D}\left(A^{1 / 2}\right)$, when $A$ is a positive, self-adjoint operator on a Hilbert space $H$ constructed by the Friedrichs method, as described in Proposition 8.7 of Appendix A. Recall that this arises as follows. One has a Hilbert space $H_{1}$, a continuous injection $J: H_{1} \rightarrow H$ with dense range, and one defines $A$ by

$$
\begin{equation*}
(A(J u), J v)_{H}=(u, v)_{H_{1}} \tag{1.39}
\end{equation*}
$$

with

$$
\begin{align*}
\mathcal{D}(A)= & \left\{J u \in J H_{1} \subset H: v \mapsto(u, v)_{H_{1}}\right. \text { is } \\
& \text { continuous in } J v, \text { in the } H \text {-norm }\} . \tag{1.40}
\end{align*}
$$

We establish the following.
Proposition 1.10. If $A$ is obtained by the Friedrichs extension method (1.39)(1.40), then

$$
\begin{equation*}
\mathcal{D}\left(A^{1 / 2}\right)=J\left(H_{1}\right) \subset H \tag{1.41}
\end{equation*}
$$

Proof. $\mathcal{D}\left(A^{1 / 2}\right)$ consists of elements of $H$ that are limits of sequences in $\mathcal{D}(A)$, in the norm $\left\|A^{1 / 2} u\right\|_{H}+\|u\|_{H}$. As shown in the proof of Proposition 8.7 in Appendix A, $\mathcal{D}(A)=\mathcal{R}\left(J J^{*}\right)$. Now

$$
\begin{equation*}
\left\|A^{1 / 2} J J^{*} f\right\|_{H}^{2}=\left(A J J^{*} f, J J^{*} f\right)_{H}=\left\|J^{*} f\right\|_{H_{1}}^{2} . \tag{1.42}
\end{equation*}
$$

Thus a sequence $\left(J J^{*} f_{n}\right)$ converges in the $\mathcal{D}\left(A^{1 / 2}\right)$-norm (to an element $g$ ) if and only if $\left(J^{*} f_{n}\right)$ converges in the $H_{1}$-norm (to an element $u$ ), in which case $g=J u$. Since $J^{*}: H \rightarrow H_{1}$ has dense range, precisely all $u \in H_{1}$ arise as limits of such $\left(J^{*} f_{n}\right)$, so the proposition is proved.

## Exercises

1. The definition (1.33) of the spectral measure $P(\cdot)$ of a self-adjoint operator $A$ depends a priori on a choice of the spectral representation of $A$. Show that any two spectral representations of $A$ yield the same spectral measure.
(Hint: For $f \in \mathcal{S}(\mathbb{R}), f(A)$ is well defined by (1.14), or alternatively by (1.36).)

## 2. Self-adjoint differential operators

In this section we present some examples of differential operators on a manifold $\Omega$ which, with appropriately specified domains, give unbounded, self-adjoint operators on $L^{2}(\Omega, d V), d V$ typically being the volume element determined by a Riemannian metric on $\Omega$.

We begin with self-adjoint operators arising from the Laplacian, making use of material developed in Chap. 5. Let $\bar{\Omega}$ be a smooth, compact Riemannian manifold with boundary, or more generally the closure of an open subset $\Omega$ of a compact manifold $M$ without boundary. Then, as shown in Chap. 5,

$$
\begin{equation*}
I-\Delta: H_{0}^{1}(\Omega) \longrightarrow H_{0}^{1}(\Omega)^{*} \tag{2.1}
\end{equation*}
$$

is bijective, with inverse we denote $T$; if we restrict $T$ to $L^{2}(\Omega)$,

$$
\begin{equation*}
T: L^{2}(\Omega) \longrightarrow L^{2}(\Omega) \text { is compact and self-adjoint. } \tag{2.2}
\end{equation*}
$$

Denote by $\mathcal{R}(T)$ the image of $L^{2}(\Omega)$ under $T$. We can apply Proposition 8.2 of Appendix A to deduce the following

Proposition 2.1. If $\Omega$ is a region in a compact Riemannian manifold $M$, then $\Delta$ is self-adjoint on $L^{2}(\Omega)$, with domain $\mathcal{D}(\Delta)=\mathcal{R}(T) \subset H_{0}^{1}(\Omega)$ described above.

For a further description of $\mathcal{D}(\Delta)$, note that

$$
\begin{equation*}
\mathcal{D}(\Delta)=\left\{u \in H_{0}^{1}(\Omega): \Delta u \in L^{2}(\Omega)\right\} . \tag{2.3}
\end{equation*}
$$

If $\partial \Omega$ is smooth, we can apply the regularity theory of Chap. 5 to obtain

$$
\begin{equation*}
\mathcal{D}(\Delta)=H_{0}^{1}(\Omega) \cap H^{2}(\Omega) . \tag{2.4}
\end{equation*}
$$

Instead of relying on Proposition 8.2, we could use the Friedrichs construction, given in Proposition 8.7 of Appendix A. This construction can be applied more generally. Let $\Omega$ be any Riemannian manifold, with Laplace operator $\Delta$. We can define $H_{0}^{1}(\Omega)$ to be the closure of $C_{0}^{\infty}(\Omega)$ in the space $\left\{u \in L^{2}(\Omega): d u \in\right.$ $\left.L^{2}\left(\Omega, \Lambda^{1}\right)\right\}$. The inner product on $H_{0}^{1}(\Omega)$ is

$$
\begin{equation*}
(u, v)_{1}=(u, v)_{L^{2}}+(d u, d v)_{L^{2}} . \tag{2.5}
\end{equation*}
$$

We have a natural inclusion $H_{0}^{1}(\Omega) \hookrightarrow L^{2}(\Omega)$, and the Friedrichs method gives a self-adjoint operator $A$ on $L^{2}(\Omega)$ such that

$$
\begin{equation*}
(A u, v)_{L^{2}}=(u, v)_{1}, \text { for } u \in \mathcal{D}(A), v \in H_{0}^{1}(\Omega) \tag{2.6}
\end{equation*}
$$

with

$$
\begin{align*}
\mathcal{D}(A)=\left\{u \in H_{0}^{1}(\Omega): v\right. & \mapsto(u, v)_{1} \text { extends from } H_{0}^{1}(\Omega) \rightarrow \mathbb{C} \text { to a }  \tag{2.7}\\
& \text { continuous linear functional } \left.L^{2}(\Omega) \rightarrow \mathbb{C}\right\}
\end{align*}
$$

that is,

$$
\begin{array}{r}
\mathcal{D}(A)=\left\{u \in H_{0}^{1}(\Omega): \exists f \in L^{2}(\Omega)\right. \text { such that } \\
\left.(u, v)_{1}=(f, v)_{L^{2}}, \forall v \in H_{0}^{1}(\Omega)\right\} . \tag{2.8}
\end{array}
$$

Integrating (2.5) by parts for $v \in C_{0}^{\infty}(\Omega)$, we see that $A=I-\Delta$ on $\mathcal{D}(A)$, so we have a self-adjoint extension of $\Delta$ in this general setting, with domain again described by (2.3).

The process above gives one self-adjoint extension of $\Delta$, initially defined on $C_{0}^{\infty}(\Omega)$. It is not always the only self-adjoint extension. For example, suppose $\bar{\Omega}$ is compact with smooth boundary; consider $H^{1}(\Omega)$, with inner product (2.5), and apply the Friedrichs extension procedure. Again we have a self-adjoint operator $A$, extending $I-\Delta$, with (2.8) replaced by

$$
\begin{align*}
& \mathcal{D}(A)=\left\{u \in H^{1}(\Omega): \exists f \in L^{2}(\Omega)\right. \text { such that }  \tag{2.9}\\
& \left.(u, v)_{1}=(f, v)_{L^{2}}, \forall v \in H^{1}(\Omega)\right\} .
\end{align*}
$$

In this case, Proposition 7.2 of Chap. 5 yields the following
Proposition 2.2. If $\bar{\Omega}$ is a smooth, compact manifold with boundary and $\Delta$ the self-adjoint extension just described, then

$$
\begin{equation*}
\mathcal{D}(\Delta)=\left\{u \in H^{2}(\Omega): \partial_{\nu} u=0 \text { on } \partial \Omega\right\} \tag{2.10}
\end{equation*}
$$

In case (2.10), we say $\mathcal{D}(\Delta)$ is given by the Neumann boundary condition, while in case (2.4) we say $\mathcal{D}(\Delta)$ is given by the Dirichlet boundary condition.

In both cases covered by Propositions 2.1 and $2.2,(-\Delta)^{1 / 2}$ is defined as a self-adjoint operator. We can specify its domain using Proposition 1.10, obtaining the next result:

Proposition 2.3. In case (2.3), $\mathcal{D}\left((-\Delta)^{1 / 2}\right)=H_{0}^{1}(\Omega)$; in case (2.10), $\mathcal{D}\left((-\Delta)^{1 / 2}\right)=H^{1}(\Omega)$.

Though $\Delta$ on $C_{0}^{\infty}(\Omega)$ has several self-adjoint extensions when $\Omega$ has a boundary, it has only one when $\Omega$ is a complete Riemannian manifold. This is a classical
result, due to Roelcke; we present an elegant proof due to Chernoff [Chn]. When an unbounded operator $A_{0}$ on a Hilbert space $H$, with domain $\mathcal{D}_{0}$, has exactly one self-adjoint extension, namely the closure of $A_{0}$, we say $A_{0}$ is essentially self-adjoint on $\mathcal{D}_{0}$.

Proposition 2.4. If $\Omega$ is a complete Riemannian manifold, then $\Delta$ is essentially self-adjoint on $C_{0}^{\infty}(\Omega)$. Thus the self-adjoint extension with domain given by (2.3) is the closure of $\Delta$ on $C_{0}^{\infty}(\Omega)$.

Proof. We will obtain this as a consequence of Proposition 9.6 of Appendix A, which states the following. Let $U(t)=e^{i t A}$ be a unitary group on a Hilbert space $H$ which leaves invariant a dense linear space $\mathcal{D} ; U(t) \mathcal{D} \subset \mathcal{D}$. If $A$ is an extension of $A_{0}$ and $A_{0}: \mathcal{D} \rightarrow \mathcal{D}$, then $A_{0}$ and all its powers are essentially self-adjoint on $\mathcal{D}$.

In this case, $U(t)$ will be the solution operator for a wave equation, and we will exploit finite propagation speed. Set

$$
i A_{0}=\left(\begin{array}{cc}
0 & I  \tag{2.11}\\
\Delta-I & 0
\end{array}\right), \quad \mathcal{D}\left(A_{0}\right)=C_{0}^{\infty}(\Omega) \oplus C_{0}^{\infty}(\Omega)
$$

The group $U(t)$ will be the solution operator for the wave equation

$$
\begin{equation*}
U(t)\binom{f}{g}=\binom{u(t)}{u_{t}(t)}, \tag{2.12}
\end{equation*}
$$

where $u(t, x)$ is determined by

$$
\frac{\partial^{2} u}{\partial t^{2}}-(\Delta-1) u=0 ; \quad u(0, x)=f, u_{t}(0, x)=g
$$

It was shown in $\S 2$ of Chap. 6 that $U(t)$ is a unitary group on $H=H_{0}^{1}(\Omega) \oplus$ $L^{2}(\Omega)$; its generator is an extension of (2.11), and finite propagation speed implies that $U(t)$ preserves $C_{0}^{\infty}(\Omega) \oplus C_{0}^{\infty}(\Omega)$ for all $t$, provided $\Omega$ is complete. Thus each $A_{0}^{k}$ is essentially self-adjoint on this space. Since

$$
-A_{0}^{2}=\left(\begin{array}{cc}
\Delta-I & 0  \tag{2.13}\\
0 & \Delta-I
\end{array}\right),
$$

we have the proof of Proposition 2.3. Considering $A_{0}^{2 k}$, we deduce furthermore that each power $\Delta^{k}$ is essentially self-adjoint on $C_{0}^{\infty}(\Omega)$, when $\Omega$ is complete.

Though $\Delta$ is not essentially self-adjoint on $C_{0}^{\infty}(\Omega)$ when $\bar{\Omega}$ is compact, we do have such results as the following:

Proposition 2.5. If $\bar{\Omega}$ is a smooth, compact manifold with boundary, then $\Delta$ is essentially self-adjoint on

$$
\begin{equation*}
\left\{u \in C^{\infty}(\bar{\Omega}): u=0 \text { on } \partial \Omega\right\}, \tag{2.14}
\end{equation*}
$$

its closure having domain described by (2.3). Also, $\Delta$ is essentially self-adjoint on

$$
\begin{equation*}
\left\{u \in C^{\infty}(\bar{\Omega}): \partial_{\nu} u=0 \text { on } \partial \Omega\right\} \tag{2.15}
\end{equation*}
$$

its closure having domain described by (2.10).
Proof. It suffices to note the simple facts that the closure of (2.14) in $H^{2}(\Omega)$ is (2.3) and the closure of (2.15) in $H^{2}(\Omega)$ is (2.10).

We note that when $\bar{\Omega}$ is a smooth, compact Riemannian manifold with boundary, and $\mathcal{D}(\Delta)$ is given by the Dirichlet boundary condition, then

$$
\begin{equation*}
\bigcap_{j=1}^{\infty} \mathcal{D}\left(\Delta^{j}\right)=\left\{u \in C^{\infty}(\bar{\Omega}): \Delta^{k} u=0 \text { on } \partial \Omega, k=0,1,2, \ldots\right\} \tag{2.16}
\end{equation*}
$$

and when $\mathcal{D}(\Delta)$ is given by the Neumann boundary condition, then

$$
\begin{equation*}
\bigcap_{j=1}^{\infty} \mathcal{D}\left(\Delta^{j}\right)=\left\{u \in C^{\infty}(\bar{\Omega}): \partial_{\nu}\left(\Delta^{k} u\right)=0 \text { on } \partial \Omega, k \geq 0\right\} . \tag{2.17}
\end{equation*}
$$

We now derive a result that to some degree amalgamates Propositions 2.4 and 2.5. Let $\bar{\Omega}$ be a smooth Riemannian manifold with boundary, and set

$$
\begin{equation*}
C_{c}^{\infty}(\bar{\Omega})=\left\{u \in C^{\infty}(\bar{\Omega}): \operatorname{supp} u \text { is compact in } \bar{\Omega}\right\} ; \tag{2.18}
\end{equation*}
$$

we do not require elements of this space to vanish on $\partial \Omega$. We say that $\bar{\Omega}$ is complete if it is complete as a metric space.

Proposition 2.6. If $\bar{\Omega}$ is a smooth Riemannian manifold with boundary which is complete, then $\Delta$ is essentially self-adjoint on

$$
\begin{equation*}
\left\{u \in C_{c}^{\infty}(\bar{\Omega}): u=0 \text { on } \partial \Omega\right\} . \tag{2.19}
\end{equation*}
$$

In this case, the closure has domain given by (2.3).
Proof. Consider the following linear subspace of (2.19):

$$
\begin{equation*}
\mathcal{D}_{0}=\left\{u \in C_{c}^{\infty}(\bar{\Omega}): \Delta^{j} u=0 \text { on } \partial \Omega \text { for } j=0,1,2, \ldots\right\} \tag{2.20}
\end{equation*}
$$

Let $U(t)$ be the unitary group on $H_{0}^{1}(\Omega) \oplus L^{2}(\Omega)$ defined as in (2.12), with $u$ also satisfying the Dirichlet boundary condition, $u(t, x)=0$ for $x \in \partial \Omega$. Then, by finite propagation speed, $U(t)$ preserves $\mathcal{D}_{0} \oplus \mathcal{D}_{0}$, provided $\bar{\Omega}$ is complete, so as in the proof of Proposition 2.4, we deduce that $\Delta$ is essentially self-adjoint on $\mathcal{D}_{0}$; a fortiori it is essentially self-adjoint on the space (2.19).

By similar reasoning, we can show that if $\bar{\Omega}$ is complete, then $\Delta$ is essentially self-adjoint on

$$
\begin{equation*}
\left\{u \in C_{c}^{\infty}(\bar{\Omega}): \partial_{\nu} u=0 \text { on } \partial \Omega\right\} . \tag{2.21}
\end{equation*}
$$

The results of this section so far have involved only the Laplace operator $\Delta$. It is also of interest to look at Schrödinger operators, of the form $-\Delta+V$, where the "potential" $V(x)$ is a real-valued function. In this section we will restrict attention to the case $V \in C^{\infty}(\Omega)$ and we will also suppose that $V$ is bounded from below. By adding a constant to $-\Delta+V$, we may as well suppose

$$
\begin{equation*}
V(x) \geq 1 \text { on } \Omega . \tag{2.22}
\end{equation*}
$$

We can define a Hilbert space $H_{V 0}^{1}(\Omega)$ to be the closure of $C_{0}^{\infty}(\Omega)$ in the space

$$
\begin{equation*}
H_{V}^{1}(\Omega)=\left\{u \in L^{2}(\Omega): d u \in L^{2}\left(\Omega, \Lambda^{1}\right), V^{1 / 2} u \in L^{2}(\Omega)\right\} \tag{2.23}
\end{equation*}
$$

with inner product

$$
\begin{equation*}
(u, v)_{1, V}=(d u, d v)_{L^{2}}+(V u, v)_{L^{2}} . \tag{2.24}
\end{equation*}
$$

Then there is a natural injection $H_{V 0}^{1}(\Omega) \hookrightarrow L^{2}(\Omega)$, and the Friedrichs extension method provides a self-adjoint operator $A$. Integration by parts in (2.24), with $v \in C_{0}^{\infty}(\Omega)$, shows that such $A$ is an extension of $-\Delta+V$. For this self-adjoint extension, we have

$$
\begin{equation*}
\mathcal{D}\left(A^{1 / 2}\right)=H_{V 0}^{1}(\Omega) \tag{2.25}
\end{equation*}
$$

In case $\bar{\Omega}$ is a smooth, compact Riemannian manifold with boundary and $V \in C^{\infty}(\bar{\Omega})$, one clearly has $H_{V 0}^{1}(\Omega)=H_{0}^{1}(\Omega)$. In such a case, we have an immediate extension of Proposition 2.1, including the characterization (2.4) of $\mathcal{D}(-\Delta+V)$. One can also easily extend Proposition 2.2 to $-\Delta+V$ in this case. It is of substantial interest that Proposition 2.4 also extends, as follows:

Proposition 2.7. If $\Omega$ is a complete Riemannian manifold and the function $V \in$ $C^{\infty}(\Omega)$ satisfies $V \geq 1$, then $-\Delta+V$ is essentially self-adjoint on $C_{0}^{\infty}(\Omega)$.

Proof. We can modify the proof of Proposition 2.4; replace $\Delta-1$ by $\Delta-V$ in (2.11) and (2.12). Then $U(t)$ gives a unitary group on $H_{V 0}^{1}(\Omega) \oplus L^{2}(\Omega)$, and the finite propagation speed argument given there goes through. As before, all powers of $-\Delta+V$ are essentially self-adjoint on $C_{0}^{\infty}(\Omega)$.

Some important classes of potentials $V$ have singularities and are not bounded below. In $\S 7$ we return to this, in a study of the quantum mechanical Coulomb problem.

We record here an important compactness property when $V \in C^{\infty}(\Omega)$ tends to $+\infty$ at infinity in $\Omega$

Proposition 2.8. If the Friedrichs extension method described above is used to construct the self-adjoint operator $-\Delta+V$ for smooth $V \geq 1$, as above, and if $V \rightarrow+\infty$ at infinity (i.e., for each $N<\infty, \Omega_{N}=\{x \in \Omega: V(x) \leq N\}$ is compact), then $-\Delta+V$ has compact resolvent.

Proof. Given (2.25), it suffices to prove that the injection $H_{V 0}^{1}(\Omega) \rightarrow L^{2}(\Omega)$ is compact, under the current hypotheses on $V$. Indeed, if $\left\{u_{n}\right\}$ is bounded in $H_{V 0}^{1}(\Omega)$, with inner product (2.24), then $\left\{d u_{n}\right\}$ and $\left\{V^{1 / 2} u_{n}\right\}$ are bounded in $L^{2}(\Omega)$. By Rellich's theorem and a diagonal argument, one has a subsequence $\left\{u_{n_{k}}\right\}$ whose restriction to each $\Omega_{N}$ converges in $L^{2}\left(\Omega_{N}\right)$-norm. The boundedness of $\left\{V^{1 / 2} u_{n}\right\}$ in $L^{2}(\Omega)$ then gives convergence of this subsequence in $L^{2}(\Omega)$-norm, proving the proposition.

The following result extends Proposition 2.4 of Chap. 5
Proposition 2.9. Assume that $\Omega$ is connected and that either $\Omega$ is compact or $V \rightarrow+\infty$ at infinity. Denote by $\lambda_{0}$ the first eigenvalue of $-\Delta+V$. Then a $\lambda_{0}$-eigenfunction of $-\Delta+V$ is nowhere vanishing on $\Omega$. Consequently, the $\lambda_{0}$-eigenspace is one-dimensional.

Proof. Let $u$ be a $\lambda_{0}$-eigenfunction of $-\Delta+V$. As in the proof of Proposition 2.4 of Chap. 5, we can write $u=u^{+}+u^{-}$, where $u^{+}(x)=u(x)$ for $u(x)>0$ and $u^{-}(x)=u(x)$ for $u(x) \leq 0$, and the variational characterization of the $\lambda_{0}$-eigenspace implies that $u^{ \pm}$are eigenfunctions (if nonzero). Hence it suffices to prove that if $u$ is a $\lambda_{0}$-eigenfunction and $u(x) \geq 0$ on $\Omega$, then $u(x)>0$ on $\Omega$. To this end, write

$$
u(x)=e^{t\left(\Delta-V+\lambda_{0}\right)} u(x)=\int_{\Omega} p_{t}(x, y) u(y) d V(y)
$$

We see that this forces $p_{t}(x, y)=0$ for all $t>0$, when

$$
x \in \Sigma=\{x: u(x)=0\}, \quad y \in \overline{\mathcal{O}}, \quad \mathcal{O}=\{x: u(x)>0\}
$$

since $p_{t}(x, y)$ is smooth and $\geq 0$. The strong maximum principle (see Exercise 3 in $\S 1$ of Chap. 6 forces $\Sigma=\emptyset$.

## Exercises

1. Let $H_{V}^{1}(\Omega)$ be the space (2.23). If $V \geq 1$ belongs to $C^{\infty}(\Omega)$, show that the Friedrichs extension also defines a self-adjoint operator $A_{1}$, equal to $-\Delta+V$ on $C_{0}^{\infty}(\Omega)$, such that $\mathcal{D}\left(A_{1}^{1 / 2}\right)=H_{V}^{1}(\Omega)$. If $\Omega$ is complete, show that this operator coincides with the extension $A$ defined in (2.25). Conclude that, in this case, $H_{V}^{1}(\Omega)=H_{V 0}^{1}(\Omega)$.
2. Let $\Omega$ be complete, $V \geq 1$ smooth. Show that if $A$ is the self-adjoint extension of $-\Delta+V$ described in Proposition 2.7, then

$$
\begin{equation*}
\mathcal{D}(A)=\left\{u \in L^{2}(\Omega):-\Delta u+V u \in L^{2}(\Omega)\right\} \tag{2.26}
\end{equation*}
$$

where a priori we regard $-\Delta u+V u$ as an element of $\mathcal{D}^{\prime}(\Omega)$.
3. Define $T: L^{2}(\Omega) \rightarrow L^{2}\left(\Omega, \Lambda^{1}\right) \oplus L^{2}(\Omega)$ by $\mathcal{D}(T)=H_{V 0}^{1}(\Omega), T u=\left(d u, V^{1 / 2} u\right)$. Show that

$$
\begin{equation*}
\mathcal{D}\left(T^{*}\right)=\left\{\left(v_{1}, v_{2}\right) \in L^{2}\left(\Omega, \Lambda^{1}\right) \oplus L^{2}(\Omega): \delta v_{1} \in L^{2}(\Omega), V^{1 / 2} v_{2} \in L^{2}(\Omega)\right\} \tag{2.27}
\end{equation*}
$$

Show that $T^{*} T$ is equal to the self-adjoint extension $A$ of $-\Delta+V$ defined by the Friedrichs extension, as in (2.25).
4. If $\Omega$ is complete, show that the self-adjoint extension $A$ of $-\Delta+V$ in Proposition 2.7 satisfies

$$
\begin{equation*}
\mathcal{D}(A)=\left\{u \in L^{2}(\Omega): \Delta u \in L^{2}(\Omega), V u \in L^{2}(\Omega)\right\} \tag{2.28}
\end{equation*}
$$

(Hint: Denote the right side by $\mathcal{W}$. Use Exercise 3 and $A=T^{*} T$ to show that $\mathcal{D}(A) \subset \mathcal{W}$. Use Exercise 2 to show that $\mathcal{W} \subset \mathcal{D}(A)$.)
5. Let $D=-i d / d x$ on $C^{\infty}(\mathbb{R})$, and let $B(x) \in C^{\infty}(\mathbb{R})$ be real-valued. Define the unbounded operator $L$ on $L^{2}(\mathbb{R})$ by

$$
\begin{equation*}
\mathcal{D}(L)=\left\{u \in L^{2}(\mathbb{R}): D u \in L^{2}(\mathbb{R}), B u \in L^{2}(\mathbb{R})\right\}, \quad L u=D u+i B(x) u \tag{2.29}
\end{equation*}
$$

Show that $L^{*}=D-i B$, with

$$
\mathcal{D}\left(L^{*}\right)=\left\{u \in L^{2}(\mathbb{R}): D u-i B u \in L^{2}(\mathbb{R})\right\}
$$

Deduce that $A_{0}=L^{*} L$ is given by $A_{0} u=D^{2} u+B^{2} u+B^{\prime}(x) u$ on
$\mathcal{D}\left(A_{0}\right)=\left\{u \in L^{2}(\mathbb{R}): D u \in L^{2}(\mathbb{R}), B u \in L^{2}(\mathbb{R}), D^{2} u+B^{2} u+B^{\prime}(x) u \in L^{2}(\mathbb{R})\right\}$
6. Suppose that $\left|B^{\prime}(x)\right| \leq \vartheta B(x)^{2}+C$, for some $\vartheta<1, C<\infty$. Show that

$$
\mathcal{D}\left(A_{0}\right)=\left\{u \in L^{2}(\mathbb{R}): D^{2} u+\left(B^{2}+B^{\prime}\right) u \in L^{2}(\mathbb{R})\right\}
$$

(Hint: Apply Exercise 2 to $D^{2}+\left(B^{2}+B^{\prime}\right)=A$, and show that $\mathcal{D}\left(A^{1 / 2}\right)$ is given by $\mathcal{D}(L)$, defined in (2.29).)
7. In the setting of Exercise 6, show that the operator $L$ of Exercise 5 is closed.
(Hint: $L^{*} \bar{L}=A$ is a self-adjoint extension of $D^{2}+\left(B^{2}+B^{\prime}\right)$. Show that $\mathcal{D}\left(A_{1}^{1 / 2}\right)$ $=\mathcal{D}(L)$ and also $=\mathcal{D}(\bar{L})$.) Also show that $\mathcal{D}\left(L^{*}\right)=\mathcal{D}(L)$ in this case.

## 3. Heat asymptotics and eigenvalue asymptotics

In this section we will study the asymptotic behavior of the eigenvalues of the Laplace operator on a compact Riemannian manifold, with or without boundary.

We begin with the boundaryless case. Let $M$ be a compact Riemannian manifold without boundary, of dimension $n$. In $\S 13$ of Chap. 7 we have constructed a parametrix for the solution operator $e^{t \Delta}$ of the heat equation

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}-\Delta\right) u=0 \text { on } \mathbb{R}^{+} \times M, \quad u(0, x)=f(x) \tag{3.1}
\end{equation*}
$$

and deduced that

$$
\begin{equation*}
\operatorname{Tr} e^{t \Delta} \sim t^{-n / 2}\left(a_{0}+a_{1} t+a_{2} t^{2}+\cdots\right), \quad t \searrow 0 \tag{3.2}
\end{equation*}
$$

for certain constants $a_{j}$. In particular,

$$
\begin{equation*}
a_{0}=(4 \pi)^{-n / 2} \operatorname{vol} M \tag{3.3}
\end{equation*}
$$

This is related to the behavior of the eigenvalues of $\Delta$ as follows. Let the eigenvalues of $-\Delta$ be $0=\lambda_{0} \leq \lambda_{1} \leq \lambda_{2} \leq \cdots \nearrow \infty$. Then (3.2) is equivalent to

$$
\begin{equation*}
\sum_{j=0}^{\infty} e^{-t \lambda_{j}} \sim t^{-n / 2}\left(a_{0}+a_{1} t+a_{2} t^{2}+\cdots\right), \quad t \searrow 0 \tag{3.4}
\end{equation*}
$$

We will relate this to the counting function

$$
\begin{equation*}
N(\lambda) \sim \#\left\{\lambda_{j}: \lambda_{j} \leq \lambda\right\} \tag{3.5}
\end{equation*}
$$

establishing the following:
Theorem 3.1. The eigenvalues $\left\{\lambda_{j}\right\}$ of $-\Delta$ on the compact Riemannian manifold $M$ have the behavior

$$
\begin{equation*}
N(\lambda) \sim C(M) \lambda^{n / 2}, \quad \lambda \rightarrow+\infty \tag{3.6}
\end{equation*}
$$

with

$$
\begin{equation*}
C(M)=\frac{a_{0}}{\Gamma\left(\frac{n}{2}+1\right)}=\frac{\text { vol } M}{\Gamma\left(\frac{n}{2}+1\right)(4 \pi)^{n / 2}} . \tag{3.7}
\end{equation*}
$$

That (3.6) follows from (3.4) is a special case of a result known as Karamata's Tauberian theorem. The following neat proof follows one in [Si3]. Let $\mu$ be a positive (locally finite) Borel measure on $[0, \infty)$; in the example above, $\mu([0, \lambda])=N(\lambda)$.

Proposition 3.2. If $\mu$ is a positive measure on $[0, \infty), \alpha \in(0, \infty)$, then

$$
\begin{equation*}
\int_{0}^{\infty} e^{-t \lambda} d \mu(\lambda) \sim a t^{-\alpha}, \quad t \searrow 0 \tag{3.8}
\end{equation*}
$$

## implies

$$
\begin{equation*}
\int_{0}^{x} d \mu(\lambda) \sim b x^{\alpha}, \quad x \nearrow \infty \tag{3.9}
\end{equation*}
$$

with

$$
\begin{equation*}
b=\frac{a}{\Gamma(\alpha+1)} . \tag{3.10}
\end{equation*}
$$

Proof. Let $d \mu_{t}$ be the measure given by $\mu_{t}(A)=t^{\alpha} \mu\left(t^{-1} A\right)$, and let $d \nu(\lambda)$ $=\alpha \lambda^{\alpha-1} d \lambda$; then $v_{t}=\nu$. The hypothesis (3.8) becomes

$$
\begin{equation*}
\lim _{t \rightarrow 0} \int e^{-\lambda} d \mu_{t}(\lambda)=b \int e^{-\lambda} d \nu(\lambda) \tag{3.11}
\end{equation*}
$$

with $b$ given by (3.10), and the desired conclusion becomes

$$
\begin{equation*}
\lim _{t \rightarrow 0} \int \chi(\lambda) d \mu_{t}(\lambda)=b \int \chi(\lambda) d \nu(\lambda) \tag{3.12}
\end{equation*}
$$

when $\chi$ is the characteristic function of $[0,1]$. It would suffice to show that (3.12) holds for all continuous $\chi(\lambda)$ with compact support in $[0, \infty)$.

From (3.11) we deduce that the measures $e^{-\lambda} d \mu_{t}$ are uniformly bounded, for $t \in(0,1]$. Thus (3.12) follows if we can establish

$$
\begin{equation*}
\lim _{t \rightarrow 0} \int g(\lambda) e^{-\lambda} d \mu_{t}(\lambda)=b \int g(\lambda) e^{-\lambda} d \nu(\lambda) \tag{3.13}
\end{equation*}
$$

for $g$ in a dense subspace of $C_{0}\left(\mathbb{R}^{+}\right)$, the space of continuous functions on $[0, \infty)$ that vanish at infinity. Indeed, the hypothesis implies that (3.13) holds for all $g$ in $\mathfrak{A}$, the space of finite, linear combinations of functions of $\lambda \in[0, \infty)$ of the form $\varphi_{s}(\lambda)=e^{-s \lambda}, s \in(0, \infty)$, as can be seen by dilating the variables in (3.11). By the Stone-Weierstrass theorem, $\mathfrak{A}$ is dense in $C_{o}\left(\mathbb{R}^{+}\right)$, so the proof is complete.

We next want to establish similar results on $N(\lambda)$ for the Laplace operator $\Delta$ on a compact manifold $\bar{\Omega}$ with boundary, with Dirichlet boundary condition. At the end of $\S 13$ in Chap. 7 we sketched a construction of a parametrix for $e^{t \Delta}$ in this case which, when carried out, would yield an expansion

$$
\begin{equation*}
\operatorname{Tr} e^{t \Delta} \sim t^{-n / 2}\left(a_{0}+a_{1 / 2} t^{1 / 2}+a_{1} t+\cdots\right), \quad t \searrow 0 \tag{3.14}
\end{equation*}
$$

extending (3.2). However, we will be able to verify the hypothesis of Proposition 3.2 with less effort than it would take to carry out the details of this construction, and for a much larger class of domains.

For simplicity, we will restrict attention to bounded domains in $\mathbb{R}^{n}$ and to the flat Laplacian, though more general cases can be handled similarly. Now, let $\Omega$ be an arbitrary bounded, open subset of $\mathbb{R}^{n}$, with closure $\bar{\Omega}$. The Laplace operator on $\Omega$, with Dirichlet boundary condition, was studied in $\S 5$ of Chap. 5

Lemma 3.3. For any bounded, open $\Omega \subset \mathbb{R}^{n}, \Delta$ with Dirichlet boundary condition, $e^{t \Delta}$ is trace class for all $t>0$.

Proof. Let $\bar{\Omega} \subset B$, a large open ball. Then the variational characterization of eigenvalues shows that the eigenvalues $\lambda_{j}(\Omega)$ of $-\Delta$ on $\Omega$ and $\lambda_{j}(B)$ of $L=-\Delta$ on $B$, both arranged in increasing order, have the relation

$$
\begin{equation*}
\lambda_{j}(\Omega) \geq \lambda_{j}(B) . \tag{3.15}
\end{equation*}
$$

But we know that $e^{-t L}$ has integral kernel in $C^{\infty}(\bar{B} \times \bar{B})$ for each $t>0$, hence is trace class. Since $e^{-t \lambda_{j}(\Omega)} \leq e^{-t \lambda_{j}(B)}$, this implies that the positive self-adjoint operator $e^{t \Delta}$ is also trace class.

Limiting arguments, which we leave to the reader, allow one to show that, even in this generality, if $H(t, x, y) \in C^{\infty}(\Omega \times \Omega)$ is, for fixed $t>0$, the integral kernel of $e^{t \Delta}$ on $L^{2}(\Omega)$, then

$$
\begin{equation*}
\operatorname{Tr} e^{t \Delta}=\int_{\Omega} H(t, x, x) d x \tag{3.16}
\end{equation*}
$$

See Exercises $1-5$ at the end of this section.
Proposition 3.4. If $\Omega$ is a bounded, open subset of $\mathbb{R}^{n}$ and $\Delta$ has the Dirichlet boundary condition, then

$$
\begin{equation*}
\operatorname{Tr} e^{t \Delta} \sim(4 \pi t)^{-n / 2} \operatorname{vol} \Omega, \quad t \searrow 0 \tag{3.17}
\end{equation*}
$$

Proof. We will compare $H(t, x, y)$ with $H_{0}(t, x, y)=(4 \pi t)^{-n / 2} e^{|x-y|^{2} / 4 t}$, the free-space heat kernel. Let $E(t, x, y)=H_{0}(t, x, y)-H(t, x, y)$. Then, for fixed $y \in \Omega$,

$$
\begin{equation*}
\frac{\partial E}{\partial t}-\Delta_{x} E=0 \text { on } \mathbb{R}^{+} \times \Omega, \quad E(0, x, y)=0 \tag{3.18}
\end{equation*}
$$

and

$$
\begin{equation*}
E(t, x, y)=H_{0}(t, x, y), \text { for } x \in \partial \Omega . \tag{3.19}
\end{equation*}
$$

To make simple sense out of (3.19), one might assume that every point of $\partial \Omega$ is a regular boundary point, though a further limiting argument can be made to lift such a restriction. The maximum principle for solutions to the heat equation implies

$$
\begin{equation*}
0 \leq E(t, x, y) \leq \sup _{0 \leq s \leq t, z \in \Omega} H_{0}(s, z, y) \leq \sup _{0 \leq s \leq t}(4 \pi s)^{-n / 2} e^{-\delta(y)^{2} / 4 s} \tag{3.20}
\end{equation*}
$$

where $\delta(y)=\operatorname{dist}(y, \partial \Omega)$. Now the function

$$
\psi_{\delta}(s)=(4 \pi s)^{-n / 2} e^{-\delta^{2} / 4 s}
$$

on $(0, \infty)$ vanishes at 0 and $\infty$ and has a unique maximum at $s=\delta^{2} / 2 n$; we have $\psi_{\delta}\left(\delta^{2} / 2 n\right)=C_{n} \delta^{-n}$. Thus

$$
\begin{equation*}
0 \leq E(t, x, y) \leq \max \left((4 \pi t)^{-n / 2} e^{-\delta(y)^{2} / 4 t}, C_{n} \delta(y)^{-n}\right) \tag{3.21}
\end{equation*}
$$

Of course, $E(t, x, y) \leq H_{0}(t, x, y)$ also.
Now, let $\overline{\mathcal{O}} \subset \subset \Omega$ be such that $\operatorname{vol}(\Omega \backslash \mathcal{O})<\varepsilon$. For $t$ small enough, namely for $t \leq \delta_{1}^{2} / 2 n$ where $\delta_{1}=\operatorname{dist}(\overline{\mathcal{O}}, \partial \Omega)$, we have

$$
\begin{equation*}
0 \leq E(t, x, x) \leq(4 \pi t)^{-n / 2} e^{-\delta(x)^{2} / 4 t}, \quad x \in \mathcal{O} \tag{3.22}
\end{equation*}
$$

while of course $0 \leq E(t, x, x) \leq(4 \pi t)^{-n / 2}$, for $x \in \Omega \backslash \mathcal{O}$. Therefore,

$$
\begin{equation*}
\limsup _{t \rightarrow 0}(4 \pi t)^{n / 2} \int_{\Omega} E(t, x, x) d x \leq \varepsilon \tag{3.23}
\end{equation*}
$$

so

$$
\begin{align*}
\operatorname{vol} \Omega-\varepsilon & \leq \liminf _{t \rightarrow 0}(4 \pi t)^{n / 2} \int_{\Omega} H(t, x, x) d x  \tag{3.24}\\
& \leq \limsup _{t \rightarrow 0}(4 \pi t)^{n / 2} \int_{\Omega} H(t, x, x) d x \leq \operatorname{vol} \Omega .
\end{align*}
$$

As $\varepsilon$ can be taken arbitrarily small, we have a proof of (3.17).
Corollary 3.5. If $\Omega$ is a bounded, open subset of $\mathbb{R}^{n}, N(\lambda)$ the counting function of the eigenvalues of $-\Delta$, with Dirichlet boundary condition, then (3.6) holds.

Note that if $\mathcal{O}_{\varepsilon}$ is the set of points in $\Omega$ of distance $\geq \varepsilon$ from $\partial \Omega$ and we define $v(\varepsilon)=\operatorname{vol}\left(\Omega \backslash \mathcal{O}_{\varepsilon}\right)$, then the estimate (3.24) can be given the more precise reformulation

$$
\begin{equation*}
0 \leq \operatorname{vol} \Omega-(4 \pi t)^{n / 2} \operatorname{Tr} e^{t \Delta} \leq \omega(\sqrt{2 n t}) \tag{3.25}
\end{equation*}
$$

where

$$
\begin{equation*}
\omega(\varepsilon)=v(\varepsilon)+\int_{\varepsilon}^{\infty} e^{-n s^{2} / 2 \varepsilon^{2}} d v(s) \tag{3.26}
\end{equation*}
$$

The fact that such a crude argument works, and works so generally, is a special property of the Dirichlet problem. If one uses the Neumann boundary condition, then for bounded $\Omega \subset \mathbb{R}^{n}$ with nasty boundary, $\Delta$ need not even have compact resolvent. However, Theorem 3.1 does extend to the Neumann boundary condition provided $\partial \Omega$ is smooth. One can do this via the sort of parametrix for boundary problems sketched in $\S 13$ of Chap. 7.

We now look at the heat kernel $H(t, x, y)$ on the complement of a smooth, bounded region $K \subset \mathbb{R}^{n}$. We impose the Dirichlet boundary condition on $\partial K$. As before, $0 \leq H(t, x, y) \leq H_{0}(t, x, y)$, where $H_{0}(t, x, y)$ is the free-space heat kernel. We can extend $H(t, x, y)$ to be Lipschitz continuous on $(0, \infty) \times \mathbb{R}^{n} \times \mathbb{R}^{n}$ by setting $H(t, x, y)=0$ when either $x \in K$ or $y \in K$. We now estimate $E(t, x, y)=H_{0}(t, x, y)-H(t, x, y)$. Suppose $K$ is contained in the open ball of radius $R$ centered at the origin.

Lemma 3.6. For $|x-y| \leq|y|-R$, we have

$$
\begin{equation*}
E(t, x, y) \leq C t^{-1 / 2} e^{-(|y|-R)^{2} / 4 t} . \tag{3.27}
\end{equation*}
$$

Proof. With $y \in \Omega=\mathbb{R}^{n} \backslash K$, write

$$
\begin{equation*}
H(t, x, y)=(4 \pi t)^{-1 / 2} \int_{-\infty}^{\infty} e^{-s^{2} / 4 t} \cos s \Lambda d s \tag{3.28}
\end{equation*}
$$

where $\Lambda=\sqrt{-\Delta}$ and $\Delta$ is the Laplace operator on $\Omega$, with the Dirichlet boundary condition. We have a similar formula for $H_{0}(t, x, y)$, using instead $\Lambda_{0}=\sqrt{-\Delta_{0}}$, with $\Delta_{0}$ the free-space Laplacian. Now, by finite propagation speed,

$$
\cos s \Lambda \delta_{y}(x)=\cos s \Lambda_{0} \delta_{y}(x)
$$

provided

$$
|s| \leq d=\operatorname{dist}(y, \partial K), \text { and }|x-y| \leq d
$$

Thus, as long as $|x-y| \leq d$, we have

$$
\begin{equation*}
E(t, x, y)=(4 \pi t)^{-1 / 2} \int_{|s| \geq d} e^{-s^{2} / 4 t}\left[\cos s \Lambda_{0} \delta_{y}(x)-\cos s \Lambda \delta_{y}(x)\right] d s \tag{3.29}
\end{equation*}
$$

Then the estimate (3.27) follows easily, along the same lines as estimates on heat kernels discussed in Chap. 6, §2.

When we combine (3.27) with the obvious inequality

$$
\begin{equation*}
0 \leq E(t, x, y) \leq H_{0}(t, x, y)=(4 \pi t)^{-n / 2} e^{-|x-y|^{2} / 4 t} \tag{3.30}
\end{equation*}
$$

we see that, for each $t>0, E(t, x, y)$ is rapidly decreasing as $|x|+|y| \rightarrow \infty$. Using this and appropriate estimates on derivatives, we can show that $E(t, x, y)$ is the integral kernel of a trace class operator on $L^{2}\left(\mathbb{R}^{n}\right)$. We can write

$$
\begin{equation*}
\operatorname{Tr}\left(e^{t \Delta_{0}}-e^{t \Delta} P\right)=\int_{\mathbb{R}^{n}} E(t, x, x) d x \tag{3.31}
\end{equation*}
$$

where $P$ is the projection of $L^{2}\left(\mathbb{R}^{n}\right)$ onto $L^{2}(\Omega)$ defined by restriction to $\Omega$. Now, as $t \searrow 0,(4 \pi t)^{n / 2} E(t, x, x)$ approaches 1 on $K$ and 0 on $\mathbb{R}^{n} \backslash K$. Together with the estimates (3.27) and (3.30), this implies

$$
\begin{equation*}
(4 \pi t)^{n / 2} \int_{\mathbb{R}^{n}} E(t, x, x) d x \longrightarrow \operatorname{vol} K \tag{3.32}
\end{equation*}
$$

as $t \searrow 0$. This establishes the following:

Proposition 3.7. If $K$ is a closed, bounded set in $\mathbb{R}^{n}$, $\Delta$ is the Laplacian on $L^{2}\left(\mathbb{R}^{n} \backslash K\right)$, with Dirichlet boundary condition, and $\Delta_{0}$ is the Laplacian on $L^{2}\left(\mathbb{R}^{n}\right)$, then $e^{t \Delta_{0}}-e^{t \Delta} P$ is trace class for each $t>0$ and

$$
\begin{equation*}
\operatorname{Tr}\left(e^{t \Delta_{0}}-e^{t \Delta} P\right) \sim(4 \pi t)^{-n / 2} \text { vol } K, \tag{3.33}
\end{equation*}
$$

as $t \searrow 0$.

This result will be of use in the study of scattering by an obstacle $K$, in Chap. 9. It is also valid for the Neumann boundary condition if $\partial K$ is smooth.

## Exercises

In Exercises $1-4$, let $\Omega \subset \mathbb{R}^{n}$ be a bounded, open set and let $\mathcal{O}_{j}$ be open with smooth boundary such that

$$
\mathcal{O}_{1} \subset \subset \mathcal{O}_{2} \subset \subset \cdots \subset \subset \mathcal{O}_{j} \subset \subset \cdots \nearrow \Omega
$$

Let $L_{j}$ be $-\Delta$ on $\mathcal{L}_{j}$, with Dirichlet boundary condition; the corresponding operator on $\Omega$ is simply denoted $-\Delta$.

1. Using material developed in $\S 5$ of Chap. 5, show that, for any $t>0, f \in L^{2}(\Omega)$,

$$
e^{-t L_{j}} P_{j} f \longrightarrow e^{t \Delta} f \text { strongly in } L^{2}(\Omega)
$$

as $j \rightarrow \infty$, where $P_{j}$ is multiplication by the characteristic function of $\mathcal{O}_{j}$.
Don't peek at Lemma 3.4 in Chap. 11!
2. If $\lambda_{v}\left(\mathcal{O}_{j}\right)$ are the eigenvalues of $L_{j}$, arranged in increasing order for each $j$, show that, for each $\nu$,

$$
\lambda_{v}\left(\mathcal{O}_{j}\right) \searrow \lambda_{v}(\Omega), \text { as } j \rightarrow \infty
$$

3. Show that, for each $t>0$,

$$
\operatorname{Tr} e^{-t L_{j}} \nearrow \operatorname{Tr} e^{t \Delta}
$$

4. Let $H_{j}(t, x, y)$ be the heat kernel on $\mathbb{R}^{+} \times \overline{\mathcal{O}}_{j} \times \overline{\mathcal{O}}_{j}$. Extend $H_{j}$ to $\mathbb{R}^{+} \times \Omega \times \Omega$ so as to vanish if $x$ or $y$ belongs to $\Omega \backslash \mathcal{O}_{j}$. Show that, for each $x \in \Omega, y \in \Omega, t>0$,

$$
H_{j}(t, x, y) \nearrow H(t, x, y), \text { as } j \rightarrow \infty
$$

Deduce that, for each $t>0$,

$$
\int_{\mathcal{O}_{j}} H_{j}(t, x, x) d x \nearrow \int_{\Omega} H(t, x, x) d x
$$

5. Using Exercises $1-4$, give a detailed proof of (3.16) for general bounded $\Omega \subset \mathbb{R}^{n}$.
6. Give an example of a bounded, open, connected set $\Omega \subset \mathbb{R}^{2}$ (with rough boundary) such that $\Delta$, with Neumann boundary condition, does not have compact resolvent.

## 4. The Laplace operator on $S^{n}$

A key tool in the analysis of the Laplace operator $\Delta_{S}$ on $S^{n}$ is the formula for the Laplace operator on $\mathbb{R}^{n+1}$ in polar coordinates:

$$
\begin{equation*}
\Delta=\frac{\partial^{2}}{\partial r^{2}}+\frac{n}{r} \frac{\partial}{\partial r}+\frac{1}{r^{2}} \Delta_{S} \tag{4.1}
\end{equation*}
$$

In fact, this formula is simultaneously the main source of interest in $\Delta_{S}$ and the best source of information about it.

To begin, we consider the Dirichlet problem for the unit ball in Euclidean space, $B=\left\{x \in \mathbb{R}^{n+1}:|x|<1\right\}$ :

$$
\begin{equation*}
\Delta u=0 \text { in } B, \quad u=f \text { on } S^{n}=\partial B \tag{4.2}
\end{equation*}
$$

given $f \in \mathcal{D}^{\prime}\left(S^{n}\right)$. In Chap. 5 we obtained the Poisson integral formula for the solution:

$$
\begin{equation*}
u(x)=\frac{1-|x|^{2}}{A_{n}} \int_{S^{n}} \frac{f(y)}{|x-y|^{n+1}} d S(y) \tag{4.3}
\end{equation*}
$$

where $A_{n}$ is the volume of $S^{n}$. Equivalently, if we set $x=r \omega$ with $r=|x|, \omega \in S^{n}$,

$$
\begin{equation*}
u(r \omega)=\frac{1-r^{2}}{A_{n}} \int_{S^{n}} \frac{f\left(\omega^{\prime}\right)}{\left(1-2 r \omega \cdot \omega^{\prime}+r^{2}\right)^{(n+1) / 2}} d S\left(\omega^{\prime}\right) \tag{4.4}
\end{equation*}
$$

Now we can derive an alternative formula for the solution of (4.2) if we use (4.1) and regard $\Delta u=0$ as an operator-valued ODE in $r$; it is an Euler equation, with solution

$$
\begin{equation*}
u(r \omega)=r^{A-(n-1) / 2} f(\omega), \quad r \leq 1 \tag{4.5}
\end{equation*}
$$

where $A$ is an operator on $\mathcal{D}^{\prime}\left(S^{n}\right)$, defined by

$$
\begin{equation*}
A=\left(-\Delta_{S}+\frac{(n-1)^{2}}{4}\right)^{1 / 2} \tag{4.6}
\end{equation*}
$$

If we set $r=e^{-t}$ and compare (4.5) and (4.4), we obtain a formula for the semigroup $e^{-t A}$ as follows. Let $\theta\left(\omega, \omega^{\prime}\right)$ denote the geodesic distance on $S^{n}$ from $\omega$ to $\omega^{\prime}$, so $\cos \theta\left(\omega, \omega^{\prime}\right)=\omega \cdot \omega^{\prime}$. We can rewrite (4.4) as

$$
\begin{align*}
u(r \omega)=\frac{2}{A_{n}} & \sinh \left(\log r^{-1}\right) r^{-(n-1) / 2} \\
& \cdot \int_{S^{n}} \frac{f\left(\omega^{\prime}\right)}{\left[2 \cosh \left(\log r^{-1}\right)-2 \cos \theta\left(\omega, \omega^{\prime}\right)\right]^{-(n+1) / 2}} d S\left(\omega^{\prime}\right) \tag{4.7}
\end{align*}
$$

In other words, by (4.5),

$$
\begin{equation*}
e^{-t A} f(\omega)=\frac{2}{A_{n}} \sinh t \int_{S^{n}} \frac{f\left(\omega^{\prime}\right)}{\left(2 \cosh t-2 \cos \theta\left(\omega, \omega^{\prime}\right)\right)^{(n+1) / 2}} d S\left(\omega^{\prime}\right) \tag{4.8}
\end{equation*}
$$

Identifying an operator on $\mathcal{D}^{\prime}\left(S^{n}\right)$ with its Schwartz kernel in $\mathcal{D}^{\prime}\left(S^{n} \times S^{n}\right)$, we write

$$
\begin{equation*}
e^{-t A}=\frac{2}{A_{n}} \frac{\sinh t}{(2 \cosh t-2 \cos \theta)^{(n+1) / 2}}, \quad t>0 \tag{4.9}
\end{equation*}
$$

Note that the integration of (4.9) from $t$ to $\infty$ produces the formula

$$
\begin{equation*}
A^{-1} e^{-t A}=2 C_{n}(2 \cosh t-2 \cos \theta)^{-(n-1) / 2}, \quad t>0 \tag{4.10}
\end{equation*}
$$

provided $n \geq 2$, where

$$
C_{n}=\frac{1}{(n-1) A_{n}}=\frac{1}{4} \pi^{-(n+1) / 2} \Gamma\left(\frac{n-1}{2}\right)
$$

With the exact formula (4.9) for the semigroup $e^{-t A}$, we can proceed to give formulas for fundamental solutions to various important PDE, particularly

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial t^{2}}-L u=0 \quad \text { (wave equation) } \tag{4.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial u}{\partial t}-L u=0 \quad \text { (heat equation) } \tag{4.12}
\end{equation*}
$$

where

$$
\begin{equation*}
L=\Delta_{S}-\frac{(n-1)^{2}}{4}=-A^{2} \tag{4.13}
\end{equation*}
$$

If we prescribe Cauchy data $u(0)=f, u_{t}(0)=g$ for (4.11), the solution is

$$
\begin{equation*}
u(t)=(\cos t A) f+A^{-1}(\sin t A) g . \tag{4.14}
\end{equation*}
$$

Assume $n \geq 2$. We obtain formulas for these terms by analytic continuation of the formulas (4.9) and (4.10) to $\operatorname{Re} t>0$ and then passing to the limit $t \in i \mathbb{R}$. This is parallel to the derivation of the fundamental solution to the wave equation on Euclidean space in $\S 5$ of Chap. 3. We have

$$
\begin{align*}
A^{-1} e^{(i t-\varepsilon) A} & =-2 C_{n}[2 \cosh (i t-\varepsilon)-2 \cos \theta]^{-(n-1) / 2} \\
e^{(i t-\varepsilon) A} & =\frac{2}{A_{n}} \sinh (i t-\varepsilon)[2 \cosh (i t-\varepsilon)-2 \cos \theta]^{-(n+1) / 2} \tag{4.15}
\end{align*}
$$

Letting $\varepsilon \searrow 0$, we have

$$
\begin{gather*}
A^{-1} \sin t A= \\
\lim _{\varepsilon \searrow 0}-2 C_{n} \operatorname{Im}(2 \cosh \varepsilon \cos t-2 i \sinh \varepsilon \sin t-2 \cos \theta)^{-(n-1) / 2} \tag{4.16}
\end{gather*}
$$

and

$$
\cos t A=
$$

$$
\begin{equation*}
\lim _{\varepsilon \searrow 0} \frac{-2}{A_{n}} \operatorname{Im}(\sin t)(2 \cosh \varepsilon \cos t-2 i \sinh \varepsilon \sin t-2 \cos \theta)^{-(n+1) / 2} \tag{4.17}
\end{equation*}
$$

For example, on $S^{2}$ we have, for $0 \leq t \leq \pi$,

$$
\begin{array}{cl}
A^{-1} \sin t A=-2 C_{2}(2 \cos \theta-2 \cos t)^{-1 / 2}, & \theta<|t|, \\
0, & \theta>|t|, \tag{4.18}
\end{array}
$$

with an analogous expression for general $t$, determined by the identity

$$
\begin{equation*}
A^{-1} \sin (t+2 \pi) A=-A^{-1} \sin t A \quad \text { on } \mathcal{D}^{\prime}\left(S^{2 k}\right) \tag{4.19}
\end{equation*}
$$

plus the fact that $\sin t A$ is odd in $t$. The last line on the right in (4.18) reflects the well-known finite propagation speed for solutions to the hyperbolic equation (4.11).

To understand how the sign is determined in (4.19), note that, in (4.15), with $\varepsilon>0$, for $t=0$ we have a real kernel, produced by taking the $-(\mathrm{n}-$ 1) $/ 2=-k+1 / 2$ power of a positive quantity. As $t$ runs from 0 to $2 \pi$, the quantity $2 \cosh (i t-\varepsilon)=2 \cosh \varepsilon \cos t-2 i \sinh \varepsilon \sin t$ moves once clockwise around a circle of radius $2\left(\cosh ^{2} \varepsilon+\sinh ^{2} \varepsilon\right)^{1 / 2}$, centered at 0 , so $2 \cosh \varepsilon \cos t-$ $2 i \sinh \varepsilon \sin t-2 \cos \theta$ describes a curve winding once clockwise about the origin in $\mathbb{C}$. Thus taking a half-integral power of this gives one the negative sign in (4.14).

On the other hand, when $n$ is odd, the exponents on the right side of (4.15)(4.17) are integers. Thus

$$
\begin{equation*}
A^{-1} \sin (t+2 \pi) A=A^{-1} \sin t A \quad \text { on } \mathcal{D}^{\prime}\left(S^{2 k+1}\right) \tag{4.20}
\end{equation*}
$$

Also, in this case, the distributional kernel for $A^{-1} \sin t A$ must vanish for $|t| \neq \theta$. In other words, the kernel is supported on the shell $\theta=|t|$. This is the generalization to spheres of the strict Huygens principle.

In case $n=2 k+1$ is odd, we obtain from (4.16) and (4.17) that

$$
\begin{equation*}
A^{-1} \sin t A f(x)=\frac{1}{(2 k-1)!!}\left(\frac{1}{\sin s} \frac{\partial}{\partial s}\right)^{k-1}\left(\sin ^{2 k-1} s \bar{f}(x, s)\right)_{s=t} \tag{4.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\cos t A f(x)=\frac{1}{(2 k-1)!!} \sin s\left(\frac{1}{\sin s} \frac{\partial}{\partial s}\right)^{k}\left(\sin ^{2 k-1} s \bar{f}(x, s)\right)_{s=t} \tag{4.22}
\end{equation*}
$$

where, as in $(5.66)$ of Chap. $3,(2 k-1)!!=3 \cdot 5 \cdots(2 k-1)$ and

$$
\begin{equation*}
\bar{f}(x, s)=\text { mean value of } f \text { on } \Sigma_{s}(x)=\left\{y \in S^{n}: \theta(x, y)=|s|\right\} \tag{4.23}
\end{equation*}
$$

We can examine general functions of the operator $A$ by the functional calculus

$$
\begin{equation*}
g(A)=(2 \pi)^{-1 / 2} \int_{-\infty}^{\infty} \hat{g}(t) e^{i t A} d t=(2 \pi)^{-1 / 2} \int_{-\infty}^{\infty} \hat{g}(t) \cos t A d t \tag{4.24}
\end{equation*}
$$

where the last identity holds provided $g$ is an even function. We can rewrite this, using the fact that $\cos t A$ has period $2 \pi$ in $t$ on $\mathcal{D}^{\prime}\left(S^{n}\right)$ for $n$ odd, period $4 \pi$ for $n$ even. In concert with (4.22), we have the following formula for the Schwartz kernel of $g(A)$ on $\mathcal{D}^{\prime}\left(S^{2 k+1}\right)$, for $g$ even:

$$
\begin{equation*}
g(A)=(2 \pi)^{-1 / 2}\left(-\frac{1}{2 \pi} \frac{1}{\sin \theta} \frac{\partial}{\partial \theta}\right)^{k} \sum_{k=-\infty}^{\infty} \hat{g}(\theta+2 k \pi) \tag{4.25}
\end{equation*}
$$

As an example, we compute the heat kernel on odd-dimensional spheres. Take $g(\lambda)=e^{-t \lambda^{2}}$. Then $\hat{g}(s)=(2 t)^{-1 / 2} e^{-s^{2} / 4 t}$ and

$$
\begin{equation*}
(2 \pi)^{-1 / 2} \sum_{k} \hat{g}(s+2 k \pi)=(4 \pi t)^{-1 / 2} \sum_{k} e^{-(s+2 k \pi)^{2} / 4 t}=\vartheta(s, t) \tag{4.26}
\end{equation*}
$$

where $\vartheta(s, t)$ is a "theta function." Thus the kernel of $e^{-t A^{2}}$ on $S^{2 k+1}$ is given by

$$
\begin{equation*}
e^{-t A^{2}}=\left(-\frac{1}{2 \pi} \frac{1}{\sin \theta} \frac{\partial}{\partial \theta}\right)^{k} \vartheta(\theta, t) . \tag{4.27}
\end{equation*}
$$

A similar analysis on $S^{2 k}$ gives an integral, with the theta function appearing in the integrand.

The operator $A$ has a compact resolvent on $L^{2}\left(S^{n}\right)$, and hence a discrete set of eigenvalues, corresponding to an orthonormal basis of eigenfunctions. Indeed, the spectrum of $A$ has the following description

## Proposition 4.1. The spectrum of the self-adjoint operator $A$ on $L^{2}\left(S^{n}\right)$ is

$$
\begin{equation*}
\operatorname{spec} A=\left\{\frac{1}{2}(n-1)+k: k=0,1,2, \ldots\right\} . \tag{4.28}
\end{equation*}
$$

Proof. Since 0 is the smallest eigenvalue of $-\Delta_{S}$, the definition (4.6) shows that $(n-1) / 2$ is the smallest eigenvalue of $A$. Also, (4.20) shows that all eigenvalues of $A$ are integers if $n$ is odd, while (4.19) implies that all eigenvalues of $A$ are (nonintegral) half-integers if $n$ is even. Thus spec $A$ is certainly contained in the right side of (4.28).

Another way to see this containment is to note that since the function $u(x)$ given by (4.5) must be smooth at $x=0$, the exponent of $r$ in that formula can take only integer values.

Let $V_{k}$ denote the eigenspace of $A$ with eigenvalue $v_{k}=(n-1) / 2+k$. We want to show that $V_{k} \neq 0$ for $k=0,1,2, \ldots$ Moreover, we want to identify $V_{k}$. Now if $f \in V_{k}$, it follows that $u(x)=u(r \omega)=r^{A-(n-1) / 2} f(\omega)=r^{k} f(\omega)$ is a harmonic function defined on all of $\mathbb{R}^{n+1}$, which, being homogeneous and smooth at $x=0$, must be a harmonic polynomial, homogeneous of degree $k$ in $x$. If $\mathcal{H}_{k}$ denotes the space of harmonic polynomials, homogeneous of degree $k$, restriction to $S^{n} \subset \mathbb{R}^{n+1}$ produces an isomorphism:

$$
\begin{equation*}
\rho: \mathcal{H}_{k} \xrightarrow{\approx} V_{k} . \tag{4.29}
\end{equation*}
$$

To show that each $V_{k} \neq 0$, it suffices to show that each $\mathcal{H}_{k} \neq 0$.
Indeed, for $c=\left(c_{1}, \ldots, c_{n+1}\right) \in \mathbb{C}^{n+1}$, consider

$$
p_{c}(x)=\left(c_{1} x_{1}+\cdots+c_{n+1} x_{n+1}\right)^{k}
$$

A computation gives

$$
\begin{aligned}
\Delta p_{c}(x) & =k(k-1)\langle c, c\rangle\left(c_{1} x_{1}+\cdots+c_{k} x_{k}\right)^{k-2} \\
\langle c, c\rangle & =c_{1}^{2}+\cdots+c_{k}^{2}
\end{aligned}
$$

Hence $\Delta p_{c}=0$ whenever $\langle c, c\rangle=0$, so the proposition is proved.
We now want to specify the orthogonal projections $E_{k}$ of $L^{2}\left(S^{n}\right)$ on $V_{k}$. We can attack this via (4.10), which implies

$$
\begin{equation*}
\sum_{k=0}^{\infty} v_{k}^{-1} e^{-t v_{k}} E_{k}(x, y)=2 C_{n}(2 \cosh t-2 \cos \theta)^{-(n-1) / 2} \tag{4.30}
\end{equation*}
$$

where $\theta=\theta(x, y)$ is the geodesic distance from $x$ to $y$ in $S^{n}$. If we set $r=e^{-t}$ and use $v_{k}=(n-1) / 2+k$, we get the generating function identity

$$
\begin{align*}
\sum_{k=0}^{\infty} r^{k} v_{k}^{-1} E_{k}(x, y) & =2 C_{n}\left(1-2 r \cos \theta+r^{2}\right)^{-(n-1) / 2}  \tag{4.31}\\
& =\sum_{k=0}^{\infty} r^{k} p_{k}(\cos \theta)
\end{align*}
$$

in particular,

$$
\begin{equation*}
E_{k}(x, y)=v_{k} p_{k}(\cos \theta) . \tag{4.32}
\end{equation*}
$$

These functions are polynomials in $\cos \theta$. To see this, set $t=\cos \theta$ and write

$$
\begin{equation*}
\left(1-2 t r+r^{2}\right)^{-\alpha}=\sum_{k=0}^{\infty} C_{k}^{\alpha}(t) r^{k} \tag{4.33}
\end{equation*}
$$

thus defining coefficients $C_{k}^{\alpha}(t)$. To compute these, use

$$
(1-z)^{-\alpha}=\sum_{j=0}^{\infty}\binom{j+\alpha-1}{j} z^{j}
$$

with $z=r(2 t-r)$, to write the left side of (4.33) as

$$
\begin{aligned}
\sum_{j=0}^{\infty}\binom{\alpha}{j} r^{j}(2 t-r)^{j} & =\sum_{j=0}^{\infty} \sum_{\ell=0}^{j}\binom{j+\alpha-1}{j}\binom{j}{\ell}(-1)^{\ell} r^{j+\ell}(2 t)^{j-\ell} \\
& =\sum_{k=0}^{\infty} \sum_{\ell=0}^{[k / 2]}(-1)^{\ell}\binom{k-\ell+\alpha-1}{k-\ell}\binom{k-\ell}{\ell}(2 t)^{k-2 \ell} r^{k}
\end{aligned}
$$

Hence

$$
\begin{equation*}
C_{k}^{\alpha}(t)=\sum_{\ell=0}^{[k / 2]}(-1)^{\ell}\binom{k-\ell+\alpha-1}{k-\ell}\binom{k-\ell}{\ell}(2 t)^{k-2 \ell} \tag{4.34}
\end{equation*}
$$

These are called Gegenbauer polynomials. Therefore, we have the following:
Proposition 4.2. The orthogonal projection of $L^{2}\left(S^{n}\right)$ onto $V_{k}$ has kernel

$$
\begin{equation*}
E_{k}(x, y)=2 C_{n} v_{k} C_{k}^{\alpha}(\cos \theta), \quad \alpha=\frac{1}{2}(n-1) \tag{4.35}
\end{equation*}
$$

with $C_{n}$ as in (4.10).

In the special case $n=2$, we have $C_{2}=1 / 4 \pi$, and $v_{k}=k+1 / 2$; hence

$$
\begin{equation*}
E_{k}(x, y)=\frac{2 k+1}{4 \pi} C_{k}^{1 / 2}(\cos \theta)=\frac{2 k+1}{4 \pi} P_{k}(\cos \theta) \tag{4.36}
\end{equation*}
$$

where $C_{k}^{1 / 2}(t)=P_{k}(t)$ are the Legendre polynomials.
The trace of $E_{k}$ is easily obtained by integrating (4.35) over the diagonal, to yield

$$
\begin{equation*}
\operatorname{Tr} E_{k}=2 C_{n} A_{n} v_{k} C_{k}^{(n-1) / 2}(1)=\frac{2 v_{k}}{n-1} C_{k}^{(n-1) / 2}(1) \tag{4.37}
\end{equation*}
$$

Setting $t=1$ in (4.33), so $\left(1-2 r+r^{2}\right)^{-\alpha}=(1-r)^{-2 \alpha}$, we obtain

$$
\begin{equation*}
C_{k}^{\alpha}(1)=\binom{k+2 \alpha-1}{k}, \quad \text { e.g., } P_{k}(1)=1 \tag{4.38}
\end{equation*}
$$

Thus we have the dimensions of the eigenspaces $V_{k}$ :
Corollary 4.3. The eigenspace $V_{k}$ of $-\Delta_{S}$ on $S^{n}$, with eigenvalue

$$
\lambda_{k}=v_{k}^{2}-\frac{1}{4}(n-1)^{2}=k^{2}+(n-1) k
$$

satisfies
(4.39) $\operatorname{dim} V_{k}=\frac{2 k+n-1}{n-1}\binom{k+n-2}{k}=\binom{k+n-2}{k-1}+\binom{k+n-1}{k}$.

In particular, on $S^{2}$ we have dim $V_{k}=2 k+1$.
Another natural approach to $E_{k}$ is via the wave equation. We have

$$
\begin{align*}
E_{k} & =\frac{1}{2 T} \int_{-T}^{T} e^{-i v_{k} t} e^{i t A} d t  \tag{4.40}\\
& =\frac{1}{2 T} \int_{-T}^{T} \cos t\left(A-v_{k}\right) d t
\end{align*}
$$

where $T=\pi$ or $2 \pi$ depending on whether $n$ is odd or even. (In either case, one can take $T=2 \pi$.) In the special case of $S^{2}$, when (4.18) is used, comparison of (4.36) with the formula produced by this method produces the identity

$$
\begin{equation*}
P_{k}(\cos \theta)=\frac{1}{\pi} \int_{-\theta}^{\theta} \frac{\cos \left(k+\frac{1}{2}\right) t}{(2 \cos t-2 \cos \theta)^{1 / 2}} d t \tag{4.41}
\end{equation*}
$$

for the Legendre polynomials, known as the Mehler-Dirichlet formula.

## Exercises

Exercises $1-5$ deal with results that follow from symmetries of the sphere. The group $\mathrm{SO}(n+1)$ acts as a group of isometries of $S^{n} \subset \mathbb{R}^{n+1}$, hence as a group of unitary operators on $L^{2}\left(S^{n}\right)$. Each eigenspace $V_{k}$ of the Laplace operator is preserved by this action. Fix $p=(0, \ldots, 0,1) \in S^{n}$, regarded as the "north pole." The subgroup of $\mathrm{SO}(n+1)$ fixing $p$ is a copy of $\operatorname{SO}(n)$.

1. Show that each eigenspace $V_{k}$ has an element $u$ such that $u(p) \neq 0$. Conclude by forming

$$
\int_{\operatorname{SO}(n)} u(g x) d g
$$

that each eigenspace $V_{k}$ of $\Delta_{S}$ has an element $z_{k} \neq 0$ such that $z_{k}(x)=z_{k}(g x)$, for all $g \in \mathrm{SO}(n)$. Such a function is called a spherical function.
2. Suppose $V_{k}$ has a proper subspace $W$ invariant under $\mathrm{SO}(n+1)$. (Hence $W^{\perp} \subset V_{k}$ is also invariant.) Show that $W$ must contain a nonzero spherical function.
3. Suppose $z_{k}$ and $y_{k}$ are two nonzero spherical functions in $V_{k}$. Show that they must be multiples of each other. Hence the unique spherical functions (up to constant multiples) are given by (4.35), with $y=p$. (Hint: $z_{k}$ and $y_{k}$ are eigenfunctions of $-\Delta_{S}$, with eigenvalue $\lambda_{k}=k^{2}+(n-1) k$. Pick a sequence of surfaces

$$
\Sigma_{j}=\left\{x \in S^{n}: \theta(x, p)=\varepsilon_{j}\right\} \subset S^{n},
$$

with $\varepsilon_{j} \rightarrow 0$, on which $z_{k}=\alpha_{j} \neq 0$. With $\beta_{j}=y_{k} \mid \Sigma_{j}$, it follows that $\beta_{j} z_{k}-\alpha_{j} y_{k}$ is an eigenfunction of $-\Delta_{S}$ that vanishes on $\Sigma_{j}$. Show that, for $j$ large, this forces $\beta_{j} z_{k}-\alpha_{j} y_{k}$ to be identically zero.)
4. Using Exercises 2 and 3 , show that the action of $\mathrm{SO}(n+1)$ on each eigenspace $V_{k}$ is irreducible, that is, $V_{k}$ has no proper invariant subspaces.
5. Show that each $V_{k}$ is equal to the linear span of the set of polynomials of the form $p_{c}(x)=\left(c_{1} x_{1}+\cdots+c_{n+1} x_{n+1}\right)^{k}$, with $\langle c, c\rangle=0$.
(Hint: Show that this linear span is invariant under $\mathrm{SO}(n+1)$.)
6. Using (4.9), show that

$$
\begin{equation*}
\operatorname{Tr} e^{-t A}=\frac{2 \sinh t}{(2 \cosh t-2)^{(n+1) / 2}} \tag{4.42}
\end{equation*}
$$

Find the asymptotic behavior as $t \searrow 0$. Use Karamata's Tauberian theorem to determine the asymptotic behavior of the eigenvalues of $A$, hence of $-\Delta_{S}$. Compare this with the general results of $\S 3$ and also with the explicit results of Corollary 4.3.
7. Using (4.27), show that, for $A$ on $S^{n}$ with $n=2 k+1$,

$$
\begin{align*}
\operatorname{Tr} e^{-t A^{2}} & =\left.\frac{A_{2 k+1}}{\sqrt{4 \pi t}}\left(-\frac{1}{2 \pi} \frac{1}{\sin \theta} \frac{\partial}{\partial \theta}\right)^{k} e^{-\theta^{2} / 4 t}\right|_{\theta=0}+O\left(t^{\infty}\right)  \tag{4.4}\\
& =(4 \pi t)^{-n / 2} A_{2 k+1}+O\left(t^{-n / 2+1}\right)
\end{align*}
$$

as $t \searrow 0$. Compare the general results of $\S 3$.
8. Show that

$$
\begin{equation*}
e^{-\pi i(A-(n-1) / 2)} f(\omega)=f(-\omega), \quad f \in L^{2}\left(S^{n}\right) \tag{4.44}
\end{equation*}
$$

(Hint: Check it for $f \in V_{k}$, the restriction to $S^{n}$ of a homogeneous harmonic polynomial of degree $k$.)
Exercises 9-13 deal with analysis on $S^{n}$ when $n=2$. When doing them, look for generalizations to other values of $n$.
9. If $\Xi(A)$ has integral kernel $K_{\Xi}(x, y)$, show that when $n=2$,

$$
\begin{equation*}
K_{\Xi}(x, y)=\frac{1}{4 \pi} \sum_{\ell=0}^{\infty}(2 \ell+1) \Xi\left(\ell+\frac{1}{2}\right) P_{\ell}(\cos \theta), \tag{4.45}
\end{equation*}
$$

where $\cos \theta=x \cdot y$ and $P_{\ell}(t)$ are the Legendre polynomials.
10. Demonstrate the Rodrigues formula for the Legendre polynomials:

$$
\begin{equation*}
P_{k}(t)=\frac{1}{2^{k} k!}\left(\frac{d}{d t}\right)^{k}\left(t^{2}-1\right)^{k} . \tag{4.46}
\end{equation*}
$$

(Hint: Use Cauchy's formula to get

$$
P_{k}(t)=\frac{1}{2 \pi i} \int_{\gamma}\left(1-2 z t+z^{2}\right)^{-1 / 2} z^{-k-1} d z
$$

from (4.33); then use the change of variable $1-u z=\left(1-2 t z+z^{2}\right)^{1 / 2}$. Then appeal to Cauchy's formula again, to analyze the resulting integral.)
11. If $f \in L^{2}\left(S^{2}\right)$ has the form $f(x)=g(x \cdot y)=\sum \varphi_{\ell} P_{\ell}(x \cdot y)$, for some $y \in S^{2}$, show that

$$
\begin{equation*}
\varphi_{\ell}=\frac{2 \ell+1}{4 \pi} \int_{S^{2}} f(z) P_{\ell}(y \cdot z) d S(z)=\left(\ell+\frac{1}{2}\right) \int_{-1}^{1} g(t) P_{\ell}(t) d t \tag{4.47}
\end{equation*}
$$

(Hint: Use $\int_{S^{2}} E_{k}(x, z) E_{\ell}(z, y) d S(z)=\delta_{k \ell} E_{\ell}(x, y)$.) Conclude that $g(x \cdot y)$ is the integral kernel of $\psi(A-1 / 2)$, where

$$
\begin{equation*}
\psi(\ell)=\frac{4 \pi}{2 \ell+1} \varphi_{\ell}=2 \pi \int_{-1}^{1} g(t) P_{\ell}(t) d t . \tag{4.48}
\end{equation*}
$$

This result is known as the Funk-Hecke theorem.
12. Show that, for $x, y \in S^{2}$,

$$
\begin{equation*}
e^{i k x \cdot y}=\sum_{\ell=0}^{\infty}(2 \ell+1) i^{\ell} j_{\ell}(k) P_{\ell}(x \cdot y) \tag{4.49}
\end{equation*}
$$

where

$$
\begin{equation*}
j_{\ell}(z)=\left(\frac{\pi}{2 z}\right)^{1 / 2} J_{\ell+1 / 2}(z)=\frac{1}{2} \frac{1}{\ell!}\left(\frac{z}{2}\right)^{\ell} \int_{-1}^{1}\left(1-t^{2}\right)^{\ell} e^{i z t} d t . \tag{4.50}
\end{equation*}
$$

(Hint: Take $g(t)=e^{i k t}$ in Exercise 11, apply the Rodrigues formula, and integrate by parts.) Thus $e^{i k x \cdot y}$ is the integral kernel of the operator

$$
4 \pi e^{(1 / 2) \pi i(A-1 / 2)} j_{A-1 / 2}(k)
$$

For another approach, see Exercises 10 and 11 in $\S 9$ of Chap. 9.
13. Demonstrate the identities

$$
\begin{equation*}
\left[\left(1-t^{2}\right) \frac{d}{d t}+\ell t\right] P_{\ell}(t)=\ell P_{\ell-1}(t) \tag{4.51}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d}{d t}\left[\left(1-t^{2}\right) \frac{d}{d t} P_{\ell}(t)\right]+\ell(\ell+1) P_{\ell}(t)=0 . \tag{4.52}
\end{equation*}
$$

Relate (4.52) to the statement that, for fixed $y \in S^{2}, \varphi(x)=P_{\ell}(x \cdot y)$ belongs to the $\ell(\ell+1)$-eigenspace of $-\Delta_{S}$.

Exercises 14-19 deal with formulas for an orthogonal basis of $V_{k}$ (for $S^{2}$ ). We will make use of the structure of irreducible representations of $\operatorname{SO}(3)$, obtained in $\S 9$ of Appendix B, Manifolds, Vector Bundles, and Lie Groups.
14. Show that the representation of $\mathrm{SO}(3)$ on $V_{k}$ is equivalent to the representation $D_{k}$, for each $k=0,1,2, \ldots$.
15. Show that if we use coordinates $(\theta, \psi)$ on $S^{2}$, where $\theta$ is the geodesic distance from $(1,0,0)$ and $\psi$ is the angular coordinate about the $x_{1}$-axis in $\mathbb{R}^{3}$, then

$$
\begin{equation*}
L_{1}=\frac{\partial}{\partial \psi}, \quad L_{ \pm}=i e^{ \pm i \psi}\left[ \pm \frac{\partial}{\partial \theta}+i \cot \theta \frac{\partial}{\partial \psi}\right] . \tag{4.53}
\end{equation*}
$$

16. Set

$$
\begin{equation*}
w_{k}(x)=\left(x_{2}+i x_{3}\right)^{k}=\sin ^{k} \theta e^{i k \psi} \tag{4.54}
\end{equation*}
$$

Show that $w_{k} \in V_{k}$ and that it is the highest-weight vector for the representation, so

$$
L_{1} w_{k}=i k w_{k}
$$

17. Show that an orthogonal basis of $V_{k}$ is given by

$$
w_{k}, L_{-} w_{k}, \ldots, L_{-}^{2 k} w_{k}
$$

18. Show that the functions $\zeta_{k j}=L_{-}^{k-j} w_{k}, j \in\{-k,-k+1, \ldots, k-1, k\}$, listed in Exercise 17 coincide, up to nonzero constant factors, with $z_{k j}$, given by

$$
z_{k 0}=z_{k},
$$

the spherical function considered in Exercises $1-3$, and, for $1 \leq j \leq k$,

$$
z_{k,-j}=L_{-}^{j} z_{k}, \quad z_{k j}=L_{+}^{j} z_{k}
$$

19. Show that the functions $z_{k j}$ coincide, up to nonzero constant factors, with

$$
\begin{equation*}
e^{i j \psi} P_{k}^{j}(\cos \theta), \quad-k \leq j \leq k, \tag{4.55}
\end{equation*}
$$

where $P_{k}^{j}(t)$, called associated Legendre functions, are defined by

$$
\begin{equation*}
P_{k}^{j}(t)=(-1)^{j}\left(1-t^{2}\right)^{|j| / 2}\left(\frac{d}{d t}\right)^{|j|} P_{k}(t) . \tag{4.56}
\end{equation*}
$$

## 5. The Laplace operator on hyperbolic space

The hyperbolic space $\mathcal{H}^{n}$ shares with the sphere $S^{n}$ the property of having constant sectional curvature, but for $\mathcal{H}^{n}$ it is -1 . One way to describe $\mathcal{H}^{n}$ is as a set of vectors with square length 1 in $\mathbb{R}^{n+1}$, not for a Euclidean metric, but rather for a Lorentz metric

$$
\begin{equation*}
\langle v, v\rangle=-v_{1}^{2}-\cdots-v_{n}^{2}+v_{n+1}^{2} \tag{5.1}
\end{equation*}
$$

namely,

$$
\begin{equation*}
\mathcal{H}^{n}=\left\{v \in \mathbb{R}^{n+1}:\langle v, v\rangle=1, v_{n+1}>0\right\} \tag{5.2}
\end{equation*}
$$

with metric tensor induced from (5.1). The connected component $G$ of the identity of the group $\mathrm{O}(n, 1)$ of linear transformations preserving the quadratic form (5.1) acts transitively on $\mathcal{H}^{n}$, as a group of isometries. In fact, $\mathrm{SO}(n)$, acting on $\mathbb{R}^{n} \subset$ $\mathbb{R}^{n+1}$, leaves invariant $p=(0, \ldots, 0,1) \in \mathcal{H}^{n}$ and acts transitively on the unit sphere in $T_{p} \mathcal{H}^{n}$. Also, if $A\left(u_{1}, \ldots, u_{n}, u_{n+1}\right)^{t}=\left(u_{1}, \ldots, u_{n+1}, u_{n}\right)^{t}$, then $e^{t A}$ is a one-parameter subgroup of $\operatorname{SO}(n, 1)$ taking $p$ to the curve

$$
\gamma=\left\{\left(0, \ldots, 0, x_{n}, x_{n+1}\right): x_{n+1}^{2}-x_{n}^{2}=1, x_{n+1}>0\right\}
$$

Together these facts imply that $\mathcal{H}^{n}$ is a homogeneous space.
There is a map of $\mathcal{H}^{n}$ onto the unit ball in $\mathbb{R}^{n}$, defined in a fashion similar to the stereographic projection of $S^{n}$. The map

$$
\begin{equation*}
\mathfrak{s}: \mathcal{H}^{n} \longrightarrow B^{n}=\left\{x \in \mathbb{R}^{n}:|x|<1\right\} \tag{5.3}
\end{equation*}
$$

is defined by

$$
\begin{equation*}
\mathfrak{s}\left(x, x_{n+1}\right)=\left(1+x_{n+1}\right)^{-1} x . \tag{5.4}
\end{equation*}
$$

The metric on $\mathcal{H}^{n}$ defined above then yields the following metric tensor on $B^{n}$ :

$$
\begin{equation*}
d s^{2}=4\left(1-|x|^{2}\right)^{-2} \sum_{j=1}^{n} d x_{j}^{2} \tag{5.5}
\end{equation*}
$$

Another useful representation of hyperbolic space is as the upper half space $\mathbb{R}_{+}^{n}=\left\{x \in \mathbb{R}^{n}: x_{n}>0\right\}$, with a metric we will specify shortly. In fact, with $e_{n}=(0, \ldots, 0,1)$,

$$
\begin{equation*}
\tau(x)=\left|x+e_{n}\right|^{-2}\left(x+e_{n}\right)-\frac{1}{2} e_{n} \tag{5.6}
\end{equation*}
$$

defines a map of the unit ball $B^{n}$ onto $\mathbb{R}_{+}^{n}$, taking the metric (5.5) to

$$
\begin{equation*}
d s^{2}=x_{n}^{-2} \sum_{j=1}^{n} d x_{j}^{2} \tag{5.7}
\end{equation*}
$$

The Laplace operator for the metric (5.7) has the form

$$
\begin{align*}
\Delta u & =\sum_{j=1}^{n} x_{n}^{n} \partial_{j}\left(x_{n}^{2-n} \partial_{j} u\right) \\
& =x_{n}^{2} \sum_{j=1}^{n} \partial_{j}^{2} u+(2-n) x_{n} \partial_{n} u . \tag{5.8}
\end{align*}
$$

which is convenient for a number of computations, such as (5.9) in the following:

Proposition 5.1. If $\Delta$ is the Laplace operator on $\mathcal{H}^{n}$, then $\Delta$ is essentially selfadjoint on $C_{0}^{\infty}\left(\mathcal{H}^{n}\right)$, and its natural self-adjoint extension has the property

$$
\begin{equation*}
\operatorname{spec}(-\Delta) \subset\left[\frac{1}{4}(n-1)^{2}, \infty\right) \tag{5.9}
\end{equation*}
$$

Proof. Since $\mathcal{H}^{n}$ is a complete Riemannian manifold, the essential self-adjointness on $C_{0}^{\infty}\left(\mathcal{H}^{n}\right)$ follows from Proposition 2.4. To establish (5.9), it suffices to show that

$$
(-\Delta u, u)_{L^{2}\left(\mathcal{H}^{n}\right)} \geq \frac{(n-1)^{2}}{4}\|u\|_{L^{2}\left(\mathcal{H}^{n}\right)}^{2}
$$

for all $u \in C_{0}^{\infty}\left(\mathcal{H}^{n}\right)$. Now the volume element on $\mathcal{H}^{n}$, identified with the upper half-space with the metric (5.7), is $x_{n}^{-n} d x_{1} \cdots d x_{n}$, so for such $u$ we have

$$
\begin{align*}
((-\Delta & \left.\left.-\frac{1}{4}(n-1)^{2}\right) u, u\right)_{L^{2}} \\
= & \int\left[\left(\partial_{n} u\right)^{2}-\left(\frac{(n-1) u}{2 x_{n}}\right)^{2}\right] x_{n}^{2-n} d x_{1} \cdots d x_{n}  \tag{5.10}\\
& +\sum_{j=1}^{n-1} \int\left(\partial_{j} u\right)^{2} x_{n}^{2-n} d x_{1} \cdots d x_{n} .
\end{align*}
$$

Now, by an integration by parts, the first integral on the right is equal to

$$
\begin{equation*}
\int_{\mathbb{R}_{+}^{n}}\left[\partial_{n}\left(x_{n}^{-(n-1) / 2} u\right)\right]^{2} x_{n} d x_{1} \cdots d x_{n} \tag{5.11}
\end{equation*}
$$

Thus the expression (5.10) is $\geq 0$, and (5.9) is proved.
We next describe how to obtain the fundamental solution to the wave equation on $\mathcal{H}^{n}$. This will be obtained from the formula for $S^{n}$, via an analytic continuation in the metric tensor. Let $p$ be a fixed point (e.g., the north pole) in $S^{n}$, taken to be the origin in geodesic normal coordinates. Consider the one-parameter family of metrics given by dilating the sphere, which has constant curvature $K=1$. Spheres dilated to have radius $>1$ have constant curvature $K \in(0,1)$. On such a space, the fundamental kernel $A^{-1} \sin t A \delta_{p}(x)$, with

$$
\begin{equation*}
A=\left(-\Delta+\frac{K}{4}(n-1)^{2}\right)^{1 / 2} \tag{5.12}
\end{equation*}
$$

can be obtained explicitly from that on the unit sphere by a change of scale. The explicit representation so obtained continues analytically to all real values of $K$ and at $K=-1$ gives a formula for the wave kernel,

$$
\begin{equation*}
A^{-1} \sin t A \delta_{p}(x)=R(t, p, x), \quad A=\left(-\Delta-\frac{1}{4}(n-1)^{2}\right)^{1 / 2} \tag{5.13}
\end{equation*}
$$

We have

$$
\begin{equation*}
R(t, p, x)=\lim _{\varepsilon \searrow 0}-2 C_{n} \operatorname{Im}[2 \cos (i t-\varepsilon)-2 \cosh r]^{-(n-1) / 2} \tag{5.14}
\end{equation*}
$$

where $r=r(p, x)$ is the geodesic distance from $p$ to $x$. Here, as in (4.10), $C_{n}=1 /(n-1) A_{n}$. This exhibits several properties similar to those in the case of $S^{n}$ discussed in $\S 4$. Of course, for $r>|t|$, the limit vanishes, exhibiting the finite propagation speed phenomenon. Also, if $n$ is odd, the exponent $(n-1) / 2$ is an integer, which implies that (5.14) is supported on the shell $r=|t|$.

In analogy with (4.25), we have the following formula for $g(A) \delta_{p}(x)$, for $g \in$ $\mathcal{S}(\mathbb{R})$, when acting on $L^{2}\left(\mathcal{H}^{n}\right)$, with $n=2 k+1$ :

$$
\begin{equation*}
g(A)=(2 \pi)^{-1 / 2}\left(-\frac{1}{2 \pi} \frac{1}{\sinh r} \frac{\partial}{\partial r}\right)^{k} \hat{g}(r) . \tag{5.15}
\end{equation*}
$$

If $n=2 k$, we have

$$
\begin{gather*}
g(A)= \\
\frac{1}{\pi^{1 / 2}} \int_{r}^{\infty}\left(-\frac{1}{2 \pi} \frac{1}{\sinh s} \frac{\partial}{\partial s}\right)^{k} \hat{g}(s)(\cosh s-\cosh r)^{-1 / 2} \sinh s d s \tag{5.16}
\end{gather*}
$$

## Exercises

1. If $n=2 k+1$, show that the Schwartz kernel of $\left(-\Delta-(n-1)^{2} / 4-z^{2}\right)^{-1}$ on $\mathcal{H}^{n}$, for $z \in \mathbb{C} \backslash[0, \infty)$, is

$$
G_{z}(x, y)=-\frac{1}{2 i z}\left(-\frac{1}{2 \pi} \frac{1}{\sinh r} \frac{\partial}{\partial r}\right)^{k} e^{i z r},
$$

where $r=r(x, y)$ is geodesic distance, and the integral kernel of $e^{t\left(\Delta+(n-1)^{2} / 4\right)}$, for $t>0$, is

$$
H_{t}(x, y)=\frac{1}{\sqrt{4 \pi t}}\left(-\frac{1}{2 \pi} \frac{1}{\sinh r} \frac{\partial}{\partial r}\right)^{k} e^{-r^{2} / 4 t}
$$

## 6. The harmonic oscillator

We consider the differential operator $H=-\Delta+|x|^{2}$ on $L^{2}\left(\mathbb{R}^{n}\right)$. By Proposition 2.7, $H$ is essentially self-adjoint on $C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$. Furthermore, as a special case of Proposition 2.8, we know that $H$ has compact resolvent, so $L^{2}\left(\mathbb{R}^{n}\right)$ has an orthonormal basis of eigenfunctions of $H$. To work out the spectrum, it suffices to work with the case $n=1$, so we consider $H=D^{2}+x^{2}$, where $D=-i d / d x$.

The spectral analysis follows by some simple algebraic relations, involving the operators

$$
\begin{align*}
& a=D-i x=\frac{1}{i}\left(\frac{d}{d x}+x\right), \\
& a^{+}=D+i x=\frac{1}{i}\left(\frac{d}{d x}-x\right) . \tag{6.1}
\end{align*}
$$

Note that on $\mathcal{D}^{\prime}(\mathbb{R})$,

$$
\begin{equation*}
H=a a^{+}-I=a^{+} a+I \tag{6.2}
\end{equation*}
$$

and

$$
\begin{equation*}
[H, a]=-2 a, \quad\left[H, a^{+}\right]=2 a^{+} \tag{6.3}
\end{equation*}
$$

Suppose that $u_{j} \in C^{\infty}(\mathbb{R})$ is an eigenfunction of $H$, that is,

$$
\begin{equation*}
u_{j} \in \mathcal{D}(H), \quad H u_{j}=\lambda_{j} u_{j} . \tag{6.4}
\end{equation*}
$$

Now, by material developed in §2,

$$
\begin{align*}
\mathcal{D}\left(H^{1 / 2}\right) & =\left\{u \in L^{2}(\mathbb{R}): D u \in L^{2}(\mathbb{R}), x u \in L^{2}(\mathbb{R})\right\}, \\
\mathcal{D}(H) & =\left\{u \in L^{2}(\mathbb{R}): D^{2} u+x^{2} u \in L^{2}(\mathbb{R})\right\} . \tag{6.5}
\end{align*}
$$

Since certainly each $u_{j}$ belongs to $\mathcal{D}\left(H^{1 / 2}\right)$, it follows that $a u_{j}$ and $a^{+} u_{j}$ belong to $L^{2}(\mathbb{R})$. By (6.3), we have

$$
\begin{equation*}
H\left(a u_{j}\right)=\left(\lambda_{j}-2\right) a u_{j}, \quad H\left(a^{+} u_{j}\right)=\left(\lambda_{j}+2\right) a^{+} u_{j} . \tag{6.6}
\end{equation*}
$$

It follows that $a u_{j}$ and $a^{+} u_{j}$ belong to $\mathcal{D}(H)$ and are eigenfunctions. Hence, if

$$
\begin{equation*}
\operatorname{Eigen}(\lambda, H)=\{u \in \mathcal{D}(H): H u=\lambda u\}, \tag{6.7}
\end{equation*}
$$

we have, for all $\lambda \in \mathbb{R}$,

$$
\begin{align*}
a^{+}: \operatorname{Eigen}(\lambda, H) & \rightarrow \operatorname{Eigen}(\lambda+2, H), \\
a: \operatorname{Eigen}(\lambda+2, H) & \rightarrow \operatorname{Eigen}(\lambda, H) \tag{6.8}
\end{align*}
$$

From (6.2) it follows that $(H u, u) \geq\|u\|_{L^{2}}^{2}$, for all $u \in C_{0}^{\infty}(\mathbb{R})$; hence, in view of essential self-adjointness,

$$
\begin{equation*}
\text { spec } H \subset[1, \infty), \quad \text { for } n=1 \tag{6.9}
\end{equation*}
$$

Now each space $\operatorname{Eigen}(\lambda, H)$ is a finite-dimensional subspace of $C^{\infty}(\mathbb{R})$, and, by (6.2), we conclude that, in (6.8), $a^{+}$is an isomorphism of Eigen $\left(\lambda_{j}, H\right)$ onto Eigen $\left(\lambda_{j}+2, H\right)$, for each $\lambda_{j} \in \operatorname{spec} H$. Also, $a$ is an isomorphism of $\operatorname{Eigen}\left(\lambda_{j}, H\right)$ onto $\operatorname{Eigen}\left(\lambda_{j}-2, H\right)$, for all $\lambda_{j}>1$. On the other hand, $a$ must annihilate $\operatorname{Eigen}\left(\lambda_{0}, H\right)$ when $\lambda_{0}$ is the smallest element of spec $H$, so

$$
\begin{align*}
u_{0} \in \operatorname{Eigen}\left(\lambda_{0}, H\right) & \Longrightarrow u_{0}^{\prime}(x)=-x u_{0}(x) \\
& \Longrightarrow u_{0}(x)=K e^{-x^{2} / 2} \tag{6.10}
\end{align*}
$$

Thus

$$
\begin{equation*}
\lambda_{0}=1, \quad \operatorname{Eigen}(1, H)=\operatorname{span}\left(e^{-x^{2} / 2}\right) \tag{6.11}
\end{equation*}
$$

Since $e^{-x^{2} / 2}$ spans the null space of $a$, acting on $C^{\infty}(\mathbb{R})$, and since each nonzero space $\operatorname{Eigen}\left(\lambda_{j}, H\right)$ is mapped by some power of $a$ to this null space, it follows that, for $n=1$,

$$
\begin{equation*}
\operatorname{spec} H=\{2 k+1: k=0,1,2, \ldots\} \tag{6.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Eigen}(2 k+1, H)=\operatorname{span}\left(\left(\frac{\partial}{\partial x}-x\right)^{k} e^{-x^{2} / 2}\right) \tag{6.13}
\end{equation*}
$$

One also writes

$$
\begin{equation*}
\left(\frac{\partial}{\partial x}-x\right)^{k} e^{-x^{2} / 2}=H_{k}(x) e^{-x^{2} / 2} \tag{6.14}
\end{equation*}
$$

where $H_{k}(x)$ are the Hermite polynomials, given by

$$
H_{k}(x)=(-1)^{k} e^{x^{2}}\left(\frac{d}{d x}\right)^{k} e^{-x^{2}}
$$

$$
\begin{equation*}
=\sum_{j=0}^{[k / 2]}(-1)^{j} \frac{k!}{j!(k-2 j)!}(2 x)^{k-2 j} . \tag{6.15}
\end{equation*}
$$

We define eigenfunctions of $H$ :

$$
\begin{equation*}
h_{k}(x)=c_{k}\left(\frac{\partial}{\partial x}-x\right)^{k} e^{-x^{2} / 2}=c_{k} H_{k}(x) e^{-x^{2} / 2} \tag{6.16}
\end{equation*}
$$

where $c_{k}$ is the unique positive number such that $\left\|h_{k}\right\|_{L^{2}(\mathbb{R})}=1$. To evaluate $c_{k}$, note that

$$
\begin{equation*}
\left\|a^{+} h_{k}\right\|_{L^{2}}^{2}=\left(a a^{+} h_{k}, h_{k}\right)_{L^{2}}=2(k+1)\left\|h_{k}\right\|_{L^{2}}^{2} \tag{6.17}
\end{equation*}
$$

Thus, if $\left\|h_{k}\right\|_{L^{2}}=1$, in order for $h_{k+1}=\gamma_{k} a^{+} h_{k}$ to have unit norm, we need $\gamma_{k}=(2 k+2)^{-1 / 2}$. Hence

$$
\begin{equation*}
c_{k}=\left[\pi^{1 / 2} 2^{k}(k!)\right]^{-1 / 2} . \tag{6.18}
\end{equation*}
$$

Of course, given the analysis above of $H$ on $L^{2}(\mathbb{R})$, then for $H=-\Delta+|x|^{2}$ on $L^{2}\left(\mathbb{R}^{n}\right)$, we have

$$
\begin{equation*}
\operatorname{spec} H=\{2 k+n: k=0,1,2, \ldots\} \tag{6.19}
\end{equation*}
$$

In this case, an orthonormal basis of $\operatorname{Eigen}(2 k+n, H)$ is given by

$$
\begin{equation*}
c_{k_{1}} \cdots c_{k_{n}} H_{k_{1}}\left(x_{1}\right) \cdots H_{k_{n}}\left(x_{n}\right) e^{-|x|^{2} / 2}, \quad k_{1}+\cdots+k_{n}=k \tag{6.20}
\end{equation*}
$$

where $k_{v} \in\{0, \ldots, k\}$, the $H_{k_{v}}\left(x_{\nu}\right)$ are the Hermite polynomials, and the $c_{k_{\nu}}$ are given by (6.18). The dimension of this eigenspace is the same as the dimension of the space of homogeneous polynomials of degree $k$ in $n$ variables.

We now want to derive a formula for the semigroup $e^{-t H}, t>0$, called the Hermite semigroup. Again it suffices to treat the case $n=1$. To some degree paralleling the analysis of the eigenfunctions above, we can produce this formula via some commutator identities, involving the operators

$$
\begin{equation*}
X=D^{2}=-\partial_{x}^{2}, \quad Y=x^{2}, \quad Z=x \partial_{x}+\partial_{x} x=2 x \partial_{x}+1 \tag{6.21}
\end{equation*}
$$

Note that $H=X+Y$. The commutator identities are

$$
\begin{equation*}
[X, Y]=-2 Z, \quad[X, Z]=4 X, \quad[Y, Z]=-4 Y \tag{6.22}
\end{equation*}
$$

Thus, $X, Y$, and $Z$ span a three-dimensional, real Lie algebra. This is isomorphic to $\mathrm{sl}(2, \mathbb{R})$, the Lie algebra consisting of $2 \times 2$ real matrices of trace zero, spanned by

$$
n_{+}=\left(\begin{array}{ll}
0 & 1  \tag{6.23}\\
0 & 0
\end{array}\right), \quad n_{-}=\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right), \quad \alpha=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) .
$$

We have

$$
\begin{equation*}
\left[n_{+}, n_{-}\right]=\alpha, \quad\left[n_{+}, \alpha\right]=-2 n_{+}, \quad\left[n_{-}, \alpha\right]=2 n_{-} \tag{6.24}
\end{equation*}
$$

The isomorphism is implemented by

$$
\begin{equation*}
X \leftrightarrow 2 n_{+}, \quad Y \leftrightarrow 2 n_{-}, \quad Z \leftrightarrow-2 \alpha . \tag{6.25}
\end{equation*}
$$

Now we will be able to write

$$
\begin{equation*}
e^{-t\left(2 n_{+}+2 n_{-}\right)}=e^{-2 \sigma_{1}(t) n_{+}} e^{-2 \sigma_{3}(t) \alpha} e^{-2 \sigma_{2}(t) n_{-}} \tag{6.26}
\end{equation*}
$$

as we will see shortly, and, once this is accomplished, we will be motivated to suspect that also

$$
\begin{equation*}
e^{-t H}=e^{-\sigma_{1}(t) X} e^{\sigma_{3}(t) Z} e^{-\sigma_{2}(t) Y} \tag{6.27}
\end{equation*}
$$

To achieve (6.26), write

$$
\begin{align*}
e^{-2 \sigma_{1} n_{+}} & =\left(\begin{array}{cc}
1 & -2 \sigma_{1} \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
1 & x \\
0 & 1
\end{array}\right) \\
e^{-2 \sigma_{3} \alpha} & =\left(\begin{array}{cc}
e^{-2 \sigma_{3}} & 0 \\
0 & e^{2 \sigma_{3}}
\end{array}\right)=\left(\begin{array}{cc}
y & 0 \\
0 & 1 / y
\end{array}\right),  \tag{6.28}\\
e^{-2 \sigma_{2} n_{-}} & =\left(\begin{array}{cc}
1 & 0 \\
-2 \sigma_{2} & 1
\end{array}\right)=\left(\begin{array}{ll}
1 & 0 \\
z & 1
\end{array}\right)
\end{align*}
$$

and

$$
e^{-2 t\left(n_{+}+n_{-}\right)}=\left(\begin{array}{cc}
\cosh 2 t & -\sinh 2 t  \tag{6.29}\\
-\sinh 2 t & \cosh 2 t
\end{array}\right)=\left(\begin{array}{cc}
u & v \\
v & u
\end{array}\right) .
$$

Then (6.26) holds if and only if

$$
\begin{equation*}
y=\frac{1}{u}=\frac{1}{\cosh 2 t}, \quad x=z=\frac{v}{u}=-\tanh 2 t, \tag{6.30}
\end{equation*}
$$

so the quantities $\sigma_{j}(t)$ are given by

$$
\begin{equation*}
\sigma_{1}(t)=\sigma_{2}(t)=\frac{1}{2} \tanh 2 t, \quad e^{2 \sigma_{3}(t)}=\cosh 2 t \tag{6.31}
\end{equation*}
$$

Now we can compute the right side of (6.27). Note that

$$
\begin{align*}
e^{-\sigma_{1} X} u(x) & =\left(4 \pi \sigma_{1}\right)^{-1 / 2} \int e^{-(x-y)^{2} / 4 \sigma_{1}} u(y) d y \\
e^{-\sigma_{2} Y} u(x) & =e^{-\sigma_{2} x^{2}} u(x)  \tag{6.32}\\
e^{\sigma_{3} Z} u(x) & =e^{\sigma_{3}} u\left(e^{2 \sigma_{3}} x\right)
\end{align*}
$$

Upon composing these operators we find that, for $n=1$,

$$
\begin{equation*}
e^{-t H} u(x)=\int K_{t}(x, y) u(y) d y \tag{6.33}
\end{equation*}
$$

with

$$
\begin{equation*}
K_{t}(x, y)=\frac{\exp \left\{\left[-\frac{1}{2}(\cosh 2 t)\left(x^{2}+y^{2}\right)+x y\right] / \sinh 2 t\right\}}{(2 \pi \sinh 2 t)^{1 / 2}} \tag{6.34}
\end{equation*}
$$

This is known as Mehler's formula for the Hermite semigroup. Clearly, for general $n$, we have

$$
\begin{equation*}
e^{-t H} u(x)=\int K_{n}(t, x, y) u(y) d y \tag{6.35}
\end{equation*}
$$

with

$$
\begin{equation*}
K_{n}(t, x, y)=K_{t}\left(x_{1}, y_{1}\right) \cdots K_{t}\left(x_{n}, y_{n}\right) \tag{6.36}
\end{equation*}
$$

The idea behind passing from (6.26) to (6.27) is that the Lie algebra homomorphism defined by (6.25) should give rise to a Lie group homomorphism from (perhaps a covering group $G$ of) $\operatorname{SL}(2, \mathbb{R})$ into a group of operators. Since this involves an infinite-dimensional representation of $G$ (not necessarily by bounded operators here, since $e^{-t H}$ is bounded only for $t \geq 0$ ), there are analytical problems that must be overcome to justify this reasoning. Rather than take the space to develop such analysis here, we will instead just give a direct justification of (6.33)-(6.34).

Indeed, let $v(t, x)$ denote the right side of (6.33), with $u \in L^{2}(\mathbb{R})$ given. The rapid decrease of $K_{t}(x, y)$ as $|x|+|y| \rightarrow \infty$, for $t>0$, makes it easy to show that

$$
\begin{equation*}
u \in L^{2}(\mathbb{R}) \Longrightarrow v \in C^{\infty}((0, \infty), \mathcal{S}(\mathbb{R})) \tag{6.37}
\end{equation*}
$$

Also, it is routine to verify that

$$
\begin{equation*}
\frac{\partial v}{\partial t}=-H v \tag{6.38}
\end{equation*}
$$

Simple estimates yielding uniqueness then imply that, for each $s>0$,

$$
\begin{equation*}
v(t+s, \cdot)=e^{-t H} v(s, \cdot) \tag{6.39}
\end{equation*}
$$

Indeed, if $w(t, \cdot)$ denotes the difference between the two sides of (6.39), then we have $w(0)=0, w \in C\left(\mathbb{R}^{+}, \mathcal{D}(H)\right), \partial w / \partial t \in C\left(\mathbb{R}^{+}, L^{2}(\mathbb{R})\right)$, and

$$
\frac{d}{d t}\|w(t)\|_{L^{2}}^{2}=-2(H w, w) \leq 0
$$

so $w(t)=0$, for all $t \geq 0$.
Finally, as $t \searrow 0$, we see from (6.31) that each $\sigma_{j}(t) \searrow 0$. Since $v(t, x)$ is also given by the right side of (6.27), we conclude that

$$
\begin{equation*}
v(t, \cdot) \rightarrow u \text { in } L^{2}(\mathbb{R}), \text { as } t \searrow 0 \tag{6.40}
\end{equation*}
$$

Thus we can let $s \searrow 0$ in (6.39), obtaining a complete proof that $e^{-t H} u$ is given by (6.33) when $n=1$.

It is useful to write down the formula for $e^{-t H}$ using the Weyl calculus, introduced in $\S 14$ of Chap. 7. We recall that it associates to $a(x, \xi)$ the operator

$$
\begin{align*}
a(X, D) u & =(2 \pi)^{-n} \int \hat{a}(q, p) e^{i(q \cdot X+p \cdot D)} u(x) d q d p  \tag{6.41}\\
& =(2 \pi)^{-n} \int a\left(\frac{x+y}{2}, \xi\right) e^{i(x-y) \cdot \xi} u(y) d y d \xi
\end{align*}
$$

In other words, the operator $a(X, D)$ has integral kernel $K_{a}(x, y)$, for which

$$
a(X, D) u(x)=\int K_{a}(x, y) u(y) d y
$$

given by

$$
K_{a}(x, y)=(2 \pi)^{-n} \int a\left(\frac{x+y}{2}, \xi\right) e^{i(x-y) \cdot \xi} d \xi
$$

Recovery of $a(x, \xi)$ from $K_{a}(x, y)$ is an exercise in Fourier analysis. When it is applied to the formulas (6.33)-(6.36), this exercise involves computing a Gaussian integral, and we obtain the formula

$$
\begin{equation*}
e^{-t H}=h_{t}(X, D) \tag{6.42}
\end{equation*}
$$

on $L^{2}\left(\mathbb{R}^{n}\right)$, with

$$
\begin{equation*}
h_{t}(x, \xi)=(\cosh t)^{-n} e^{-(\tanh t)\left(|x|^{2}+|\xi|^{2}\right)} \tag{6.43}
\end{equation*}
$$

It is interesting that this formula, while equivalent to (6.33)-(6.36), has a simpler and more symmetrical appearance.

In fact, the formula (6.43) was derived in $\S 15$ of Chap. 7, by a different method, which we briefly recall here. For reasons of symmetry, involving the identity (14.19), one can write

$$
\begin{equation*}
h_{t}(x, \xi)=g(t, Q), \quad Q(x, \xi)=|x|^{2}+|\xi|^{2} \tag{6.44}
\end{equation*}
$$

Note that (6.42) gives $\partial_{t} h_{t}(X, D)=-H h_{t}(X, D)$. Now the composition formula for the Weyl calculus implies that $h_{t}(x, \xi)$ satisfies the following evolution equation:

$$
\begin{align*}
\frac{\partial}{\partial t} h_{t}(x, \xi) & =-\left(Q \circ h_{t}\right)(x, \xi) \\
& =-Q(x, \xi) h_{t}(x, \xi)-\frac{1}{2}\left\{Q, h_{t}\right\}_{2}(x, \xi)  \tag{6.45}\\
& =-\left(|x|^{2}+|\xi|^{2}\right) h_{t}(x, \xi)+\frac{1}{4} \sum_{k}\left(\partial_{x_{k}}^{2}+\partial_{\xi_{k}}^{2}\right) h_{t}(x, \xi) .
\end{align*}
$$

Given (6.44), we have for $g(t, Q)$ the equation

$$
\begin{equation*}
\frac{\partial g}{\partial t}=-Q g+Q \frac{\partial^{2} g}{\partial Q^{2}}+n \frac{\partial g}{\partial Q} \tag{6.46}
\end{equation*}
$$

It is easy to verify that (6.43) solves this evolution equation, with $h_{0}(x, \xi)=1$.
We can obtain a formula for

$$
\begin{equation*}
e^{-t Q(X, D)}=h_{t}^{Q}(X, D) \tag{6.47}
\end{equation*}
$$

for a general positive-definite quadratic form $Q(x, \xi)$. First, in the case

$$
\begin{equation*}
Q(x, \xi)=\sum_{j=1}^{n} \mu_{j}\left(x_{j}^{2}+\xi_{j}^{2}\right), \quad \mu_{j}>0 \tag{6.48}
\end{equation*}
$$

it follows easily from (6.43) and multiplicativity, as in (6.36), that

$$
\begin{equation*}
h_{t}^{Q}(x, \xi)=\prod_{j=1}^{n}\left(\cosh t \mu_{j}\right)^{-1} \cdot \exp \left\{-\sum_{j=1}^{n}\left(\tanh t \mu_{j}\right)\left(x_{j}^{2}+\xi_{j}^{2}\right)\right\} \tag{6.49}
\end{equation*}
$$

Now any positive quadratic form $Q(x, \xi)$ can be put in the form (6.48) via a linear symplectic transformation, so to get the general formula we need only rewrite (6.49) in a symplectically invariant fashion. This is accomplished using the "Hamilton map" $F_{Q}$, a skew-symmetric transformation on $\mathbb{R}^{2 n}$ defined by

$$
\begin{equation*}
Q(u, v)=\sigma\left(u, F_{Q} v\right), \quad u, v \in \mathbb{R}^{2 n} \tag{6.50}
\end{equation*}
$$

where $Q(u, v)$ is the bilinear form polarizing $Q$, and $\sigma$ is the symplectic form on $\mathbb{R}^{2 n} ; \sigma(u, v)=x \cdot \xi^{\prime}-x^{\prime} \cdot \xi$ if $u=(x, \xi), v=\left(x^{\prime}, \xi^{\prime}\right)$. When $Q$ has the form (6.48), $F_{Q}$ is a sum of $2 \times 2$ blocks $\left(\begin{array}{cc}0 & \mu_{j} \\ -\mu_{j} & 0\end{array}\right)$, and we have

$$
\begin{equation*}
\prod_{j=1}^{n}\left(\cosh t \mu_{j}\right)^{-1}=\left(\operatorname{det} \cosh i t F_{Q}\right)^{-1 / 2} \tag{6.51}
\end{equation*}
$$

Passing from $F_{Q}$ to

$$
\begin{equation*}
A_{Q}=\left(-F_{Q}^{2}\right)^{1 / 2} \tag{6.52}
\end{equation*}
$$

the unique positive-definite square root, means passing to blocks

$$
\left(\begin{array}{cc}
\mu_{j} & 0 \\
0 & \mu_{j}
\end{array}\right),
$$

and when $Q$ has the form (6.48), then

$$
\begin{equation*}
\sum_{j=1}^{n}\left(\tanh t \mu_{j}\right)\left(x_{j}^{2}+\xi_{j}^{2}\right)=t Q\left(\vartheta\left(t A_{Q}\right) \zeta, \zeta\right) \tag{6.53}
\end{equation*}
$$

where $\zeta=(x, \xi)$ and

$$
\begin{equation*}
\vartheta(t)=\frac{\tanh t}{t} . \tag{6.54}
\end{equation*}
$$

Thus the general formula for (6.47) is

$$
\begin{equation*}
h_{t}^{Q}(x, \xi)=\left(\cosh t A_{Q}\right)^{-1 / 2} e^{-t Q\left(\vartheta\left(t A_{Q}\right) \zeta, \zeta\right)} \tag{6.55}
\end{equation*}
$$

## Exercises

1. Define an unbounded operator $A$ on $L^{2}(\mathbb{R})$ by

$$
\mathcal{D}(A)=\left\{u \in L^{2}(\mathbb{R}): D u \in L^{2}(\mathbb{R}), x u \in L^{2}(\mathbb{R})\right\}, \quad A u=D u-i x u .
$$

Show that $A$ is closed and that the self-adjoint operator $H$ satisfies

$$
H=A^{*} A+I=A A^{*}-I
$$

(Hint: Note Exercises 5-7 of §2.)
2. If $H_{k}(x)$ are the Hermite polynomials, show that there is the generating function identity

$$
\sum_{k=0}^{\infty} \frac{1}{k!} H_{k}(x) s^{k}=e^{2 x s-s^{2}}
$$

(Hint: Use the first identity in (6.15).)
3. Show that Mehler's formula (6.34) is equivalent to the identity

$$
\begin{gathered}
\sum_{j=0}^{\infty} h_{j}(x) h_{j}(y) s^{j}= \\
\pi^{-1 / 2}\left(1-s^{2}\right)^{-1 / 2} \exp \left\{\left(1-s^{2}\right)^{-1}\left[2 x y s-\left(x^{2}+y^{2}\right) s^{2}\right]\right\} \cdot e^{-\left(x^{2}+y^{2}\right) / 2}
\end{gathered}
$$

for $0 \leq s<1$. Deduce that

$$
\sum_{j=0}^{\infty} H_{j}(x)^{2} \frac{s^{j}}{2^{j} j!}=\left(1-s^{2}\right)^{-1 / 2} e^{2 s x^{2} /(1+s)}, \quad|s|<1
$$

4. Using

$$
H^{-s}=\frac{1}{\Gamma(s)} \int_{0}^{\infty} e^{-t H} t^{s-1} d t, \quad \operatorname{Re} s>0
$$

find the integral kernel $A_{s}(x, y)$ such that

$$
H^{-s} u(x)=\int A_{s}(x, y) u(y) d y
$$

Writing $\operatorname{Tr} H^{-s}=\int A_{s}(x, x) d x, \operatorname{Re} s>1, n=1$, show that

$$
\zeta(s)=\frac{1}{\Gamma(s)} \int_{0}^{\infty} \frac{y^{s-1}}{e^{y}-1} d y
$$

See [Ing], pp. 41-44, for a derivation of the functional equation for the Riemann zeta function, using this formula.
5. Let $H_{\omega}=-d^{2} / d x^{2}+\omega^{2} x^{2}$. Show that $e^{-t H_{\omega}}$ has integral kernel

$$
K_{t}^{\omega}(x, y)=(4 \pi t)^{-1 / 2} \gamma(2 \omega t)^{1 / 2} e^{-\gamma(2 \omega t)\left[(\cosh 2 \omega t)\left(x^{2}+y^{2}\right)-2 x y\right] / 4 t},
$$

where

$$
\gamma(z)=\frac{z}{\sinh z} .
$$

6. Consider the operator

$$
\begin{aligned}
Q(X, D) & =-\left(\frac{\partial}{\partial x_{1}}-i \omega x_{2}\right)^{2}-\left(\frac{\partial}{\partial x_{2}}+i \omega x_{1}\right)^{2} \\
& =-\Delta+\omega^{2}|x|^{2}+2 i \omega\left(x_{2} \frac{\partial}{\partial x_{1}}-x_{1} \frac{\partial}{\partial x_{2}}\right) .
\end{aligned}
$$

Note that $Q(x, \xi)$ is nonnegative, but not definite. Study the integral kernel $K_{t}^{Q}(x, y)$ of $e^{-t Q(X, D)}$. Show that

$$
K_{t}^{Q}(x, 0)=(4 \pi t)^{-1} \gamma(2 \omega t) e^{-\tau(2 \omega t)|x|^{2} / 4 t},
$$

where

$$
\tau(z)=z \operatorname{coth} z
$$

7. Let $\left(\omega_{j k}\right)$ be an invertible, $n \times n$, skew-symmetric matrix of real numbers (so $n$ must be even). Suppose

$$
L=-\sum_{j=1}^{n}\left(\frac{\partial}{\partial x_{j}}-i \sum_{k} \omega_{j k} x_{k}\right)^{2}
$$

Evaluate the integral kernel $K_{t}^{L}(x, y)$, particularly at $y=0$.
8. In terms of the operators $a, a^{+}$given by (6.1) and the basis of $L^{2}(\mathbb{R})$ given by (6.16)(6.18), show that

$$
a^{+} h_{k}=\sqrt{2 k+2} h_{k+1}, \quad a h_{k}=\sqrt{2 k} h_{k-1}
$$

## 7. The quantum Coulomb problem

In this section we examine the operator

$$
\begin{equation*}
H u=-\Delta u-K|x|^{-1} u, \tag{7.1}
\end{equation*}
$$

acting on functions on $\mathbb{R}^{3}$. Here, $K$ is a positive constant.
This provides a quantum mechanical description of the Coulomb force between two charged particles. It is the first step toward a quantum mechanical description of the hydrogen atom, and it provides a decent approximation to the observed behavior of such an atom, though it leaves out a number of features. The most important omitted feature is the spin of the electron (and of the nucleus). Giving rise to further small corrections are the nonzero size of the proton, and relativistic effects, which confront one with great subtleties since relativity forces one to treat the electromagnetic field quantum mechanically. We refer to texts on quantum physics, such as [Mes], [Ser], [BLP], and [IZ], for work on these more sophisticated models of the hydrogen atom.

We want to define a self-adjoint operator via the Friedrichs method. Thus we want to work with a Hilbert space

$$
\begin{equation*}
\mathcal{H}=\left\{u \in L^{2}\left(\mathbb{R}^{3}\right): \nabla u \in L^{2}\left(\mathbb{R}^{3}\right), \int|x|^{-1}|u(x)|^{2} d x<\infty\right\} \tag{7.2}
\end{equation*}
$$

with inner product

$$
\begin{equation*}
(u, v)_{\mathcal{H}}=(\nabla u, \nabla v)_{L^{2}}+A(u, v)_{L^{2}}-K \int|x|^{-1} u(x) \overline{v(x)} d x \tag{7.3}
\end{equation*}
$$

where $A$ is a sufficiently large, positive constant. We must first show that $A$ can be picked to make this inner product positive-definite. In fact, we have the following:

Lemma 7.1. For all $\varepsilon \in(0,1]$, there exists $C(\varepsilon)<\infty$ such that

$$
\begin{equation*}
\int|x|^{-1}|u(x)|^{2} d x \leq \varepsilon\|\nabla u\|_{L^{2}}^{2}+C(\varepsilon)\|u\|_{L^{2}}^{2} \tag{7.4}
\end{equation*}
$$

for all $u \in H^{1}\left(\mathbb{R}^{3}\right)$.
Proof. Here and below we will use the inclusion

$$
\begin{equation*}
H^{s}\left(\mathbb{R}^{n}\right) \subset L^{p}\left(\mathbb{R}^{n}\right), \quad \forall p \in\left[2, \frac{2 n}{n-2 s}\right), \quad 0 \leq s<\frac{n}{2}, \tag{7.5}
\end{equation*}
$$

from (2.42) of Chap.4. In Chap. 13 we will establish the sharper result that $H^{s}\left(\mathbb{R}^{n}\right) \subset L^{2 n /(n-2 s)}\left(\mathbb{R}^{n}\right)$; for example, $H^{1}\left(\mathbb{R}^{3}\right) \subset L^{6}\left(\mathbb{R}^{3}\right)$. We will also cite this stronger result in some arguments below, though that could be avoided.

We also use the fact that (if $B=\{|x|<1\}$ and $\chi_{B}(x)$ is its characteristic function),

$$
\chi_{B} V \in L^{q}\left(\mathbb{R}^{3}\right), \text { for all } q<3
$$

Here and below we will use $V(x)=|x|^{-1}$. Thus the left side of (7.4) is bounded by

$$
\begin{equation*}
\left\|\chi_{B} V\right\|_{L^{q}} \cdot\|u\|_{L^{2 q^{\prime}}}^{2}+\|u\|_{L^{2}}^{2} \leq C\|u\|_{H^{\sigma}\left(\mathbb{R}^{3}\right)}^{2}+\|u\|_{L^{2}\left(\mathbb{R}^{3}\right)}^{2} \tag{7.6}
\end{equation*}
$$

where we can take any $q^{\prime}>3 / 2$; take $q^{\prime} \in(3 / 2,3)$. Then (7.6) holds for some $\sigma<1$, for which $L^{2 q^{\prime}}\left(\mathbb{R}^{3}\right) \supset H^{\sigma}\left(\mathbb{R}^{3}\right)$. From this, (7.4) follows immediately.

Thus the Hilbert space $\mathcal{H}$ in (7.2) is simply $H^{1}\left(\mathbb{R}^{3}\right)$, and we see that indeed, for some $A>0$, (7.3) defines an inner product equivalent to the standard one on $H^{1}\left(\mathbb{R}^{3}\right)$. The Friedrichs method then defines a positive, self-adjoint operator $H+A I$, for which

$$
\begin{equation*}
\mathcal{D}\left((H+A I)^{1 / 2}\right)=H^{1}\left(\mathbb{R}^{3}\right) \tag{7.7}
\end{equation*}
$$

Then

$$
\begin{equation*}
\mathcal{D}(H)=\left\{u \in H^{1}\left(\mathbb{R}^{3}\right):-\Delta u-K|x|^{-1} u \in L^{2}\left(\mathbb{R}^{3}\right)\right\} \tag{7.8}
\end{equation*}
$$

where $-\Delta u-K|x|^{-1} u$ is a priori regarded as an element of $H^{-1}\left(\mathbb{R}^{3}\right)$ if $u \in$ $H^{1}\left(\mathbb{R}^{3}\right)$. Since $H^{2}\left(\mathbb{R}^{3}\right) \subset L^{\infty}\left(\mathbb{R}^{3}\right)$, we have

$$
\begin{equation*}
u \in H^{2}\left(\mathbb{R}^{3}\right) \Longrightarrow|x|^{-1} u \in L^{2}\left(\mathbb{R}^{3}\right) \tag{7.9}
\end{equation*}
$$

so

$$
\begin{equation*}
\mathcal{D}(H) \supset H^{2}\left(\mathbb{R}^{3}\right) \tag{7.10}
\end{equation*}
$$

Indeed, we have:

Proposition 7.2. For the self-adjoint extension $H$ of $-\Delta-K|x|^{-1}$ defined above,

$$
\begin{equation*}
\mathcal{D}(H)=H^{2}\left(\mathbb{R}^{3}\right) \tag{7.11}
\end{equation*}
$$

Proof. Pick $\lambda$ in the resolvent set of $H$; for instance, $\lambda \in \mathbb{C} \backslash \mathbb{R}$. If $u \in \mathcal{D}(H)$ and $(H-\lambda) u=f \in L^{2}\left(\mathbb{R}^{3}\right)$, we have

$$
\begin{equation*}
u-K R_{\lambda} V u=R_{\lambda} f=g_{\lambda} \tag{7.12}
\end{equation*}
$$

where $V(x)=|x|^{-1}$ and $R_{\lambda}=(-\Delta-\lambda)^{-1}$. Now the operator of multiplication by $V(x)=|x|^{-1}$ has the property

$$
\begin{equation*}
M_{V}: H^{1}\left(\mathbb{R}^{3}\right) \longrightarrow L^{2-\varepsilon}\left(\mathbb{R}^{3}\right) \tag{7.13}
\end{equation*}
$$

for all $\varepsilon>0$, since $H^{1}\left(\mathbb{R}^{3}\right) \subset L^{6}\left(\mathbb{R}^{3}\right) \cap L^{2}\left(\mathbb{R}^{3}\right)$ and $V \in L^{3-\varepsilon}$ on $|x|<1$. Hence

$$
M_{V}: H^{1}\left(\mathbb{R}^{3}\right) \longrightarrow H^{-\varepsilon}\left(\mathbb{R}^{3}\right)
$$

for all $\varepsilon>0$. Let us apply this to (7.12). We know that $u \in \mathcal{D}(H) \subset \mathcal{D}\left(H^{1 / 2}\right)=$ $H^{1}\left(\mathbb{R}^{3}\right)$, so $K R_{\lambda} V u \in H^{2-\varepsilon}\left(\mathbb{R}^{3}\right)$. Thus $u \in H^{2-\varepsilon}\left(\mathbb{R}^{3}\right)$, for all $\varepsilon>0$. But, for $\varepsilon>0$ small enough,

$$
\begin{equation*}
M_{V}: H^{2-\varepsilon}\left(\mathbb{R}^{3}\right) \longrightarrow L^{2}\left(\mathbb{R}^{3}\right) \tag{7.14}
\end{equation*}
$$

so then $u=K R_{\lambda}(V u)+R_{\lambda} f \in H^{2}\left(\mathbb{R}^{3}\right)$. This proves that $\mathcal{D}(H) \subset H^{2}\left(\mathbb{R}^{3}\right)$ and gives (7.11).

Since $H$ is self-adjoint, its spectrum is a subset of the real axis, $(-\infty, \infty)$. We next show that there is only point spectrum in $(-\infty, 0)$

Proposition 7.3. The part of spec $H$ lying in $\mathbb{C} \backslash[0, \infty)$ is a bounded, discrete subset of $(-\infty, 0)$, consisting of eigenvalues of finite multiplicity and having at most $\{0\}$ as an accumulation point.

Proof. Consider the equation $(H-\lambda) u=f \in L^{2}\left(\mathbb{R}^{3}\right)$, that is,

$$
\begin{equation*}
(-\Delta-\lambda) u-K V u=f \tag{7.15}
\end{equation*}
$$

with $V(x)=|x|^{-1}$ as before. Applying $R_{\lambda}=(-\Delta-\lambda)^{-1}$ to both sides, we again obtain (7.12):

$$
\begin{equation*}
\left(I-K R_{\lambda} M_{V}\right) u=g_{\lambda}=R_{\lambda} f \tag{7.16}
\end{equation*}
$$

Note that $R_{\lambda}$ is a holomorphic function of $\lambda \in \mathbb{C} \backslash[0, \infty)$, with values in $\mathcal{L}\left(L^{2}\left(\mathbb{R}^{3}\right), H^{2}\left(\mathbb{R}^{3}\right)\right)$. A key result in the analysis of (7.16) is the following:

Lemma 7.4. For $\lambda \in \mathbb{C} \backslash[0, \infty)$,

$$
\begin{equation*}
R_{\lambda} M_{V} \in \mathcal{K}\left(L^{2}\left(\mathbb{R}^{3}\right)\right) \tag{7.17}
\end{equation*}
$$

where $\mathcal{K}$ is the space of compact operators.

We will establish this via the following basic tool. For $\lambda \in \mathbb{C} \backslash[0, \infty), \varphi \in$ $C_{0}\left(\mathbb{R}^{3}\right)$, the space of continuous functions vanishing at infinity, we have

$$
\begin{equation*}
M_{\varphi} R_{\lambda} \in \mathcal{K}\left(L^{2}\right) \text { and } R_{\lambda} M_{\varphi} \in \mathcal{K}\left(L^{2}\right) \tag{7.18}
\end{equation*}
$$

To see this, note that, for $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$, the first inclusion in (7.18) follows from Rellich's theorem. Then this inclusion holds for uniform limits of such $\varphi$, hence for $\varphi \in C_{0}\left(\mathbb{R}^{3}\right)$. Taking adjoints yields the rest of (7.18).

Now, to establish (7.17), write

$$
\begin{equation*}
V=V_{1}+V_{2}, \tag{7.19}
\end{equation*}
$$

where $V_{1}=\psi V, \psi \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right), \psi(x)=1$ for $|x| \leq 1$. Then $V_{2} \in C_{0}\left(\mathbb{R}^{3}\right)$, so $R_{\lambda} M_{V_{2}} \in \mathcal{K}$. We have $V_{1} \in L^{q}\left(\mathbb{R}^{3}\right)$, for all $q \in[1,3)$, so, taking $q=2$, we have

$$
\begin{equation*}
M_{V_{1}}: L^{2}\left(\mathbb{R}^{3}\right) \longrightarrow L^{1}\left(\mathbb{R}^{3}\right) \subset H^{-3 / 2-\varepsilon}\left(\mathbb{R}^{3}\right), \tag{7.20}
\end{equation*}
$$

for all $\varepsilon>0$, hence

$$
\begin{equation*}
R_{\lambda} M_{V_{1}}: L^{2}\left(\mathbb{R}^{3}\right) \longrightarrow H^{1 / 2-\varepsilon}\left(\mathbb{R}^{3}\right) \subset L^{2}\left(\mathbb{R}^{3}\right) \tag{7.21}
\end{equation*}
$$

Given $V_{1}$ supported on a ball $B_{R}$, the operator norm in (7.21) is bounded by a constant times $\left\|V_{1}\right\|_{L^{2}}$. You can approximate $V_{1}$ in $L^{2}$-norm by a sequence $w_{j} \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$. It follows that $R_{\lambda} M_{V_{1}}$ is a norm limit of a sequence of compact operators on $L^{2}\left(\mathbb{R}^{3}\right)$, so it is also compact, and (7.17) is established.

The proof of Proposition 7.4 is finished by the following result, which can be found as Proposition 7.4 in Chap. 9

Proposition 7.5. Let $\mathcal{O}$ be a connected, open set in $\mathbb{C}$. Suppose $C(\lambda)$ is a compact-operator-valued holomorphic function of $\lambda \in \mathcal{O}$. If $I-C(\lambda)$ is invertible at one point $p \in \mathcal{O}$, then it is invertible except at most on a discrete set in $\mathcal{O}$, and $(I-C(\lambda))^{-1}$ is meromorphic on $\mathcal{O}$.

This applies to our situation, with $C(\lambda)=K R_{\lambda} M_{V}$; we know that $I-C(\lambda)$ is invertible for all $\lambda \in \mathbb{C} \backslash \mathbb{R}$ in this case.

One approach to analyzing the negative eigenvalues of $H$ is to use polar coordinates. If $-K|x|^{-1}$ is replaced by any radial potential $\mathcal{V}(|x|)$, the eigenvalue equation $H u=-E u$ becomes

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial r}+\frac{2}{r} \frac{\partial u}{\partial r}+\frac{1}{r^{2}} \Delta_{S} u-\mathcal{V}(r) u=E u . \tag{7.22}
\end{equation*}
$$

We can use separation of variables, writing $u(r \theta)=v(r) \varphi(\theta)$, where $\varphi$ is an eigenfunction of $\Delta_{S}$, the Laplace operator on $S^{2}$,

$$
\begin{equation*}
\Delta_{S} \varphi=-\lambda \varphi, \quad \lambda=\left(k+\frac{1}{2}\right)^{2}-\frac{1}{4}=k^{2}+k \tag{7.23}
\end{equation*}
$$

Then we obtain for $v(r)$ the ODE

$$
\begin{equation*}
v^{\prime \prime}(r)+\frac{2}{r} v^{\prime}(r)+f(r) v(r)=0, \quad f(r)=-E-\frac{\lambda}{r^{2}}-\mathcal{V}(r) \tag{7.24}
\end{equation*}
$$

One can eliminate the term involving $v^{\prime}$ by setting

$$
\begin{equation*}
w(r)=r v(r) . \tag{7.25}
\end{equation*}
$$

Then

$$
\begin{equation*}
w^{\prime \prime}(r)+f(r) w(r)=0 . \tag{7.26}
\end{equation*}
$$

For the Coulomb problem, this becomes

$$
\begin{equation*}
w^{\prime \prime}(r)+\left[-E+\frac{K}{r}-\frac{\lambda}{r^{2}}\right] w(r)=0 . \tag{7.27}
\end{equation*}
$$

If we set $W(r)=w(\beta r), \beta=1 / 2 \sqrt{E}$, we get a form of Whittaker's ODE:

$$
\begin{equation*}
W^{\prime \prime}(z)+\left[-\frac{1}{4}+\frac{\varkappa}{z}+\frac{\frac{1}{4}-\mu^{2}}{z^{2}}\right] W(z)=0, \tag{7.28}
\end{equation*}
$$

with

$$
\begin{equation*}
\varkappa=\frac{K}{2 \sqrt{E}}, \quad \mu^{2}=\lambda+\frac{1}{4}=\left(k+\frac{1}{2}\right)^{2} . \tag{7.29}
\end{equation*}
$$

This in turn can be converted to the confluent hypergeometric equation

$$
\begin{equation*}
z \psi^{\prime \prime}(z)+(b-z) \psi^{\prime}(z)-a \psi(z)=0 \tag{7.30}
\end{equation*}
$$

upon setting

$$
\begin{equation*}
W(z)=z^{\mu+1 / 2} e^{-z / 2} \psi(z), \tag{7.31}
\end{equation*}
$$

with

$$
\begin{align*}
& a=\mu-\varkappa+\frac{1}{2}=k+1-\frac{K}{2 \sqrt{E}},  \tag{7.32}\\
& b=2 \mu+1=2 k+2 .
\end{align*}
$$

Note that $\psi$ and $v$ are related by

$$
\begin{equation*}
v(r)=(2 \sqrt{E})^{k+1} r^{k} e^{-2 \sqrt{E} r} \psi(2 \sqrt{E} r) . \tag{7.33}
\end{equation*}
$$

Looking at (7.28), we see that there are two independent solutions, one behaving roughly like $e^{-z / 2}$ and the other like $e^{z / 2}$, as $z \rightarrow+\infty$. Equivalently, (7.30) has two linearly independent solutions, a "good" one growing more slowly than exponentially and a "bad" one growing like $e^{z}$, as $z \rightarrow+\infty$. Of course, for a solution to give rise to an eigenfunction, we need $v \in L^{2}\left(\mathbb{R}^{+}, r^{2} d r\right)$, that is, $w \in L^{2}\left(\mathbb{R}^{+}, d r\right)$. We need to have simultaneously $w(z) \sim c e^{-z / 2}$ (roughly) as $z \rightarrow+\infty$ and $w$ square integrable near $z=0$. In view of (7.8), we also need $v^{\prime} \in L^{2}\left(\mathbb{R}^{+}, r^{2} d r\right)$.

To examine the behavior near $z=0$, note that the Euler equation associated with (7.28) is

$$
\begin{equation*}
z^{2} W^{\prime \prime}(z)+\left(\frac{1}{4}-\mu^{2}\right) W(z)=0 \tag{7.34}
\end{equation*}
$$

with solutions $z^{1 / 2+\mu}$ and $z^{1 / 2-\mu}$, i.e., $z^{k+1}$ and $z^{-k}, k=0,1,2, \ldots$ If $k=0$, both are square integrable near 0 , but for $k \geq 1$ only one is. Going to the confluent hypergeometric equation (7.30), we see that two linearly independent solutions behave respectively like $z^{0}$ and $z^{-2 \mu}=z^{-2 k-1}$ as $z \rightarrow 0$.

As a further comment on the case $k=0$, note that a solution $W$ behaving like $z^{0}$ at $z=0$ gives rise to $v(r) \sim C / r$ as $r \rightarrow 0$, with $c \neq 0$, hence $v^{\prime}(r) \sim$ $-C / r^{2}$. This is not square integrable near $r=0$, with respect to $r^{2} d r$, so also this case does not produce an eigenfunction of $H$.

If $b \notin\{0,-1,-2, \ldots\}$, which certainly holds here, the solution to (7.30) that is "good" near $z=0$ is given by the confluent hypergeometric function

$$
\begin{equation*}
{ }_{1} F_{1}(a ; b ; z)=\sum_{n=0}^{\infty} \frac{(a)_{n}}{(b)_{n}} \frac{z^{n}}{n!}, \tag{7.35}
\end{equation*}
$$

an entire function of $z$. Here, $(a)_{n}=a(a+1) \cdots(a+n-1) ;(a)_{0}=1$. If also $a \notin\{0,-1,-2, \ldots\}$, it can be shown that

$$
\begin{equation*}
{ }_{1} F_{1}(a ; b ; z) \sim \frac{\Gamma(b)}{\Gamma(a)} e^{z} z^{-(b-a)}, \quad z \rightarrow+\infty \tag{7.36}
\end{equation*}
$$

See the exercises below for a proof of this. Thus the "good" solution near $z=0$ is "bad" as $z \rightarrow+\infty$, unless $a$ is a nonpositive integer, say $a=-j$. In that case, as is clear from (7.35), ${ }_{1} F_{1}(-j ; b ; z)$ is a polynomial in $z$, thus "good" as $z \rightarrow+\infty$. Thus the negative eigenvalues of $H$ are given by $-E$, with

$$
\begin{equation*}
\frac{K}{2 \sqrt{E}}=j+k+1=n, \tag{7.37}
\end{equation*}
$$

that is, by

$$
\begin{equation*}
E=\frac{K^{2}}{4 n^{2}}, \quad n=1,2,3 \ldots \tag{7.38}
\end{equation*}
$$

Note that, for each value of $n$, one can write $n=j+k+1$ using $n$ choices of $k \in\{0,1,2, \ldots, n-1\}$. For each such $k$, the $\left(k^{2}+k\right)$-eigenspace of $\Delta_{S}$ has dimension $2 k+1$, as established in Corollary 4.3. Thus the eigenvalue $-E=$ $-K^{2} / 4 n^{2}$ of $H$ has multiplicity

$$
\begin{equation*}
\sum_{k=0}^{n-1}(2 k+1)=n^{2} \tag{7.39}
\end{equation*}
$$

Let us denote by $V_{n}$ the $n^{2}$-dimensional eigenspace of $H$, associated to the eigenvalue $\lambda_{n}=-K^{2} / 4 n^{2}$.

The rotation group $\mathrm{SO}(3)$ acts on each $V_{n}$, via

$$
\rho(g) f(x)=f\left(g^{-1} x\right), \quad g \in \mathrm{SO}(3), x \in \mathbb{R}^{3}
$$

By the analysis leading to (7.39), this action on $V_{n}$ is not irreducible, but rather has $n$ irreducible components. This suggests that there is an extra symmetry, and indeed, as W. Pauli discovered early in the history of quantum mechanics, there is one, arising via the Lenz vector (briefly introduced in $\S 16$ of Chap. 1), which we proceed to define.

The angular momentum vector $\mathbf{L}=\mathbf{x} \times \mathbf{p}$, with $\mathbf{p}$ replaced by the vector operator $\left(\partial / \partial x_{1}, \partial / \partial x_{2}, \partial / \partial x_{3}\right)$, commutes with $H$ as a consequence of the rotational invariance of $H$. The components of $\mathbf{L}$ are

$$
\begin{equation*}
L_{\ell}=x_{j} \frac{\partial}{\partial x_{k}}-x_{k} \frac{\partial}{\partial x_{j}} \tag{7.40}
\end{equation*}
$$

where $(j, k, \ell)$ is a cyclic permutation of $(1,2,3)$. Then the Lenz vector is defined by

$$
\begin{equation*}
\mathbf{B}=\frac{1}{K}(\mathbf{L} \times \mathbf{p}-\mathbf{p} \times \mathbf{L})-\frac{\mathbf{x}}{r} \tag{7.41}
\end{equation*}
$$

with components $B_{j}, 1 \leq j \leq 3$, each of which is a second-order differential operator, given explicitly by

$$
\begin{equation*}
B_{j}=\frac{1}{K}\left(L_{k} \partial_{\ell}+\partial_{\ell} L_{k}-L_{\ell} \partial_{k}-\partial_{k} L_{\ell}\right)-\frac{x_{j}}{r} \tag{7.42}
\end{equation*}
$$

where $(j, k, \ell)$ is a cyclic permutation of $(1,2,3)$. A calculation gives

$$
\begin{equation*}
\left[H, B_{j}\right]=0 \tag{7.43}
\end{equation*}
$$

in the sense that these operators commute on $C^{\infty}\left(\mathbb{R}^{3} \backslash 0\right)$.
It follows that if $u \in V_{n}$, then $B_{j} u$ is annihilated by $H-\lambda_{n}$, on $\mathbb{R}^{3} \backslash 0$. Now, we have just gone through an argument designed to glean from all functions that are so annihilated, those that are actually eigenfunctions of $H$. In view of that, it is important to establish the next lemma

Lemma 7.6. We have

$$
\begin{equation*}
B_{j}: V_{n} \longrightarrow V_{n} . \tag{7.44}
\end{equation*}
$$

Proof. Let $u \in V_{n}$. We know that $u \in \mathcal{D}(H)=H^{2}\left(\mathbb{R}^{3}\right)$. Also, from the analysis of the ODE (7.28), we know that $u(x)$ decays as $|x| \rightarrow \infty$, roughly like $e^{-\left|\lambda_{n}\right|^{1 / 2}|x|}$. It follows from (7.42) that $B_{j} u \in L^{2}\left(\mathbb{R}^{3}\right)$. It will be useful to obtain a bit more regularity, using $V_{n} \subset \mathcal{D}\left(H^{2}\right)$ together with the following.

Proposition 7.7. If $u \in \mathcal{D}\left(H^{2}\right)$, then, for all $\varepsilon>0$,

$$
\begin{equation*}
u \in H^{5 / 2-\varepsilon}\left(\mathbb{R}^{3}\right) \tag{7.45}
\end{equation*}
$$

## Furthermore,

$$
\begin{equation*}
g \in \mathcal{S}\left(\mathbb{R}^{3}\right), g(0)=0 \Longrightarrow g u \in H^{7 / 2-\varepsilon}\left(\mathbb{R}^{3}\right) . \tag{7.46}
\end{equation*}
$$

Proof. We proceed along the lines of the proof of Proposition 7.2, using (7.12), i.e.,

$$
\begin{equation*}
u=K R_{\lambda} V u+R_{\lambda} f \tag{7.47}
\end{equation*}
$$

where $f=(H-\lambda) u$, with $\lambda$ chosen in $\mathbb{C} \backslash \mathbb{R}$. We know that $f=(H-\lambda) u$ belongs to $\mathcal{D}(H)$, so $R_{\lambda} f \in H^{4}\left(\mathbb{R}^{3}\right)$. We know that $u \in H^{2}\left(\mathbb{R}^{3}\right)$. Parallel to (7.13), we can show that, for all $\varepsilon>0$,

$$
\begin{equation*}
M_{V}: H^{2}\left(\mathbb{R}^{3}\right) \longrightarrow H^{1 / 2-\varepsilon}\left(\mathbb{R}^{3}\right) \tag{7.48}
\end{equation*}
$$

so $K R_{\lambda} V u \in H^{5 / 2-\varepsilon}\left(\mathbb{R}^{3}\right)$. This gives (7.45).
Now, multiply (7.47) by $g$ and write

$$
\begin{equation*}
g u=K R_{\lambda} g V u+K\left[M_{g}, R_{\lambda}\right] V u+g R_{\lambda} f . \tag{7.49}
\end{equation*}
$$

This time we have

$$
M_{g V}: H^{2}\left(\mathbb{R}^{3}\right) \longrightarrow H^{3 / 2-\varepsilon}\left(\mathbb{R}^{3}\right)
$$

so $R_{\lambda} g V u \in H^{7 / 2-\varepsilon}\left(\mathbb{R}^{3}\right)$. Furthermore,

$$
\begin{equation*}
\left[M_{g}, R_{\lambda}\right]=R_{\lambda}\left[\Delta, M_{g}\right] R_{\lambda}: H^{s}\left(\mathbb{R}^{3}\right) \longrightarrow H^{s+3}\left(\mathbb{R}^{3}\right) \tag{7.50}
\end{equation*}
$$

so $\left[M_{g}, R_{\lambda}\right] V u \in H^{7 / 2-\varepsilon}\left(\mathbb{R}^{3}\right)$. This establishes (7.46).

We can now finish the proof of Lemma 7.6. Note that the second-order derivatives in $B_{j}$ have a coefficient vanishing at 0 . Keep in mind the known exponential decay of $u \in V_{n}$. Also note that $M_{x_{j} / r}: H^{2}\left(\mathbb{R}^{3}\right) \rightarrow H^{3 / 2-\varepsilon}\left(\mathbb{R}^{3}\right)$. Therefore,

$$
\begin{equation*}
u \in V_{n} \Longrightarrow B_{j} u \in H^{3 / 2-\varepsilon}\left(\mathbb{R}^{3}\right) \tag{7.51}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
\Delta\left(B_{j} u\right) \in H^{-1 / 2-\varepsilon}\left(\mathbb{R}^{3}\right), \text { and } V\left(B_{j} u\right) \in L^{1}\left(\mathbb{R}^{3}\right)+L^{2}\left(\mathbb{R}^{3}\right) \tag{7.52}
\end{equation*}
$$

Thus $\left(H-\lambda_{n}\right)\left(B_{j} u\right)$, which we know vanishes on $\mathbb{R}^{3} \backslash 0$, must vanish completely, since (7.52) does not allow for a nonzero quantity supported on $\{0\}$. Using (7.8), we conclude that $B_{j} u \in \mathcal{D}(H)$, and the lemma is proved.

With Lemma 7.6 established, we can proceed to study the action of $B_{j}$ and $L_{j}$ on $V_{n}$. When $(j, k, \ell)$ is a cyclic permutation of $(1,2,3)$, we have

$$
\begin{equation*}
\left[L_{j}, L_{k}\right]=L_{\ell} \tag{7.53}
\end{equation*}
$$

and, after a computation,

$$
\begin{equation*}
\left[L_{j}, B_{k}\right]=B_{\ell}, \quad\left[B_{j}, B_{k}\right]=-\frac{4}{K} H L_{\ell} \tag{7.54}
\end{equation*}
$$

Of course, (7.52) is the statement that $L_{j}$ span the Lie algebra so(3) of $\mathrm{SO}(3)$. The identities (7.54), when $L_{j}$ and $B_{j}$ act on $V_{n}$, can be rewritten as

$$
\begin{equation*}
\left[L_{j}, A_{k}\right]=A_{\ell}, \quad\left[A_{j}, A_{k}\right]=A_{\ell}, \quad A_{j}=\frac{K}{2 \sqrt{-\lambda_{n}}} B_{j} \tag{7.55}
\end{equation*}
$$

If we set

$$
\begin{equation*}
\mathbf{M}=\frac{1}{2}(\mathbf{L}+\mathbf{A}), \quad \mathbf{N}=\frac{1}{2}(\mathbf{L}-\mathbf{A}), \tag{7.56}
\end{equation*}
$$

we get, for cyclic permutations $(j, k, \ell)$ of $(1,2,3)$,

$$
\begin{equation*}
\left[M_{j}, M_{k}\right]=M_{\ell}, \quad\left[N_{j}, N_{k}\right]=N_{\ell}, \quad\left[M_{j}, N_{j^{\prime}}\right]=0 \tag{7.57}
\end{equation*}
$$

which is clearly the set of commutation relations for the Lie algebra so(3) $\oplus \operatorname{so}(3)$. We next aim to show that this produces an irreducible representation of $\mathrm{SO}(4)$ on $V_{n}$, and to identify this representation. A priori, of course, one certainly has a representation of $\mathrm{SU}(2) \times \mathrm{SU}(2)$ on $V_{n}$.

We now examine the behavior on $V_{n}$ of the Casimir operators $M^{2}=M_{1}^{2}+$ $M_{2}^{2}+M_{3}^{2}$ and $N^{2}$. A calculation using the definitions gives $\mathbf{B} \cdot \mathbf{L}=0$, hence $\mathbf{A} \cdot \mathbf{L}=0$, so, on $V_{n}$,

$$
\begin{align*}
M^{2}=N^{2} & =\frac{1}{4}\left(A^{2}+L^{2}\right) \\
& =\frac{1}{4}\left(L^{2}-\frac{K^{2}}{4 \lambda_{n}} B^{2}\right) . \tag{7.58}
\end{align*}
$$

We also have the following key identity:

$$
\begin{equation*}
K^{2}\left(B^{2}-I\right)=4 H\left(L^{2}+I\right), \tag{7.59}
\end{equation*}
$$

which follows from the definitions by a straightforward computation. If we compare (7.58) and (7.59) on $V_{n}$, where $H=\lambda_{n}$, we get

$$
\begin{equation*}
4 M^{2}=4 N^{2}=-\left(1+\frac{K^{2}}{4 \lambda_{n}}\right) I \quad \text { on } V_{n} . \tag{7.60}
\end{equation*}
$$

Now the representation $\sigma_{n}$ we get of $\mathrm{SU}(2) \times \mathrm{SU}(2)$ on $V_{n}$ is a direct sum (possibly with only one summand) of representations $D_{j / 2} \otimes D_{j / 2}$, where $D_{j / 2}$ is the standard irreducible representation of $\mathrm{SU}(2)$ on $\mathbb{C}^{j+1}$, defined in $\S 9$ of Appendix B. The computation (7.60) implies that all the copies in this sum are isomorphic, that is, for some $j=j(n)$,

$$
\begin{equation*}
\sigma_{n}=\bigoplus_{\ell=1}^{\mu} D_{j(n) / 2} \otimes D_{j(n) / 2} \tag{7.61}
\end{equation*}
$$

A dimension count gives $\mu(j(n)+1)^{2}=n^{2}$. Note that on $D_{j / 2} \otimes D_{j / 2}$, we have $M^{2}=N^{2}=(j / 2)(j / 2+1)$. Thus (7.60) implies $j(j+2)=-1+K^{2} / 4 \lambda_{n}$, or

$$
\begin{equation*}
\lambda_{n}=-\frac{K^{2}}{4(j+1)^{2}}, \quad j=j(n) \tag{7.62}
\end{equation*}
$$

Comparing (7.38), we have $(j+1)^{2}=n^{2}$, that is,

$$
\begin{equation*}
j(n)=n-1 . \tag{7.63}
\end{equation*}
$$

Since we know that $\operatorname{dim} V_{n}=n^{2}$, this implies that there is just one summand in (7.61), so

$$
\begin{equation*}
\sigma_{n}=D_{(n-1) / 2} \otimes D_{(n-1) / 2} \tag{7.64}
\end{equation*}
$$

This is an irreducible representation of $\mathrm{SU}(2) \times \mathrm{SU}(2)$, which is a double cover of $\mathrm{SO}(4)$,

$$
\kappa: \mathrm{SU}(2) \times \mathrm{SU}(2) \longrightarrow \mathrm{SO}(4)
$$

It is clear that $\sigma_{n}$ is the identity operator on both elements in ker $\kappa$, and so $\sigma_{n}$ actually produces an irreducible representation of $\mathrm{SO}(4)$.

Let $\rho_{n}$ denote the restriction to $V_{n}$ of the representation $\rho$ of $\mathrm{SO}(3)$ on $L^{3}\left(\mathbb{R}^{3}\right)$, described above. If we regard this as a representation of $\operatorname{SU}(2)$, it is clear that $\rho_{n}$ is the composition of $\sigma_{n}$ with the diagonal map $\mathrm{SU}(2) \rightarrow \mathrm{SU}(2) \times \mathrm{SU}(2)$. Results established in $\S 9$ of Appendix B imply that such a tensor-product representation of $S U(2)$ has the decomposition into irreducible representations:

$$
\begin{equation*}
\rho_{n} \approx \bigoplus_{k=0}^{n-1} D_{k} \tag{7.65}
\end{equation*}
$$

This is also precisely the description of $\rho_{n}$ given by the analysis leading to (7.39).
There are a number of other group-theoretic perspectives on the quantum Coulomb problem, which can be found in [Eng] and [GS2]. See also [Ad] and [Cor], Vol. 2.

## Exercises

1. For $H=-\Delta-K|x|^{-1}$ with domain given by (7.8), show that

$$
\begin{equation*}
\mathcal{D}(H)=\left\{u \in L^{2}\left(\mathbb{R}^{3}\right):-\Delta u-K|x|^{-1} u \in L^{2}\left(\mathbb{R}^{3}\right)\right\} \tag{7.66}
\end{equation*}
$$

where a priori, if $u \in L^{2}\left(\mathbb{R}^{3}\right)$, then $\Delta u \in H^{-2}\left(\mathbb{R}^{3}\right)$ and $|x|^{-1} u \in L^{1}\left(\mathbb{R}^{3}\right)+$ $L^{2}\left(\mathbb{R}^{3}\right) \subset H^{-2}\left(\mathbb{R}^{3}\right)$.
(Hint: Parallel the proof of Proposition 7.2. If $u$ belongs to the right side of (7.66), and if you pick $\lambda \in \mathbb{C} \backslash \mathbb{R}$, then, as in (7.12),

$$
\begin{equation*}
\left.u-K R_{\lambda} V u=R_{\lambda} f \in H^{2}\left(\mathbb{R}^{3}\right) .\right) \tag{7.67}
\end{equation*}
$$

Complement (7.13) with

$$
\begin{align*}
& M_{V}: L^{2}\left(\mathbb{R}^{3}\right) \longrightarrow \bigcap_{\varepsilon>0} H^{-3 / 2-\varepsilon}\left(\mathbb{R}^{3}\right), \\
& M_{V}: \bigcap_{\varepsilon>0} H^{1 / 2-\varepsilon}\left(\mathbb{R}^{3}\right) \longrightarrow \bigcap_{\delta>0} H^{-3 / 4-\delta}\left(\mathbb{R}^{3}\right) . \tag{7.68}
\end{align*}
$$

(Indeed, sharper results can be obtained.) Then deduce from (7.67) first that $u \in$ $H^{1 / 2-\varepsilon}\left(\mathbb{R}^{3}\right)$ and then that $u \in H^{5 / 4-\delta}\left(\mathbb{R}^{3}\right) \subset H^{1}\left(\mathbb{R}^{3}\right)$.)
2. As a variant of (7.4), show that, for $u \in H^{1}\left(\mathbb{R}^{3}\right)$,

$$
\begin{equation*}
\int|x|^{-2}|u(x)|^{2} d x \leq 4 \int|\nabla u(x)|^{2} d x . \tag{7.69}
\end{equation*}
$$

Show that 4 is the best possible constant on the right. (Hint: Use the Mellin transform to show that the spectrum of $r d / d r-1 / 2$ on $L^{2}\left(\mathbb{R}^{+}, r^{-1} d r\right)$ (which coincides with the spectrum of $r d / d r$ on $\left.L^{2}\left(\mathbb{R}^{+}, d r\right)\right)$ is $\{i s-1 / 2: s \in \mathbb{R}\}$, hence

$$
\begin{equation*}
\int_{0}^{\infty}|u(r)|^{2} d r \leq 4 \int_{0}^{\infty}\left|u^{\prime}(r)\right|^{2} r^{2} d r . \tag{7.70}
\end{equation*}
$$

This is sometimes called an "uncertainty principle" estimate. Why might that be? (Cf. [RS], Vol. 2, p. 169.)
3. Show that $H=-\Delta-K /|x|$ has no non-negative eigenvalues, i.e., only continuous spectrum in $[0, \infty)$. (Hint: Study the behavior as $r \rightarrow+\infty$ of solutions to the ODE (7.28), when $-E$ is replaced by $+E \in[0, \infty)$. Consult [Olv] for techniques. See also [RS], Vol. 4, for general results.)
4. Generalize the propositions of this section, with modifications as needed, to other classes of potentials $V(x)$, such as

$$
V \in L^{2}+\varepsilon L^{\infty},
$$

the set of functions $V$ such that, for each $\varepsilon>0$, one can write $V=V_{1}+V_{2}, V_{1} \in$ $L^{2},\left\|V_{2}\right\|_{L^{\infty}} \leq \varepsilon$. Consult [RS], Vols. 2-4, for further generalizations.

## Exercises on the confluent hypergeometric function

1. Taking (7.35) as the definition of ${ }_{1} F_{1}(a ; b ; z)$, show that

$$
\begin{align*}
{ }_{1} F_{1}(a ; b ; z)= & \frac{\Gamma(b)}{\Gamma(a) \Gamma(b-a)} \int_{0}^{1} e^{z t} t^{a-1}(1-t)^{b-a-1} d t, \\
& \operatorname{Re} b>\operatorname{Re} a>0 . \tag{7.71}
\end{align*}
$$

(Hint: Use the beta function identity, (A.23)-(A.24) of Chap. 3.) Show that (7.71) implies the asymptotic behavior (7.36), provided $\operatorname{Re} b>\operatorname{Re} a>0$, but that this is insufficient for making the deduction (7.37).

Exercises 2-5 deal with the analytic continuation of (7.71) in $a$ and $b$, and a complete justification of (7.36). To begin, write

$$
\begin{equation*}
{ }_{1} F_{1}(a ; b ; z)=\frac{\Gamma(b)}{\Gamma(b-a)} A_{\psi}(a,-z)+\frac{\Gamma(b)}{\Gamma(a)} A_{\varphi}(b-a, z) e^{z}, \tag{7.72}
\end{equation*}
$$

where, for $\operatorname{Re} c>0, \psi \in C^{\infty}([0,1 / 2])$, we set

$$
\begin{equation*}
A_{\psi}(c, z)=\frac{1}{\Gamma(c)} \int_{0}^{1 / 2} e^{-z t} \psi(t) t^{c-1} d t, \tag{7.73}
\end{equation*}
$$

and, in (7.72),

$$
\psi(t)=(1-t)^{b-a-1}, \quad \varphi(t)=(1-t)^{a-1} .
$$

2. Given $\operatorname{Re} c>0$, show that

$$
\begin{equation*}
A_{\psi}(c, z) \sim \psi(0) z^{-c}, \quad z \rightarrow+\infty, \tag{7.74}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{\psi}(c,-z) \sim \frac{\psi\left(\frac{1}{2}\right)}{\Gamma(c)} z^{-1} e^{z / 2}, \quad z \rightarrow+\infty . \tag{7.75}
\end{equation*}
$$

3. For $j=0,1,2, \ldots$, set

$$
\begin{equation*}
A_{j}(c, t)=\frac{1}{\Gamma(c)} \int_{0}^{1 / 2} e^{-z t} t^{j} t^{c-1} d t \tag{7.76}
\end{equation*}
$$

so $A_{j}(c, z)=A_{\psi}(c, z)$, with $\psi(t)=t^{j}$. Show that

$$
A_{j}(c, z)=\frac{\Gamma(c+j)}{\Gamma(c)} z^{-c-j}-\frac{1}{\Gamma(c)} \int_{1 / 2}^{\infty} e^{-z t} t^{c+j-1} d t
$$

for $\operatorname{Re} z>0$. Deduce that $A_{j}(c, t)$ is an entire function of $c$, for $\operatorname{Re} z>0$, and that

$$
A_{j}(c, z) \sim \frac{\Gamma(c+j)}{\Gamma(c)} z^{-c-j}, \quad z \rightarrow+\infty
$$

if $c \notin\{0,-1,-2, \ldots\}$.
4. Given $k=1,2,3, \ldots$, write

$$
\psi(t)=a_{0}+a_{1} t+\cdots+a_{k-1} t^{k-1}+\psi_{k}(t) t^{k}, \quad \psi_{k} \in C^{\infty}\left(\left[0, \frac{1}{2}\right]\right)
$$

Thus

$$
\begin{equation*}
A_{\psi}(c, z)=\sum_{j=0}^{k-1} a_{j} A_{j}(c, z)+\frac{1}{\Gamma(c)} \int_{0}^{1 / 2} e^{-z t} \psi_{k}(t) t^{k+c-1} d t \tag{7.77}
\end{equation*}
$$

Deduce that $A_{\psi}(c, z)$ can be analytically continued to $\operatorname{Re} c>-k$ when $\operatorname{Re} z>0$ and that (7.74) continues to hold if $c \notin\{0,-1,-2, \ldots\}, a_{0} \neq 0$.
5. Using $t^{c-1}=c^{-1}(d / d t) t^{c}$ and integrating by parts, show that

$$
\begin{equation*}
A_{0}(c, z)=z A_{0}(c+1, z)-\frac{1}{2^{c} \Gamma(c+1)} e^{-z / 2} \tag{7.78}
\end{equation*}
$$

for $\operatorname{Re} c>0$, all $z \in \mathbb{C}$. Show that this provides an entire analytic continuation of $A_{0}(c, z)$ and that (7.74)-(7.75) hold, for $\psi(t)=1$. Using

$$
A_{j}(c, z)=\frac{\Gamma(c+j)}{\Gamma(c)} A_{0}(c+j, z)
$$

and (7.77), verify (7.75) for all $\psi \in C^{\infty}([0,1 / 2])$. (Also again verify (7.74)). Hence, verify the asymptotic expansion (7.36).

The approach given above to (7.36) is one the author learned from conversations with A. N. Varchenko. In Exercises 6-15 below, we introduce another solution to the confluent hypergeometric equation and follow a path to the expansion (7.36) similar to one described in [Leb] and in [Olv].
6. Show that a solution to the $\operatorname{ODE}(7.30)$ is also given by

$$
z^{1-b}{ }_{1} F_{1}(1+a-b ; 2-b ; z),
$$

in addition to ${ }_{1} F_{1}(a ; b ; z)$, defined by (7.35). Assume $b \neq 0,-1,-2, \ldots$ Set

$$
\begin{align*}
\Psi(a ; b ; z)= & \frac{\Gamma(1-b)}{\Gamma(1+a-b)}{ }_{1} F_{1}(a ; b ; z) \\
& +\frac{\Gamma(b-1)}{\Gamma(a)} z^{1-b}{ }_{1} F_{1}(1+a-b ; 2-b ; z) \tag{7.79}
\end{align*}
$$

Show that the Wronskian is given by

$$
W\left({ }_{1} F_{1}(a ; b ; z), \Psi(a ; b ; z)\right)=-\frac{\Gamma(b)}{\Gamma(a)} z^{-b} e^{z} .
$$

7. Show that

$$
\begin{equation*}
{ }_{1} F_{1}(a ; b ; z)=e^{z}{ }_{1} F_{1}(b-a ; b ;-z), \quad b \notin\{0,-1,-2, \ldots\} \tag{7.80}
\end{equation*}
$$

(Hint: Use the integral in Exercise 1, and set $s=1-t$, for the case $\operatorname{Re} b>\operatorname{Re} a>0$.)
8. Show that

$$
\begin{equation*}
\Psi(a ; b ; z)=\frac{1}{\Gamma(a)} \int_{0}^{\infty} e^{-z t} t^{a-1}(1+t)^{b-a-1} d t, \quad \operatorname{Re} a>0, \operatorname{Re} z>0 \tag{7.81}
\end{equation*}
$$

(Hint: First show that the right side solves (7.30). Then check the behavior as $z \rightarrow 0$.)
9. Show that

$$
\begin{equation*}
\Psi(a ; b ; z)=z \Psi(a+1 ; b+1 ; z)+(1-a-b) \Psi(a+1 ; b ; z) . \tag{7.82}
\end{equation*}
$$

(Hint: To get this when Re $a>0$, use the integral expression (7.81) for $\Psi(a+1 ; b+$ $1 ; z)$, write $z e^{-z t}=-(d / d t) e^{-z t}$, and integrate by parts.)
10. Show that

$$
\begin{align*}
{ }_{1} F_{1}(a ; b ; z)= & \frac{\Gamma(b)}{\Gamma(b-a)} e^{ \pm \pi a i} \Psi(a ; b ; z) \\
& +\frac{\Gamma(b)}{\Gamma(a)} e^{ \pm \pi(a-b) i} e^{z} \Psi(b-a ; b ;-z), \tag{7.83}
\end{align*}
$$

where $-z=e^{\mp \pi i} z, b \neq 0,-1,-2, \ldots$ (Hint: Make use of (7.80) as well as (7.79).)
11. Using the integral representation (7.81), show that under the hypotheses $\delta>0, b \notin$ $\{0,-1,-2, \ldots\}$, and $\operatorname{Re} a>0$, we have

$$
\begin{equation*}
\Psi(a ; b ; z) \sim z^{-\alpha}, \quad|z| \rightarrow \infty \tag{7.84}
\end{equation*}
$$

in the sector

$$
\begin{equation*}
|\operatorname{Arg} z| \leq \frac{\pi}{2}-\delta \tag{7.85}
\end{equation*}
$$

12. Extend (7.84) to the sector $|\operatorname{Arg} z| \leq \pi-\delta$. (Hint: Replace (7.81) by an integral along the ray $\gamma=\left\{e^{i \alpha} s: 0 \leq s<\infty\right\}$, given $|\alpha|<\pi / 2$.)
13. Further extend (7.84) to the case where no restriction is placed on $\operatorname{Re} a$.
(Hint: Use (7.82).)
14. Extend (7.84) still further, to be valid for

$$
\begin{equation*}
|\operatorname{Arg} z| \leq \frac{3 \pi}{2}-\delta \tag{7.86}
\end{equation*}
$$

(Hint: See Theorem 2.2 on p. 235 of [Olv], and its application to this problem on p. 256 of [Olv].)
15. Use (7.83)-(7.86) to prove (7.36), that is,

$$
\begin{equation*}
{ }_{1} F_{1}(a ; b ; z) \sim \frac{\Gamma(b)}{\Gamma(a)} e^{z} z^{-(b-a)}, \quad z \rightarrow+\infty \tag{7.87}
\end{equation*}
$$

provided $a, b \notin\{0,-1,-2, \ldots\}$.

Remarks: For the analysis of $\Psi(b-a ; b ;-z)$ as $z \rightarrow+\infty$, the result of Exercise 14 suffices, but the result of Exercise 13 does not. This point appears to have been neglected in the discussion of (7.87) on p. 271 of [Leb].

## 8. The Laplace operator on cones

Generally, if $N$ is any compact Riemannian manifold of dimension $m$, possibly with boundary, the cone over $N, C(N)$, is the space $\mathbb{R}^{+} \times N$ together with the Riemannian metric

$$
\begin{equation*}
d r^{2}+r^{2} g \tag{8.1}
\end{equation*}
$$

where $g$ is the metric tensor on $N$. In particular, a cone with vertex at the origin in $\mathbb{R}^{m+1}$ can be described as the cone over a subdomain $\Omega$ of the unit sphere $S^{m}$ in $\mathbb{R}^{m+1}$. Our purpose is to understand the behavior of the Laplace operator $\Delta$, a negative, self-adjoint operator, on $C(N)$. If $\partial N \neq \emptyset$, we impose Dirichlet boundary conditions on $\partial C(N)$, though many other boundary conditions could be equally easily treated. The analysis here follows [CT].

The initial step is to use the method of separation of variables, writing $\Delta$ on $C(N)$ in the form

$$
\begin{equation*}
\Delta=\frac{\partial^{2}}{\partial r^{2}}+\frac{m}{r} \frac{\partial}{\partial r}+\frac{1}{r^{2}} \Delta_{N} \tag{8.2}
\end{equation*}
$$

where $\Delta_{N}$ is the Laplace operator on the base $N$. Let $\mu_{j}, \varphi_{j}(x)$ denote the eigenvalues and eigenfunctions of $-\Delta_{N}$ (with Dirichlet boundary condition on $\partial N$ if $\partial N \neq \emptyset$ ), and set

$$
\begin{equation*}
v_{j}=\left(\mu_{j}+\alpha^{2}\right)^{1 / 2}, \quad \alpha=-\frac{m-1}{2} \tag{8.3}
\end{equation*}
$$

If

$$
g(r, x)=\sum_{j} g_{j}(r) \varphi_{j}(x)
$$

with $g_{j}(r)$ well behaved, and if we define the second-order operator $L_{\mu}$ by

$$
\begin{equation*}
L_{\mu} g(r)=\left(\frac{\partial^{2}}{\partial r^{2}}+\frac{m}{r} \frac{\partial}{\partial r}-\frac{\mu}{r^{2}}\right) g(r) \tag{8.4}
\end{equation*}
$$

then we have

$$
\begin{equation*}
\Delta g(r, x)=\sum_{j} L_{\mu_{j}} g_{j}(r) \varphi_{j}(x) \tag{8.5}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\Delta\left(g_{j} \varphi_{j}\right)=-\lambda^{2} g_{j} \varphi_{j} \tag{8.6}
\end{equation*}
$$

provided

$$
\begin{equation*}
g_{j}(r)=r^{-(m-1) / 2} J_{v_{j}}(\lambda r) . \tag{8.7}
\end{equation*}
$$

Here $J_{v}(z)$ is the Bessel function, introduced in $\S 6$ of Chap. 3; there in (6.6) it is defined to be

$$
\begin{equation*}
J_{v}(z)=\frac{(z / 2)^{v}}{\Gamma\left(\frac{1}{2}\right) \Gamma\left(v+\frac{1}{2}\right)} \int_{-1}^{1}\left(1-t^{2}\right)^{v-1 / 2} e^{i z t} d t \tag{8.8}
\end{equation*}
$$

for $\operatorname{Re} v>-1 / 2$; in (6.11) we establish Bessel's equation

$$
\begin{equation*}
\left[\frac{d^{2}}{d z^{2}}+\frac{1}{z} \frac{d}{d z}+\left(1-\frac{v^{2}}{z^{2}}\right)\right] J_{v}(z)=0 \tag{8.9}
\end{equation*}
$$

which justifies (8.6); and in (6.19) we produced the formula

$$
\begin{equation*}
J_{v}(z)=\left(\frac{z}{2}\right)^{v} \sum_{k=0}^{\infty} \frac{(-1)^{k}}{k!\Gamma(k+v+1)}\left(\frac{z}{2}\right)^{2 k} . \tag{8.10}
\end{equation*}
$$

We also recall, from (6.56) of Chap. 3, the asymptotic behavior

$$
\begin{equation*}
J_{v}(r) \sim\left(\frac{2}{\pi r}\right)^{1 / 2} \cos \left(r-\frac{\pi v}{2}-\frac{\pi}{4}\right)+O\left(r^{-3 / 2}\right), \quad r \rightarrow+\infty . \tag{8.11}
\end{equation*}
$$

This suggests making use of the Hankel transform, defined for $v \in \mathbb{R}^{+}$by

$$
\begin{equation*}
H_{v}(g)(\lambda)=\int_{0}^{\infty} g(r) J_{v}(\lambda r) r d r \tag{8.12}
\end{equation*}
$$

Clearly, $H_{v}: C_{0}^{\infty}((0, \infty)) \rightarrow L^{\infty}\left(\mathbb{R}^{+}\right)$. We will establish the following:
Proposition 8.1. For $v \geq 0, H_{v}$ extends uniquely from $C_{0}^{\infty}((0, \infty))$ to

$$
\begin{equation*}
H_{v}: L^{2}\left(\mathbb{R}^{+}, r d r\right) \longrightarrow L^{2}\left(\mathbb{R}^{+}, \lambda d \lambda\right), \text { unitary. } \tag{8.13}
\end{equation*}
$$

Furthermore, for each $g \in L^{2}\left(\mathbb{R}^{+}, r d r\right)$,

$$
\begin{equation*}
H_{v} \circ H_{v} g=g . \tag{8.14}
\end{equation*}
$$

To prove this, it is convenient to consider first

$$
\begin{equation*}
\widetilde{H}_{v} f(\lambda)=\int_{0}^{\infty} f(r) \frac{J_{v}(\lambda r)}{(\lambda r)^{v}} r^{2 v+1} d r, \tag{8.15}
\end{equation*}
$$

since, by (8.10), $(\lambda r)^{-v} J_{v}(\lambda r)$ is a smooth function of $\lambda r$. Set

$$
\begin{equation*}
\mathcal{S}\left(\mathbb{R}^{+}\right)=\left\{\left.f\right|_{\mathbb{R}^{+}}: f \in \mathcal{S}(\mathbb{R}) \text { is even }\right\} . \tag{8.16}
\end{equation*}
$$

Lemma 8.2. If $v \geq-1 / 2$, then

$$
\begin{equation*}
\widetilde{H}_{v}: \mathcal{S}\left(\mathbb{R}^{+}\right) \longrightarrow \mathcal{S}\left(\mathbb{R}^{+}\right) \tag{8.17}
\end{equation*}
$$

Proof. By (8.10), $J_{v}(\lambda r) /(\lambda r)^{v}$ is a smooth function of $\lambda r$. The formula (8.8) yields

$$
\begin{equation*}
\left|\frac{J_{v}(\lambda r)}{(\lambda r)^{v}}\right| \leq C_{v}<\infty \tag{8.18}
\end{equation*}
$$

for $\lambda r \in[0, \infty), v>-1 / 2$, a result that, by the identity

$$
\begin{equation*}
J_{-1 / 2}(z)=\left(\frac{2}{\pi z}\right)^{1 / 2} \cos z \tag{8.19}
\end{equation*}
$$

established in (6.35) of Chap. 3, also holds for $v=-1 / 2$. This readily yields

$$
\begin{equation*}
\widetilde{H}_{v}: \mathcal{S}\left(\mathbb{R}^{+}\right) \longrightarrow L^{\infty}\left(\mathbb{R}^{+}\right) \tag{8.20}
\end{equation*}
$$

whenever $v \geq-1 / 2$. Now consider the differential operator $\widetilde{L}_{v}$, given by

$$
\widetilde{L}_{v} f(r)=-r^{-2 v-1} \frac{\partial}{\partial r}\left(r^{2 v+1} \frac{\partial f}{\partial r}\right)
$$

$$
\begin{equation*}
=-\frac{\partial^{2} f}{\partial r^{2}}-\frac{2 v+1}{r} \frac{\partial f}{\partial r} . \tag{8.21}
\end{equation*}
$$

Using Bessel's equation (8.9), we have

$$
\begin{equation*}
\widetilde{L}_{v}\left(\frac{J_{v}(\lambda r)}{(\lambda r)^{v}}\right)=\lambda^{2} \frac{J_{v}(\lambda r)}{(\lambda r)^{v}} \tag{8.22}
\end{equation*}
$$

and, for $f \in \mathcal{S}\left(\mathbb{R}^{+}\right)$,

$$
\begin{align*}
\widetilde{H}_{v}\left(\widetilde{L}_{v} f\right)(\lambda) & =\lambda^{2} \widetilde{H}_{v} f(\lambda), \\
\widetilde{H}_{v}\left(r^{2} f\right)(\lambda) & =\widetilde{L}_{v} \widetilde{H}_{v} f(\lambda) . \tag{8.23}
\end{align*}
$$

Since $f \in L^{\infty}\left(\mathbb{R}^{+}\right)$belongs to $\mathcal{S}\left(\mathbb{R}^{+}\right)$if and only if arbitrary iterated applications of $\widetilde{L}_{v}$ and multiplication by $r^{2}$ to $f$ yield elements of $L^{\infty}\left(\mathbb{R}^{+}\right)$, the result (8.17) follows. We also have that this map is continuous with respect to the natural Frechet space structure on $\mathcal{S}\left(\mathbb{R}^{+}\right)$.

Lemma 8.3. Consider the elements $E_{b} \in \mathcal{S}\left(\mathbb{R}^{+}\right)$, given for $b>0$ by

$$
\begin{equation*}
E_{b}(r)=e^{-b r^{2}} \tag{8.24}
\end{equation*}
$$

We have

$$
\begin{equation*}
\widetilde{H}_{v} E_{1 / 2}(\lambda)=E_{1 / 2}(\lambda) \tag{8.25}
\end{equation*}
$$

and more generally

$$
\begin{equation*}
\widetilde{H}_{\nu} E_{b}(\lambda)=(2 b)^{-v-1} E_{1 / 4 b}(\lambda) \tag{8.26}
\end{equation*}
$$

Proof. To establish (8.25), plug the power series (8.10) for $J_{v}(z)$ into (8.15) and integrate term by term, to get

$$
\begin{equation*}
\widetilde{H}_{\nu} E_{1 / 2}(\lambda)=\sum_{k=0}^{\infty} \frac{(-1)^{k} 2^{-v-2 k}}{k!\Gamma(k+v+1)} \lambda^{2 k} \int_{0}^{\infty} r^{2 k+2 v+1} e^{-r^{2} / 2} d r . \tag{8.27}
\end{equation*}
$$

This last integral is seen to equal $2^{k+v} \Gamma(k+v+1)$, so we have

$$
\begin{equation*}
\widetilde{H}_{\nu} E_{1 / 2}(\lambda)=\sum_{k=0}^{\infty} \frac{1}{k!}\left(-\frac{\lambda^{2}}{2}\right)^{k}=e^{-\lambda^{2} / 2}=E_{1 / 2}(\lambda) . \tag{8.28}
\end{equation*}
$$

Having (8.25), we get (8.26) by an easy change of variable argument.
In more detail, set $r^{2} / 2=b s^{2}$, or $s=r / \sqrt{2 b}$. Then set $\mu=\sqrt{2 b} \lambda$, so $\lambda r=\mu s$. Then (8.28), which we can write as

$$
\begin{equation*}
\int_{0}^{\infty} e^{-r^{2} / 2} J_{v}(\lambda r) r^{\nu+1} d r=\lambda^{\nu} e^{-\lambda^{2} / 2} \tag{8.29}
\end{equation*}
$$

translates to

$$
\begin{equation*}
\int_{0}^{\infty} e^{-b s^{2}} J_{v}(\mu s)(2 b)^{(\nu+1) / 2} s^{v+1}(2 b)^{1 / 2} d s=(2 b)^{-v / 2} \mu^{\nu} e^{-\mu^{2} / 4 b} \tag{8.30}
\end{equation*}
$$

or, changing notation back,

$$
\begin{equation*}
\int_{0}^{\infty} e^{-b s^{2}} J_{v}(\lambda s) s^{\nu+1} d s=(2 b)^{-v-1} \lambda^{v} e^{-\lambda^{2} / 4 b} \tag{8.31}
\end{equation*}
$$

which gives (8.26).
From (8.26) we have, for each $b>0$,

$$
\begin{equation*}
\widetilde{H}_{v} \widetilde{H}_{v} E_{b}=(2 b)^{-v-1} \widetilde{H}_{v} E_{1 / 4 b}=E_{b} \tag{8.32}
\end{equation*}
$$

which verifies our stated Hankel inversion formula for $f=E_{b}, b>0$. To get the inversion formula for general $f \in \mathcal{S}\left(\mathbb{R}^{+}\right)$, it suffices to establish the following.

Lemma 8.4. The space

$$
\begin{equation*}
\mathcal{V}=\operatorname{Span}\left\{E_{b}: b>0\right\} \tag{8.33}
\end{equation*}
$$

is dense in $\mathcal{S}\left(\mathbb{R}^{+}\right)$.

Proof. Let $\overline{\mathcal{V}}$ denote the closure of $\mathcal{V}$ in $\mathcal{S}\left(\mathbb{R}^{+}\right)$. From

$$
\begin{equation*}
\frac{1}{\varepsilon}\left(e^{-b r^{2}}-e^{-(b+\varepsilon) r^{2}}\right) \rightarrow r^{2} e^{-b r^{2}} \tag{8.34}
\end{equation*}
$$

we deduce that $r^{2} e^{-b r^{2}} \in \overline{\mathcal{V}}$, and inductively, we get

$$
\begin{equation*}
r^{2 j} e^{-b r^{2}} \in \overline{\mathcal{V}}, \quad \forall j \in \mathbb{Z}^{+} \tag{8.35}
\end{equation*}
$$

From here, one has

$$
\begin{equation*}
(\cos \xi r) e^{-r^{2}} \in \overline{\mathcal{V}}, \quad \forall \xi \in \mathbb{R} \tag{8.36}
\end{equation*}
$$

Now each even $\omega \in \mathcal{S}^{\prime}(\mathbb{R})$ annihilating (8.36) for all $\xi \in \mathbb{R}$ has the property that $e^{-r^{2}} \omega$ has Fourier transform zero, which implies $\omega=0$. The assertion (8.33) then follows by the Hahn-Banach theorem.

Putting the results of Lemmas 8.2-8.4 together, we have
Proposition 8.5. Given $v \geq-1 / 2$, we have

$$
\begin{equation*}
\widetilde{H}_{v} \widetilde{H}_{v} f=f \tag{8.37}
\end{equation*}
$$

for all $f \in \mathcal{S}\left(\mathbb{R}^{+}\right)$.
We promote this to
Proposition 8.6. If $v \geq-1 / 2$, we have a unique extension of $\widetilde{H}_{v}$ from $\mathcal{S}\left(\mathbb{R}^{+}\right)$to

$$
\begin{equation*}
\widetilde{H}_{v}: L^{2}\left(\mathbb{R}^{+}, r^{2 v+1} d r\right) \longrightarrow L^{2}\left(\mathbb{R}^{+}, \lambda^{2 v+1} d \lambda\right) \tag{8.38}
\end{equation*}
$$

as a unitary operator, and (8.37) holds for all $f \in L^{2}\left(\mathbb{R}^{+}, r^{2 v+1} d r\right)$.
Proof. Take $f, g \in \mathcal{S}\left(\mathbb{R}^{+}\right)$, and use the inner product

$$
\begin{equation*}
(f, g)=\int_{0}^{\infty} f(r) \overline{g(r)} r^{2 v+1} d r \tag{8.39}
\end{equation*}
$$

Using Fubini's theorem and the fact that $J_{v}(\lambda r) /(\lambda r)^{v}$ is real valued and symmetric in $(\lambda, r)$, we get the first identity in

$$
\begin{equation*}
\left(\widetilde{H}_{v} f, \widetilde{H}_{v} g\right)=\left(\widetilde{H}_{v} \widetilde{H}_{v} f, g\right)=(f, g) \tag{8.40}
\end{equation*}
$$

the second identity following by Proposition 8.5. From here, given that the linear space $\mathcal{S}\left(\mathbb{R}^{+}\right) \subset L^{2}\left(\mathbb{R}^{+}, r^{2 v+1} d r\right)$ is dense, the assertions of Proposition 8.6 are apparent.

We return to the Hankel transform (8.12). Note that

$$
\begin{equation*}
H_{\nu}\left(r^{\nu} f\right)(\lambda)=\lambda^{\nu} \widetilde{H}_{v} f(\lambda) \tag{8.41}
\end{equation*}
$$

and that $M_{v} f(r)=r^{v} f(r)$ has the property that

$$
\begin{equation*}
M_{v}: L^{2}\left(\mathbb{R}^{+}, r^{2 v+1} d r\right) \longrightarrow L^{2}\left(\mathbb{R}^{+}, r d r\right) \text { is unitary. } \tag{8.42}
\end{equation*}
$$

Thus Proposition 8.6 yields Proposition 8.1.
Another proof is sketched in the exercises. An elaboration of Hankel's original proof is given on pp. 456-464 of [Wat].

In view of (8.23) and (8.41), we have

$$
\begin{align*}
H_{v}\left(r^{-\alpha} L_{\mu} g\right) & =\int_{0}^{\infty} L_{\mu}\left(r^{\alpha} J_{v}(\lambda r)\right) g r^{m} d r \\
& =-\lambda^{2} \int_{0}^{\infty} g r^{\alpha} J_{v}(\lambda r) r^{m} d r  \tag{8.43}\\
& =-\lambda^{2} H_{v}\left(r^{-\alpha} g\right) .
\end{align*}
$$

Now from (8.5)-(8.13), it follows that the map $\mathcal{H}$ given by

$$
\begin{equation*}
\mathcal{H} g=\left(H_{\nu_{0}}\left(r^{-\alpha} g_{0}\right), H_{\nu_{1}}\left(r^{-\alpha} g_{1}\right), \ldots\right) \tag{8.44}
\end{equation*}
$$

provides an isometry of $L^{2}(C(N))$ onto $L^{2}\left(\mathbb{R}^{+}, \lambda d \lambda, \ell^{2}\right)$, such that $\Delta$ is carried into multiplication by $-\lambda^{2}$. Thus (8.44) provides a spectral representation of $\Delta$. Consequently, for well-behaved functions $f$, we have

$$
\begin{align*}
& f(-\Delta) g(r, x) \\
& \quad=r^{\alpha} \sum_{j} \int_{0}^{\infty} f\left(\lambda^{2}\right) J_{v_{j}}(\lambda r) \lambda \int_{0}^{\infty} s^{1-\alpha} J_{v_{j}}(\lambda s) g_{j}(s) d s d \lambda \varphi_{j}(x) . \tag{8.45}
\end{align*}
$$

Now we can interpret (8.45) in the following fashion. Define the operator $v$ on $N$ by

$$
\begin{equation*}
v=\left(-\Delta_{N}+\alpha^{2}\right)^{1 / 2} \tag{8.46}
\end{equation*}
$$

Thus $v \varphi_{j}=v_{j} \varphi_{j}$. Identifying operators with their distributional kernels, we can describe the kernel of $f(-\Delta)$ as a function on $\mathbb{R}^{+} \times \mathbb{R}^{+}$taking values in operators on $N$, by the formula

$$
\begin{align*}
f(-\Delta) & =\left(r_{1} r_{2}\right)^{\alpha} \int_{0}^{\infty} f\left(\lambda^{2}\right) J_{v}\left(\lambda r_{1}\right) J_{v}\left(\lambda r_{2}\right) \lambda d \lambda  \tag{8.47}\\
& =K\left(r_{1}, r_{2}, v\right)
\end{align*}
$$

since the volume element on $C(N)$ is $r^{m} d r d S(x)$ if the $m$-dimensional area element of $N$ is $d S(x)$.

At this point it is convenient to have in hand some calculations of Hankel transforms, including some examples of the form (8.47). We establish some here; many more can be found in [Wat]. Generalizing (8.31), we can compute $\int_{0}^{\infty} e^{-b r^{2}} J_{v}(\lambda r) r^{\mu+1} d r$ in a similar fashion, replacing the integral in (8.27) by

$$
\begin{equation*}
\int_{0}^{\infty} r^{2 k+\mu+\nu+1} e^{-b r^{2}} d r=\frac{1}{2} b^{-k-\mu / 2-\nu / 2-1} \Gamma\left(\frac{\mu}{2}+\frac{v}{2}+k+1\right) . \tag{8.48}
\end{equation*}
$$

We get

$$
\begin{align*}
& \int_{0}^{\infty} e^{-b r^{2}} J_{v}(\lambda r) r^{\mu+1} d r \\
& \quad=\lambda^{\nu} 2^{-\nu-1} b^{-\mu / 2-\nu / 2-1} \sum_{k=0}^{\infty} \frac{\Gamma\left(\frac{\mu}{2}+\frac{\nu}{2}+k+1\right)}{k!\Gamma(k+v+1)}\left(-\frac{\lambda^{2}}{4 b}\right)^{k} \tag{8.49}
\end{align*}
$$

We can express the infinite series in terms of the confluent hypergeometric function, introduced in $\S 7$. A formula equivalent to (7.35) is

$$
\begin{equation*}
{ }_{1} F_{1}(a ; b ; z)=\frac{\Gamma(b)}{\Gamma(a)} \sum_{k=0}^{\infty} \frac{\Gamma(a+k)}{\Gamma(b+k)} \frac{z^{k}}{k!} \tag{8.50}
\end{equation*}
$$

since $(a)_{k}=a(a+1) \cdots(a+k-1)=\Gamma(a+k) / \Gamma(a)$. We obtain, for Re $b>0$, $\operatorname{Re}(\mu+v)>-2$,

$$
\begin{align*}
\int_{0}^{\infty} & e^{-b r^{2}} J_{v}(\lambda r) r^{\mu+1} d r  \tag{8.51}\\
& =\lambda^{\nu} 2^{-v-1} b^{-\mu / 2-v / 2-1} \frac{\Gamma\left(\frac{\mu}{2}+\frac{v}{2}+1\right)}{\Gamma(v+1)}{ }_{1} F_{1}\left(\frac{\mu}{2}+\frac{v}{2}+1 ; v+1 ;-\frac{\lambda^{2}}{4 b}\right) .
\end{align*}
$$

We can apply a similar attack when $e^{-b r^{2}}$ is replaced by $e^{-b r}$, obtaining

$$
\begin{align*}
& \int_{0}^{\infty} e^{-b r} J_{v}(\lambda r) r^{\mu-1} d r \\
& \quad=\left(\frac{\lambda}{2}\right)^{v} b^{-\mu-v} \sum_{k=0}^{\infty} \frac{\Gamma(\mu+v+2 k)}{k!\Gamma(v+k+1)}\left(-\frac{\lambda^{2}}{2 b^{2}}\right)^{k}, \tag{8.52}
\end{align*}
$$

at least provided $\operatorname{Re} b>|\lambda|, v \geq 0$, and $\mu+v>0$; here we use

$$
\begin{equation*}
\int_{0}^{\infty} e^{-b r} r^{2 k+\mu+v-1} d r=b^{-2 k-\mu-v} \Gamma(\mu+v+2 k) \tag{8.53}
\end{equation*}
$$

The duplication formula for the gamma function (see (A.22) of Chap. 3) implies

$$
\begin{equation*}
\Gamma(2 k+\mu+v)=\pi^{-1 / 2} 2^{2 k+\mu+\nu-1} \Gamma\left(\frac{\mu}{2}+\frac{v}{2}+k\right) \Gamma\left(\frac{\mu}{2}+\frac{v}{2}+k+\frac{1}{2}\right), \tag{8.54}
\end{equation*}
$$

so the right side of (8.52) can be rewritten as

$$
\begin{equation*}
\pi^{-1 / 2} \lambda^{\nu} 2^{\mu-1} b^{-\mu-\nu} \sum_{k=0}^{\infty} \frac{\Gamma\left(\frac{\mu}{2}+\frac{v}{2}+k\right) \Gamma\left(\frac{\mu}{2}+\frac{v}{2}+\frac{1}{2}+k\right)}{k!\Gamma(v+1+k)}\left(-\frac{\lambda^{2}}{b^{2}}\right)^{k} . \tag{8.55}
\end{equation*}
$$

This infinite series can be expressed in terms of the hypergeometric function, defined by

$$
\begin{align*}
{ }_{2} F_{1}\left(a_{1}, a_{2} ; b ; z\right) & =\sum_{k=0}^{\infty} \frac{\left(a_{1}\right)_{k}\left(a_{2}\right)_{k}}{(b)_{k}} \frac{z^{k}}{k!} \\
& =\frac{\Gamma(b)}{\Gamma\left(a_{1}\right) \Gamma\left(a_{2}\right)} \sum_{k=0}^{\infty} \frac{\Gamma\left(a_{1}+k\right) \Gamma\left(a_{2}+k\right)}{\Gamma(b+k)} \frac{z^{k}}{k!} \tag{8.56}
\end{align*}
$$

for $a_{1}, a_{2} \notin\{0,-1,-2, \ldots\},|z|<1$. If we put the sum in (8.55) into this form, and use the duplication formula, to write

$$
\Gamma\left(a_{1}\right) \Gamma\left(a_{2}\right)=\Gamma\left(\frac{\mu}{2}+\frac{v}{2}\right) \Gamma\left(\frac{\mu}{2}+\frac{v}{2}+\frac{1}{2}\right)=\pi^{1 / 2} 2^{-\mu-v+1} \Gamma(\mu+v)
$$

we obtain

$$
\begin{align*}
& \int_{0}^{\infty} e^{-b r} J_{v}(\lambda r) r^{\mu-1} d r \\
& =\left(\frac{\lambda}{2}\right)^{v} b^{-\mu-v} \frac{\Gamma(\mu+v)}{\Gamma(v+1)} \cdot{ }_{2} F_{1}\left(\frac{\mu}{2}+\frac{v}{2}, \frac{\mu}{2}+\frac{v}{2}+\frac{1}{2} ; v+1 ;-\frac{\lambda^{2}}{b^{2}}\right) . \tag{8.57}
\end{align*}
$$

This identity, established so far for $|\lambda|<\operatorname{Re} b$ (and $v \geq 0, \mu+v>0$ ), continues analytically to $\lambda$ in a complex neighborhood of $(0, \infty)$.

To evaluate the integral (8.47) with $f\left(\lambda^{2}\right)=e^{-t \lambda^{2}}$, we can use the power series (8.10) for $J_{v}\left(\lambda r_{1}\right)$ and for $J_{v}\left(\lambda r_{2}\right)$ and integrate the resulting double series term by term using (8.48). We get

$$
\begin{align*}
& \int_{0}^{\infty} e^{-t \lambda^{2}} J_{v}\left(r_{1} \lambda\right) J_{v}\left(r_{2} \lambda\right) \lambda d \lambda  \tag{8.58}\\
& =\frac{1}{2 t}\left(\frac{r_{1} r_{2}}{4 t}\right)^{v} \times \sum_{j, k \geq 0} \frac{\Gamma(v+j+k+1)}{\Gamma(v+j+1) \Gamma(v+k+1)} \frac{1}{j!k!}\left(-\frac{r_{1}^{2}}{4 t}\right)^{j}\left(-\frac{r_{2}^{2}}{4 t}\right)^{k}
\end{align*}
$$

for any $t, r_{1}, r_{2}>0, v \geq 0$. This can be written in terms of the modified Bessel function $I_{v}(z)$, given by

$$
\begin{equation*}
I_{\nu}(z)=\left(\frac{z}{2}\right)^{v} \sum_{k=0}^{\infty} \frac{1}{k!\Gamma(v+k+1)}\left(\frac{z}{2}\right)^{2 k} \tag{8.59}
\end{equation*}
$$

One obtains the following, known as the Weber identity.
Proposition 8.7. For $t, r_{1}, r_{2}>0$,

$$
\begin{equation*}
\int_{0}^{\infty} e^{-t \lambda^{2}} J_{v}\left(r_{1} \lambda\right) J_{v}\left(r_{2} \lambda\right) \lambda d \lambda=\frac{1}{2 t} e^{-\left(r_{1}^{2}+r_{2}^{2}\right) / 4 t} I_{v}\left(\frac{r_{1} r_{2}}{2 t}\right) \tag{8.60}
\end{equation*}
$$

Proof. The left side of (8.60) is given by (8.58). Meanwhile, by (8.59), the right side of $(8.60)$ is equal to $(1 / 2 t)\left(r_{1} r_{2} / 4 t\right)^{v}$ times

$$
\begin{equation*}
\sum_{\ell, m \geq 0} \frac{1}{\ell!m!}\left(-\frac{r_{1}^{2}}{4 t}\right)^{\ell}\left(-\frac{r_{2}^{2}}{4 t}\right)^{m} \sum_{n=0}^{\infty} \frac{1}{n!\Gamma(v+n+1)}\left(\frac{r_{1} r_{2}}{4 t}\right)^{2 n} \tag{8.61}
\end{equation*}
$$

If we set $y_{j}=-r_{j}^{2} / 4 t$, we see that the asserted identity (8.60) is equivalent to the identity

$$
\begin{align*}
\sum_{j, k \geq 0} & \frac{\Gamma(v+j+k+1)}{\Gamma(v+j+1) \Gamma(v+k+1)} \frac{1}{j!k!} y_{1}^{j} y_{2}^{k} \\
& =\sum_{\ell, m, n \geq 0} \frac{1}{\ell!m!} \frac{1}{n!\Gamma(v+n+1)} y_{1}^{\ell+n} y_{2}^{m+n} \tag{8.62}
\end{align*}
$$

We compare coefficients of $y_{1}^{j} y_{2}^{k}$ in (8.62). Since both sides of (8.62) are symmetric in $\left(y_{1}, y_{2}\right)$, it suffices to treat the case

$$
\begin{equation*}
j \leq k \tag{8.63}
\end{equation*}
$$

which we assume henceforth. Then we take $\ell+n=j, m+n=k$ and sum over $n \in\{0, \ldots, j\}$, to see that (8.62) is equivalent to the validity of (8.64)

$$
\sum_{n=0}^{j} \frac{1}{(j-n)!(k-n)!n!\Gamma(v+n+1)}=\frac{\Gamma(v+j+k+1)}{\Gamma(v+j+1) \Gamma(v+k+1)} \frac{1}{j!k!}
$$

whenever $0 \leq j \leq k$. Using the identity

$$
\Gamma(v+j+1)=(v+j) \cdots(v+n+1) \Gamma(v+n+1)
$$

and its analogues for the other $\Gamma$-factors in (8.64), we see that (8.64) is equivalent to the validity of

$$
\begin{equation*}
\sum_{n=0}^{j} \frac{j!k!}{(j-n)!(k-n)!n!}(v+j) \cdots(v+n+1)=(v+j+k) \cdots(v+k+1), \tag{8.65}
\end{equation*}
$$

for $0 \leq j \leq k$. Note that the right side of (8.65) is a polynomial of degree $j$ in $v$, and the general term on the left side of (8.65) is a polynomial of degree $j-n$ in $v$.

In order to establish (8.65), it is convenient to set

$$
\begin{equation*}
\mu=v+j \tag{8.66}
\end{equation*}
$$

and consider the associated polynomial identity in $\mu$. With

$$
\begin{gather*}
p_{0}(\mu)=1, \quad p_{1}(\mu)=\mu, \quad p_{2}(\mu)=\mu(\mu-1), \ldots  \tag{8.67}\\
p_{j}(\mu)=\mu(\mu-1) \cdots(\mu-j+1)
\end{gather*}
$$

we see that $\left\{p_{0}, p_{1}, \ldots, p_{j}\right\}$ is a basis of the space $\mathcal{P}_{j}$ of polynomials of degree $j$ in $\mu$, and our task is to write

$$
\begin{equation*}
p_{j}(\mu+k)=(\mu+k)(\mu+k-1) \cdots(\mu+k-j+1) \tag{8.68}
\end{equation*}
$$

as a linear combination of $p_{0}, \ldots, p_{j}$. To this end, define

$$
\begin{equation*}
T: \mathcal{P}_{j} \longrightarrow \mathcal{P}_{j}, \quad T p(\mu)=p(\mu+1) \tag{8.69}
\end{equation*}
$$

By explicit calculation,

$$
\begin{align*}
& p_{1}(\mu+1)=p_{1}(\mu)+p_{0}(\mu)  \tag{8.70}\\
& p_{2}(\mu+1)=(\mu+1) \mu=\mu(\mu-1)+2 \mu=p_{2}(\mu)+2 p_{1}(\mu)
\end{align*}
$$

and an inductive argument gives

$$
\begin{equation*}
T p_{i}=p_{i}+i p_{i-1} \tag{8.71}
\end{equation*}
$$

By convention we set $p_{i}=0$ for $i<0$. Our goal is to compute $T^{k} p_{j}$. Note that

$$
\begin{equation*}
T=I+N, \quad N p_{i}=i p_{i-1}, \tag{8.72}
\end{equation*}
$$

and

$$
\begin{equation*}
T^{k}=\sum_{n=0}^{j}\binom{k}{n} N^{n} \tag{8.73}
\end{equation*}
$$

if $j \leq k$. By (8.72),

$$
\begin{equation*}
N^{n} p_{i}=i(i-1) \cdots(i-n+1) p_{i-n}, \tag{8.74}
\end{equation*}
$$

so we have

$$
\begin{align*}
T^{k} p_{j} & =\sum_{n=0}^{j}\binom{k}{n} j(j-1) \cdots(j-n+1) p_{j-n}  \tag{8.75}\\
& =\sum_{n=0}^{j} \frac{k!}{(k-n)!n!} \frac{j!}{(j-n)!} p_{j-n} .
\end{align*}
$$

This verifies (8.65) and completes the proof of (8.60).
Similarly we can evaluate (8.47) with $f\left(\lambda^{2}\right)=e^{-t \lambda} / \lambda$, as an infinite series, using (8.53) to integrate each term of the double series. We get

$$
\begin{align*}
& \int_{0}^{\infty} e^{-t \lambda} J_{v}\left(r_{1} \lambda\right) J_{v}\left(r_{2} \lambda\right) d \lambda  \tag{8.76}\\
& =\frac{1}{t}\left(\frac{r_{1} r_{2}}{t^{2}}\right)^{v} \sum_{j, k \geq 0} \frac{\Gamma(2 v+2 j+2 k+1)}{\Gamma(v+j+1) \Gamma(v+k+1)} \frac{1}{j!k!}\left(-\frac{r_{1}^{2}}{4 t^{2}}\right)^{j}\left(-\frac{r_{2}^{2}}{4 t^{2}}\right)^{k}
\end{align*}
$$

provided $t>r_{j}>0$. It is possible to express this integral in terms of the Legendre function $Q_{\nu-1 / 2}(z)$.

Proposition 8.8. One has, for all $y, r_{1}, r_{2}>0, v \geq 0$,

$$
\begin{equation*}
\int_{0}^{\infty} e^{-y \lambda} J_{v}\left(r_{1} \lambda\right) J_{v}\left(r_{2} \lambda\right) d \lambda=\frac{1}{\pi}\left(r_{1} r_{2}\right)^{-1 / 2} Q_{\nu-1 / 2}\left(\frac{r_{1}^{2}+r_{2}^{2}+y^{2}}{2 r_{1} r_{2}}\right) \tag{8.77}
\end{equation*}
$$

The Legendre functions $P_{\nu-1 / 2}(z)$ and $Q_{\nu-1 / 2}(z)$ are solutions to

$$
\begin{equation*}
\frac{d}{d z}\left[\left(1-z^{2}\right) \frac{d}{d z} u(z)\right]+\left(v^{2}-\frac{1}{4}\right) u(z)=0 ; \tag{8.78}
\end{equation*}
$$

Compare with (4.52). Extending (4.41), we can set

$$
\begin{equation*}
P_{v-1 / 2}(\cos \theta)=\frac{2}{\pi} \int_{0}^{\theta}(2 \cos s-2 \cos \theta)^{-1 / 2} \cos v s d s, \tag{8.79}
\end{equation*}
$$

and $Q_{\nu-1 / 2}(z)$ can be defined by the integral formula

$$
\begin{equation*}
Q_{v-1 / 2}(\cosh \eta)=\int_{\eta}^{\infty}(2 \cosh s-2 \cosh \eta)^{-1 / 2} e^{-s v} d s \tag{8.80}
\end{equation*}
$$

The identity (8.77) is known as the Lipschitz-Hankel integral formula.

Proof of Proposition 8.8. We derive (8.77) from the Weber identity (8.60). Recall

$$
\begin{equation*}
I_{\nu}(y)=e^{-\pi i v / 2} J_{v}(i y), \quad y>0 . \tag{8.81}
\end{equation*}
$$

To work with (8.60), we use the subordination identity

$$
\begin{equation*}
e^{-y \lambda}=\frac{\lambda}{\sqrt{\pi}} \int_{0}^{\infty} e^{-y^{2} / 4 t} e^{-t \lambda^{2}} t^{-1 / 2} d t \tag{8.82}
\end{equation*}
$$

cf. Chap. 3, (5.31) for a proof. Plugging this into the left side of (8.77), and using (8.60), we see that the left side of (8.77) is equal to

$$
\begin{equation*}
\frac{1}{2 \sqrt{\pi}} \int_{0}^{\infty} e^{-\left(r_{1}^{2}+r_{2}^{2}+y^{2}\right) / 4 t} I_{v}\left(\frac{r_{1} r_{2}}{2 t}\right) t^{-3 / 2} d t \tag{8.83}
\end{equation*}
$$

The change of variable $s=r_{1} r_{2} / 2 t$ gives

$$
\begin{equation*}
\sqrt{\frac{1}{2 \pi}}\left(r_{1} r_{2}\right)^{-1 / 2} \int_{0}^{\infty} e^{-s\left(r_{1}^{2}+r_{2}^{2}+y^{2}\right) / 2 r_{1} r_{2}} I_{\nu}(s) s^{-1 / 2} d s \tag{8.84}
\end{equation*}
$$

Thus the asserted identity (8.77) follows from the identity

$$
\begin{equation*}
\int_{0}^{\infty} e^{-s z} I_{\nu}(s) s^{-1 / 2} d s=\sqrt{\frac{2}{\pi}} Q_{v-1 / 2}(z), \quad z>0 \tag{8.85}
\end{equation*}
$$

As for the validity of (8.85), we mention two identities. Recall from (8.57) that

$$
\begin{align*}
\int_{0}^{\infty} e^{-s z} J_{v}(\lambda s) s^{\mu-1} d s= & \left(\frac{\lambda}{2}\right)^{v} z^{-\mu-\nu} \frac{\Gamma(\mu+v)}{\Gamma(v+1)}  \tag{8.86}\\
& \cdot{ }_{2} F_{1}\left(\frac{\mu}{2}+\frac{v}{2}+\frac{1}{2}, \frac{\mu}{2}+\frac{v}{2} ; v+1 ;-\frac{\lambda^{2}}{z^{2}}\right) .
\end{align*}
$$

Next, there is the classical representation of the Legendre function $Q_{\nu-1 / 2}(z)$ as a hypergeometric function:

$$
\begin{equation*}
Q_{v-1 / 2}(z)=\frac{\Gamma\left(\frac{1}{2}\right) \Gamma\left(v+\frac{1}{2}\right)}{\Gamma(v+1)}(2 z)^{-v-1 / 2}{ }_{2} F_{1}\left(\frac{v}{2}+\frac{3}{4}, \frac{v}{2}+\frac{1}{4} ; v+1 ; \frac{1}{z^{2}}\right) ; \tag{8.87}
\end{equation*}
$$

cf. [Leb], (7.3.7) If we apply (8.86) with $\lambda=i, \mu=1 / 2$ (keeping (8.81) in mind), then (8.85) follows.

Remark: Formulas (8.77) and (8.60) are proven in the opposite order in [W].

By analytic continuation, we can treat $f\left(\lambda^{2}\right)=e^{-\varepsilon \lambda} \lambda^{-1} \sin \lambda t$ for any $\varepsilon>0$. We apply this to (8.47). Letting $\varepsilon \searrow 0$, we get for the fundamental solution to the wave equation:

$$
\begin{align*}
&(-\Delta)^{-1 / 2} \sin t(-\Delta)^{1 / 2} \\
&=-\lim _{\varepsilon \searrow 0}\left(r_{1} r_{2}\right)^{\alpha} \operatorname{Im} \int_{0}^{\infty} e^{-(\varepsilon+i t) \lambda} J_{v}\left(\lambda r_{1}\right) J_{v}\left(\lambda r_{2}\right) d \lambda  \tag{8.88}\\
&=-\frac{1}{\pi}\left(r_{1} r_{2}\right)^{\alpha-1 / 2} \lim _{\varepsilon \searrow 0} \operatorname{Im} Q_{v-1 / 2}\left(\frac{r_{1}^{2}+r_{2}^{2}+(\varepsilon+i t)^{2}}{2 r_{1} r_{2}}\right) .
\end{align*}
$$

Using the integral formula (8.80), where the path of integration is a suitable path from $\eta$ to $+\infty$ in the complex plane, one obtains the following alternative integral representation of $(-\Delta)^{-1 / 2} \sin t(-\Delta)^{1 / 2}$. The Schwartz kernel is equal to

$$
\begin{gather*}
0, \quad \text { if } t<\left|r_{1}-r_{2}\right|  \tag{8.89}\\
\frac{1}{\pi}\left(r_{1} r_{2}\right)^{\alpha} \int_{0}^{\beta_{1}}\left[t^{2}-\left(r_{1}^{2}+r_{2}^{2}-2 r_{1} r_{2} \cos s\right)\right]^{-1 / 2} \cos v s d s \tag{8.90}
\end{gather*}
$$

if $\left|r_{1}-r_{2}\right|<t<r_{1}+r_{2}$, and

$$
\begin{equation*}
\frac{1}{\pi}\left(r_{1} r_{2}\right)^{\alpha} \cos \pi v \int_{\beta_{2}}^{\infty}\left[r_{1}^{2}+r_{2}^{2}+2 r_{1} r_{2} \cosh s-t^{2}\right]^{-1 / 2} e^{-s v} d s \tag{8.91}
\end{equation*}
$$

if $t>r_{1}+r_{2}$, where

$$
\begin{equation*}
\beta_{1}=\cos ^{-1}\left(\frac{r_{1}^{2}+r_{2}^{2}-t^{2}}{2 r_{1} r_{2}}\right), \quad \beta_{2}=\cosh ^{-1}\left(\frac{t^{2}-r_{1}^{2}-r_{2}^{2}}{2 r_{1} r_{2}}\right) \tag{8.92}
\end{equation*}
$$

Recall that $\alpha=-(m-1) / 2$, where $m=\operatorname{dim} N$.
We next show how formulas (8.89)-(8.91) lead to an analysis of the classical problem of diffraction of waves by a slit along the positive $x$-axis in the plane $\mathbb{R}^{2}$. In fact, if waves propagate in $\mathbb{R}^{2}$ with this ray removed, on which Dirichlet boundary conditions are placed, we can regard the space as the cone over an interval of length $2 \pi$, with Dirichlet boundary conditions at the endpoints. By the method of images, it suffices to analyze the case of the cone over a circle of circumference $4 \pi$ (twice the circumference of the standard unit circle). Thus $C(N)$ is a double cover of $\mathbb{R}^{2} \backslash 0$ in this case. We divide up the spacetime into regions I, II, and III, respectively, as described by (8.89), (8.90), and (8.91). Region I contains only points on $C(N)$ too far away from the source point to be influenced by time $t$; that the fundamental solution is 0 here is consistent with finite propagation speed.

Since the circle has dimension $m=1$, we see that

$$
\begin{equation*}
v=\left(-\Delta_{N}\right)^{1 / 2}=\left(-\frac{d^{2}}{d \theta^{2}}\right)^{1 / 2} \tag{8.93}
\end{equation*}
$$

in this case if $\theta \in \mathbb{R} /(4 \pi \mathbb{Z})$ is the parameter on the circle of circumference $4 \pi$. On the line, we have

$$
\begin{equation*}
\cos s v \delta_{\theta_{1}}\left(\theta_{2}\right)=\frac{1}{2}\left[\delta\left(\theta_{1}-\theta_{2}+s\right)+\delta\left(\theta_{1}-\theta_{2}-s\right)\right] \tag{8.94}
\end{equation*}
$$

To get $\cos s v$ on $\mathbb{R} /(4 \pi \mathbb{Z})$, we simply make (8.94) periodic by the method of images. Consequently, from (8.90), the wave kernel $(-\Delta)^{-1 / 2} \sin t(-\Delta)^{1 / 2}$ is equal to

$$
\begin{array}{cl}
(2 \pi)^{-1}\left[t^{2}-r_{1}^{2}-r_{2}^{2}+2 r_{1} r_{2} \cos \left(\theta_{1}-\theta_{2}\right)\right]^{-1 / 2} & \text { if }\left|\theta_{1}-\theta_{2}\right| \leq \pi,  \tag{8.95}\\
0 & \text { if }\left|\theta_{1}-\theta_{2}\right|>\pi,
\end{array}
$$

in region II. Of course, for $\left|\theta_{1}-\theta_{2}\right|<\pi$ this coincides with the free space fundamental solution, so (8.95) also follows by finite propagation speed.

We turn now to an analysis of region III. In order to make this analysis, it is convenient to make simultaneous use both of (8.91) and of another formula for the wave kernel in this region, obtained by choosing another path from $\eta$ to $\infty$ in the integral representation (8.80). The formula (8.91) is obtained by taking a horizontal line segment; see Fig. 8.1.

If instead we take the path indicated in Fig. 8.2, we obtain the following formula for $(-\Delta)^{-1 / 2} \sin t(-\Delta)^{1 / 2}$ in region III:

$$
\begin{gather*}
\pi^{-1}\left(r_{1} r_{2}\right)^{-(m-1) / 2}\left\{\int_{0}^{\pi}\left(t^{2}-r_{1}^{2}-r_{2}^{2}+2 r_{1} r_{2} \cos s\right)^{-1 / 2} \cos s v d s\right.  \tag{8.96}\\
\left.-\sin \pi v \int_{0}^{\beta_{2}}\left(t^{2}-r_{1}^{2}-r_{2}^{2}-2 r_{1} r_{2} \cosh s\right)^{-1 / 2} e^{-s v} d s\right\}
\end{gather*}
$$

The operator $v$ on $\mathbb{R} /(4 \pi \mathbb{Z})$ given by (8.93) has spectrum consisting of

$$
\begin{equation*}
\operatorname{Spec} v=\left\{0, \frac{1}{2}, 1, \frac{3}{2}, 2, \ldots\right\}, \tag{8.97}
\end{equation*}
$$



Figure 8.1 Integration Contour


Figure 8.2 Alternative Contour
all the eigenvalues except for 0 occurring with multiplicity 2 . The formula (8.91) shows the contribution coming from the half-integers in Spec $v$ vanishes, since $\cos \frac{1}{2} \pi n=0$ if $n$ is an odd integer. Thus we can use formula (8.96) and compose with the projection onto the sum of the eigenspaces of $v$ with integer spectrum. This projection is given by

$$
\begin{equation*}
P=\cos ^{2} \pi v \tag{8.98}
\end{equation*}
$$

on $\mathbb{R} /(4 \pi \mathbb{Z})$. Since $\sin \pi n=0$, in the case $N=\mathbb{R} /(4 \pi \mathbb{Z})$ we can rewrite (8.96) as

$$
\begin{equation*}
\pi^{-1}\left(r_{1} r_{2}\right)^{-(m-1) / 2} \int_{0}^{\pi}\left(t^{2}-r_{1}^{2}-r_{2}^{2}+2 r_{1} r_{2} \cos s\right)^{-1 / 2} P \cos s v d s \tag{8.99}
\end{equation*}
$$

In view of the formulas (8.94) and (8.96), we have

$$
P \cos s v \delta_{\theta_{1}}\left(\theta_{2}\right)
$$

$$
\begin{align*}
= & \frac{1}{4}\left[\delta\left(\theta_{1}-\theta_{2}+s\right)+\delta\left(\theta_{1}-\theta_{2}-s\right)\right.  \tag{8.100}\\
& \left.+\delta\left(\theta_{1}-\theta_{2}+2 \pi+s\right)+\delta\left(\theta_{1}-\theta_{2}+2 \pi-s\right)\right] \bmod 4 \pi
\end{align*}
$$

Thus, in region III, we have for the wave kernel $(-\Delta)^{-1 / 2} \sin t(-\Delta)^{1 / 2}$ the formula

$$
\begin{equation*}
(4 \pi)^{-1}\left(t^{2}-r_{1}^{2}-r_{2}^{2}+2 r_{1} r_{2} \cos \left(\theta_{1}-\theta_{2}\right)\right)^{-1 / 2} \tag{8.101}
\end{equation*}
$$

Thus, in region III, the value of the wave kernel at points $\left(r_{1}, \theta_{1}\right),\left(r_{2}, \theta_{2}\right)$ of the double cover of $\mathbb{R}^{2} \backslash 0$ is given by half the value of the wave kernel on $\mathbb{R}^{2}$ at the image points. The jump in behavior from (8.95) to (8.101) gives rise to a diffracted wave.

We depict the singularities of the fundamental solution to the wave equation for $\mathbb{R}^{2}$ minus a slit in Figs. 8.3 and 8.4. In Fig. 8.3 we have the situation $|t|<r_{1}$,


Figure 8.3 Reflected Wave Front


Figure 8.4 Reflected and Diffracted Wave Fronts
where no diffraction has occurred, and region III is empty. In Fig. 8.4 we have a typical situation for $|t|>r_{1}$, with the diffracted wave labeled by a " $\mathcal{D}$."

This diffraction problem was first treated by Sommerfeld [Som] and was the first diffraction problem to be rigorously analyzed. For other approaches to the diffraction problem presented above, see [BSU] and[Stk].

Generally, the solution (8.89)-(8.91) contains a diffracted wave on the boundary between regions II and III. In Fig. 8.5 we illustrate the diffraction of a wave by a wedge; here $N$ is an interval of length $\ell<2 \pi$. We now want to provide, for general $N$, a description of the behavior of the distribution $v=$ $(-\Delta)^{-1 / 2} \sin t(-\Delta)^{1 / 2} \delta_{\left(r_{2}, x_{2}\right)}$ near this diffracted wave, that is, a study of the limiting behavior as $r_{1} \searrow t-r_{2}$ and as $r_{1} \nearrow t-r_{2}$.

We begin with region II. From (8.90), we have $v$ equal to

$$
\begin{equation*}
\frac{1}{2}\left(r_{1} r_{2}\right)^{\alpha-1 / 2} P_{\nu-1 / 2}\left(\cos \beta_{1}\right) \delta_{x_{2}} \quad \text { in region II, } \tag{8.102}
\end{equation*}
$$

where $P_{v-1 / 2}$ is the Legendre function defined by (8.79) and $\beta_{1}$ is given by (8.92). Note that as $r_{1} \searrow t-r_{2}, \beta_{1} \nearrow \pi$.

To analyze (8.102), replace $s$ by $\pi-s$ in (8.79), and, with $\delta_{1}=\pi-\beta_{1}$, write

$$
\begin{align*}
\frac{\pi}{2} P_{\nu-1 / 2}\left(\cos \beta_{1}\right)= & \cos \pi v \int_{\delta_{1}}^{\pi}\left(2 \cos \delta_{1}-2 \cos s\right)^{-1 / 2} \cos s v d s  \tag{8.103}\\
& +\sin \pi v \int_{\delta_{1}}^{\pi}\left(2 \cos \delta_{1}-2 \cos s\right)^{-1 / 2} \sin s v d s .
\end{align*}
$$



Figure 8.5 Diffraction by a Wedge

As $\delta_{1} \searrow 0$, the second term on the right tends in the limit to

$$
\begin{equation*}
\sin \pi v \int_{0}^{\pi} \frac{\sin s v}{\sin \frac{1}{2} s} d s \tag{8.104}
\end{equation*}
$$

Write the first term on the right side of (8.103) as

$$
\begin{align*}
\cos \pi v & \int_{\delta_{1}}^{\pi}\left(2 \cos \delta_{1}-2 \cos s\right)^{-1 / 2}(\cos s v-1) d s \\
& +\cos \pi v \int_{\delta_{1}}^{\pi}\left(2 \cos \delta_{1}-2 \cos s\right)^{-1 / 2} d s \tag{8.105}
\end{align*}
$$

As $\delta_{1} \searrow 0$, the first term here tends in the limit to

$$
\begin{equation*}
\cos \pi v \int_{0}^{\pi} \frac{\cos s v-1}{\sin \frac{1}{2} s} d s \tag{8.106}
\end{equation*}
$$

The second integral in (8.105) is a scalar, independent of $v$, and it is easily seen to have a logarithmic singularity. More precisely,

$$
\begin{align*}
& \int_{\delta_{1}}^{\pi}\left(2 \cos \delta_{1}-2 \cos s\right)^{-\frac{1}{2}} d s \\
& \sim\left(\log \frac{2}{\delta_{1}}\right) \sum_{j=0}^{\infty} A_{j} \delta_{1}^{j}+\sum_{j=1}^{\infty} B_{j} \delta_{1}^{j}, \quad A_{0}=1 . \tag{8.107}
\end{align*}
$$

Consequently, one derives the following.

Proposition 8.9. Fix $\left(r_{2}, x_{2}\right)$ and $t$. Then, as $r_{1} \searrow t-r_{2}$,

$$
\begin{align*}
(-\Delta)^{-1 / 2} & \sin t(-\Delta)^{1 / 2} \delta_{\left(r_{2}, x_{2}\right)} \\
= & \frac{1}{\pi}\left(r_{1} r_{2}\right)^{\alpha-1 / 2}\left\{\log \frac{2}{\delta_{1}} \cos \pi v \delta_{x_{2}}\right.  \tag{8.108}\\
& \left.+\int_{0}^{\pi} \frac{\cos s v-\cos \pi v}{2 \cos \frac{1}{2} s} d s \delta_{x_{2}}+R_{1} \delta_{x_{2}}\right\}
\end{align*}
$$

where, for $s>(m+1) / 2$,

$$
\begin{equation*}
\left\|R_{1} \delta_{x_{2}}\right\|_{\mathcal{D}^{-s-1}} \leq C \delta_{1} \log \frac{1}{\delta_{1}}, \text { as } \delta_{1} \searrow 0 . \tag{8.109}
\end{equation*}
$$

The following result analyzes the second term on the right in (8.108).
Proposition 8.10. We have

$$
\begin{align*}
\int_{0}^{\pi} & \left(2 \cos \frac{1}{2} s\right)^{-1}(\cos s v-\cos \pi v) d s \\
& =\cos \pi v\left\{-\log v+\sum_{j=0}^{K} a_{j} v^{-2 j}\right\}+\frac{\pi}{2} \sin \pi v+S_{K}(v), \tag{8.110}
\end{align*}
$$

where $S_{K}(v): \mathcal{D}^{s} \rightarrow \mathcal{D}^{s+2 K}$, for all $s$.
The spaces $\mathcal{D}^{s}$ are spaces of generalized functions on $N$, introduced in Chap. 5, Appendix A.

We turn to the analysis of $v$ in region III. Using (8.91), we can write $v$ as

$$
\begin{equation*}
\frac{1}{\pi}\left(r_{1} r_{2}\right)^{\alpha-1 / 2} \cos \pi v Q_{v-1 / 2}\left(\cosh \beta_{2}\right) \delta_{x_{2}}, \quad \text { in region III, } \tag{8.111}
\end{equation*}
$$

where $Q_{\nu-1 / 2}$ is the Legendre function given by (8.80) and $\beta_{2}$ is given by (8.92). It is more convenient to use (8.96) instead; this yields for $v$ the formula

$$
\begin{align*}
\frac{1}{\pi}\left(r_{1} r_{2}\right)^{\alpha-1 / 2}\{ & \int_{0}^{\pi}\left(2 \cosh \beta_{2}+2 \cos s\right)^{-1 / 2} \cos s v d s  \tag{8.112}\\
& \left.-\sin \pi v \int_{0}^{\beta_{2}}\left(2 \cosh \beta_{2}-2 \cosh s\right)^{-1 / 2} e^{-s v} d s\right\}
\end{align*}
$$

Note that as $r_{1} \nearrow t-r_{2}, \beta_{2} \searrow 0$.
The first integral in (8.112) has an analysis similar to that arising in (8.103); first replace $s$ by $\pi-s$ to rewrite the integral as

$$
\begin{align*}
& \cos \pi v \int_{0}^{\pi}\left(2 \cosh \beta_{2}-2 \cos s\right)^{-1 / 2} \cos s v d s  \tag{8.113}\\
& \quad+\sin \pi v \int_{0}^{\pi}\left(2 \cosh \beta_{2}-2 \cos s\right)^{-1 / 2} \sin s v d s .
\end{align*}
$$

As $\beta_{2} \searrow 0$, the second term in (8.113) tends to the limit (8.104), and the first term also has an analysis similar to (8.105)-(8.107), with (8.107) replaced by

$$
\begin{align*}
& \int_{0}^{\pi}\left(2 \cosh \beta_{2}-2 \cos s\right)^{-1 / 2} d s \\
& \sim\left(\log \frac{2}{\beta_{2}}\right) \sum_{j \geq 0} A_{j}^{\prime} \beta_{2}^{j}+\sum_{j \geq 1} B_{j}^{\prime} \beta_{2}^{j}, \quad A_{0}^{\prime}=1 . \tag{8.114}
\end{align*}
$$

It is the second term in (8.112) that leads to the jump across $r_{1}=t-r_{2}$, hence to the diffracted wave. We have

$$
\begin{equation*}
\int_{0}^{\beta_{2}}\left(2 \cosh \beta_{2}-2 \cosh s\right)^{-1 / 2} e^{-s v} d s \sim \int_{0}^{\beta_{2}} \frac{d s}{\sqrt{\beta_{2}^{2}-s^{2}}}=\frac{\pi}{2} \tag{8.115}
\end{equation*}
$$

Thus we have the following:
Proposition 8.11. For $r_{1} \nearrow t-r_{2}$,

$$
\begin{align*}
& (-\Delta)^{-1 / 2} \sin t(-\Delta)^{1 / 2} \delta_{\left(r_{2}, x_{2}\right)} \\
& =\frac{1}{\pi}\left(r_{1} r_{2}\right)^{\alpha-1 / 2}\left\{\log \frac{2}{\beta_{2}} \cos \pi v \delta_{x_{2}}\right.  \tag{8.116}\\
& \left.\quad+\int_{0}^{\pi} \frac{\cos s v-\cos \pi v}{2 \cos \frac{1}{2} s} d s \delta_{x_{2}}-\frac{\pi}{2} \sin \pi v \delta_{x_{2}}+\widetilde{R}_{1} \delta_{x_{2}}\right\},
\end{align*}
$$

where, for $s>(m+1) / 2$,

$$
\begin{equation*}
\left\|R_{1} \delta_{x_{2}}\right\|_{\mathcal{D}^{-s-1}} \leq C \beta_{2} \log \frac{1}{\beta_{2}}, \text { as } \beta_{2} \searrow 0 . \tag{8.117}
\end{equation*}
$$

Note that (8.116) differs from (8.108) by the term $\pi^{-1}\left(r_{1} r_{2}\right)^{\alpha-1 / 2}$ times

$$
\begin{equation*}
-\frac{\pi}{2} \sin \pi v \delta_{x_{2}} . \tag{8.118}
\end{equation*}
$$

This contribution represents a jump in the fundamental solution across the diffracted wave $\mathcal{D}$. There is also the logarithmic singularity, $\left(r_{1} r_{2}\right)^{\alpha-1 / 2}$ times

$$
\begin{equation*}
\frac{1}{\pi} \log \frac{2}{\delta} \cos \pi v \delta_{x_{2}} \tag{8.119}
\end{equation*}
$$

where $\delta=\delta_{1}$ in (8.108) and $\delta=\beta_{2}$ in (8.116). In the special case where $N$ is an interval $[0, L]$, so $\operatorname{dim} C(N)=2, \cos \pi v \delta_{x_{2}}$ is a sum of two delta functions. Thus its manifestation in such a case is subtle.

We also remark that if $N$ is a subdomain of the unit sphere $S^{2 k}$ (of even dimension), then $\cos \pi v \delta_{x_{2}}$ vanishes on the set $N \backslash N_{0}$, where

$$
\begin{equation*}
N_{0}=\left\{x_{1} \in N: \text { for some } y \in \partial N, \operatorname{dist}\left(x_{2}, y\right)+\operatorname{dist}\left(y, x_{1}\right) \leq \pi\right\} \tag{8.120}
\end{equation*}
$$

Thus the $\log$ blow-up disappears on $N \backslash N_{0}$. This follows from the fact that $\cos \pi v_{0}=0$, where $v_{0}$ is the operator (8.46) on $S^{2 k}$, together with a finite propagation speed argument.

While Propositions 8.9-8.11 contain substantial information about the nature of the diffracted wave, this information can be sharpened in a number of respects. A much more detailed analysis is given in [CT].

## Exercises

1. Using (7.36) and (7.80), work out the asymptotic behavior of ${ }_{1} F_{1}(a ; b ;-z)$ as $z \rightarrow+\infty$, given $b, b-a \notin\{0,-1,-2, \ldots\}$. Deduce from (8.51) that whenever $v \geq 0, s \in \mathbb{R}$,

$$
\begin{equation*}
\lim _{b \searrow 0} \int_{0}^{\infty} e^{-b r^{2}} J_{v}(r) r^{-i s} d r=2^{-i s} \frac{\Gamma\left(\frac{1}{2}(\nu+1-i s)\right)}{\Gamma\left(\frac{1}{2}(\nu+1+i s)\right)} \tag{8.121}
\end{equation*}
$$

2. Define operators

$$
\begin{equation*}
M_{r} f(r)=r f(r), \quad \mathcal{J} f(r)=f\left(r^{-1}\right) \tag{8.122}
\end{equation*}
$$

Show that

$$
\begin{align*}
M_{r}: L^{2}\left(\mathbb{R}^{+}, r d r\right) & \longrightarrow L^{2}\left(\mathbb{R}^{+}, r^{-1} d r\right), \quad \mathcal{J}: L^{2}\left(\mathbb{R}^{+}, r^{-1} d r\right) \\
& \longrightarrow L^{2}\left(\mathbb{R}^{+}, r^{-1} d r\right) \tag{8.123}
\end{align*}
$$

are unitary. Show that

$$
\begin{equation*}
H_{v}^{\#}=\mathcal{J} M_{r} H_{v} M_{r}^{-1} \tag{8.124}
\end{equation*}
$$

is given by

$$
\begin{equation*}
H_{v}^{\#} f(\lambda)=\left(f \star \ell_{\nu}\right)(\lambda), \tag{8.125}
\end{equation*}
$$

where $\star$ denotes the natural convolution on $\mathbb{R}^{+}$, with Haar measure $r^{-1} d r$ :

$$
\begin{equation*}
(f \star g)(\lambda)=\int_{0}^{\infty} f(r) g\left(r^{-1} \lambda\right) r^{-1} d r, \tag{8.126}
\end{equation*}
$$

and

$$
\begin{equation*}
\ell_{v}(r)=r^{-1} J_{v}\left(r^{-1}\right) \tag{8.127}
\end{equation*}
$$

3. Consider the Mellin transform:

$$
\begin{equation*}
\mathcal{M}^{\#} f(s)=\int_{0}^{\infty} f(r) r^{i s-1} d r \tag{8.128}
\end{equation*}
$$

As shown in (A.17)-(A.20) of Chap. 3, we have

$$
\begin{equation*}
(2 \pi)^{-1 / 2} \mathcal{M}^{\#}: L^{2}\left(\mathbb{R}^{+}, r^{-1} d r\right) \longrightarrow L^{2}(\mathbb{R}, d s), \text { unitary. } \tag{8.129}
\end{equation*}
$$

Show that

$$
\begin{equation*}
\mathcal{M}^{\#}(f \star g)(s)=\mathcal{M}^{\#} f(s) \cdot \mathcal{M}^{\#} g(s), \tag{8.130}
\end{equation*}
$$

and deduce that

$$
\begin{equation*}
\mathcal{M}^{\#} H_{\nu}^{\#} f(s)=\Psi(s) \mathcal{M}^{\#} f(s), \tag{8.131}
\end{equation*}
$$

where

$$
\begin{equation*}
\Psi(s)=\int_{0}^{\infty} J_{v}\left(r^{-1}\right) r^{i s-2} d r=\int_{0}^{\infty} J_{v}(r) r^{-i s} d r=2^{-i s} \frac{\Gamma\left(\frac{1}{2}(v+1-i s)\right)}{\Gamma\left(\frac{1}{2}(v+1+i s)\right)} \tag{8.132}
\end{equation*}
$$

4. From (8.126)-(8.132), give another proof of the unitarity (8.13) of $H_{\nu}$. Using symmetry, deduce that spec $H_{v}=\{-1,1\}$, and hence deduce again the inversion formula (8.14).
5. Verify the asymptotic expansion (8.107). (Hint: Write $2 \cos \delta-2 \cos s=\left(s^{2}-\delta^{2}\right)$ $F(s, \delta)$ with $F$ smooth and positive, $F(0,0)=1$. Then, with $G(s, \delta)=F(s, \delta)^{-1 / 2}$,

$$
\begin{equation*}
\int_{\delta}^{\pi}(2 \cos \delta-2 \cos s)^{-1 / 2} d s=\int_{\delta}^{\pi} G(s, \delta) \frac{d s}{\sqrt{s^{2}-\delta^{2}}} \tag{8.133}
\end{equation*}
$$

Write $G(s, \delta)=g(s)+\delta H(s, \delta), g(0)=1$, and verify that (8.133) is equal to $A_{1}+A_{2}$, where

$$
\begin{aligned}
& A_{1}=\int_{\delta}^{\pi} G(s, \delta) \frac{d s}{s}=g(0) \log \frac{1}{\delta}+O\left(\delta \log \frac{1}{\delta}\right), \\
& A_{2}=\int_{\delta}^{\pi} g(s)\left[\frac{1}{\sqrt{s^{2}-\delta^{2}}}-\frac{1}{s}\right] d s+O(\delta)=B_{2}+O(\delta) .
\end{aligned}
$$

Show that

$$
B_{2}=g(0) \int_{1}^{\pi / \delta}\left[\frac{1}{\sqrt{t^{2}-1}}-\frac{1}{t}\right] d t+O(\delta)=C_{2}+O(\delta),
$$

with

$$
C_{2}=\int_{1}^{\infty}\left[\frac{1}{\sqrt{t^{2}-1}}-\frac{1}{t}\right] d t
$$

Use the substitution $t=\cosh u$ to do this integral and get $C_{2}=\log 2$.)
Next, verify the expansion (8.114).

## Exercises on the hypergeometric function

1. Show that ${ }_{2} F_{1}\left(a_{1}, a_{2} ; b ; z\right)$, defined by (8.56), satisfies

$$
\begin{equation*}
{ }_{2} F_{1}\left(a_{1}, a_{2} ; b ; z\right)=\frac{\Gamma(b)}{\Gamma\left(a_{2}\right) \Gamma\left(b-a_{2}\right)} \int_{0}^{1} t^{a_{2}-1}(1-t)^{b-a_{2}-1}(1-t z)^{-a_{1}} d t \tag{8.134}
\end{equation*}
$$

for $\operatorname{Re} b>\operatorname{Re} a_{2}>0,|z|<1$. (Hint: Use the beta function identity, (A.23)-(A.24) of Chap. 3, to write

$$
\frac{\left(a_{2}\right)_{k}}{(b)_{k}}=\frac{\Gamma(b)}{\Gamma\left(a_{2}\right) \Gamma\left(b-a_{2}\right)} \int_{0}^{1} t^{a_{2}-1+k}(1-t)^{b-a_{2}-1} d t, \quad k=0,1,2, \ldots,
$$

and substitute this into (8.39). Then use

$$
\left.\sum_{k=0}^{\infty} \frac{\left(a_{1}\right)_{k}}{k!}(z t)^{k}=(1-t z)^{-a_{1}}, \quad 0 \leq t \leq 1, \quad|z|<1 .\right)
$$

2. Show that, given $\operatorname{Re} b>\operatorname{Re} a_{2}>0$, (8.134) analytically continues in $z$ to $z \in \mathbb{C} \backslash$ $[1, \infty)$.
3. Show that the function (8.134) satisfies the ODE

$$
z(1-z) \frac{d^{2} u}{d z^{2}}+\left\{b-\left(a_{1}+a_{2}+1\right) z\right\} \frac{d u}{d z}-a_{1} a_{2} u=0
$$

Note that $u(0)=1, u^{\prime}(0)=a_{1} a_{2} / b$, but zero is a singular point for this ODE. Show that another solution is

$$
u(z)=z^{1-b}{ }_{2} F_{1}\left(a_{1}-b+1, a_{2}-b+1 ; 2-b ; z\right) .
$$

4. Show that

$$
{ }_{2} F_{1}\left(a_{1}, a_{2} ; b ; z\right)=(1-z)^{-a_{1}}{ }_{2} F_{1}\left(a_{1}, b-a_{2} ; b ;(z-1)^{-1} z\right) .
$$

(Hint: Make a change of variable $s=1-t$ in (8.134).)
For many other important transformation formulas, see [Leb] or [WW].
5. Show that

$$
{ }_{1} F_{1}(a ; b ; z)=\lim _{c \nearrow \infty}{ }_{2} F_{1}\left(a, c ; b ; c^{-1} z\right) .
$$

We mention the generalized hypergeometric function, defined by

$$
{ }_{p} F_{q}(a ; b ; z)=\sum_{k=0}^{\infty} \frac{(a)_{k}}{(b)_{k}} \frac{z^{k}}{k!},
$$

where $p \leq q+1, a=\left(a_{1}, \ldots, a_{p}\right), b=\left(b_{1}, \ldots, b_{q}\right), b_{j} \in \mathbb{C} \backslash\{0,-1,-2, \ldots\}$, $|z|<1$, and

$$
(a)_{k}=\left(a_{1}\right)_{k} \cdots\left(a_{p}\right)_{k}, \quad(b)_{k}=\left(b_{1}\right)_{k} \cdots\left(b_{q}\right)_{k},
$$

and where, as before, for $c \in \mathbb{C},(c)_{k}=c(c+1) \cdots(c+k-1)$. For more on this class of functions, see [Bai].
6. The Legendre function $Q_{v-1 / 2}(z)$ satisfies the identity (8.87), for $v \geq 0,|z|>1$, and $|\operatorname{Arg} z|<\pi$; cf. (7.3.7) of [Leb]. Take $z=\left(r_{1}^{2}+r_{2}^{2}+t^{2}\right) / 2 r_{1} r_{2}$, and compare the resulting power series for the right side of (8.77) with the power series in (8.76).
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## Scattering by Obstacles

## Introduction

In this chapter we study the phenomenon of scattering by a compact obstacle in Euclidean space $\mathbb{R}^{3}$. We restrict attention to the three-dimensional case, though a similar analysis can be given for obstacles in $\mathbb{R}^{n}$ whenever $n$ is odd. The Huygens principle plays an important role in part of the analysis, and for that part the situation for $n$ even is a little more complicated, though a theory exists there also.

The basic scattering problem is to solve the boundary problem

$$
\begin{equation*}
\left(\Delta+k^{2}\right) v=0 \text { in } \Omega, \quad v=f \text { on } \partial K, \tag{0.1}
\end{equation*}
$$

where $\Omega=\mathbb{R}^{3} \backslash K$ is the complement of a compact set $K$. (We also assume $\Omega$ is connected.) We place on $v$ the "radiation condition"

$$
\begin{equation*}
r\left(\frac{\partial v}{\partial r}-i k v\right) \longrightarrow 0, \text { as } r \longrightarrow \infty \tag{0.2}
\end{equation*}
$$

in case $k$ is real. We establish the existence and uniqueness of solutions to (0.1) and $(0.2)$ in $\S 1$. Motivation for the condition (0.2) is also given there.

Special choices of the boundary value $f$ give rise to the construction of the Green function $G(x, y, k)$ and of "eigenfunctions" $u_{ \pm}(x, k \omega)$. In $\S 2$ we study analogues of the Fourier transform, arising from such eigenfunctions, providing $\Phi_{ \pm}$, unitary operators from $L^{2}(\Omega)$ to $L^{2}\left(\mathbb{R}^{3}\right)$ which intertwine the Laplace operator on $\Omega$, with the Dirichlet boundary condition, and multiplication by $|\xi|^{2}$ on $L^{2}\left(\mathbb{R}^{3}\right)$.

For any smooth $f$ on $\partial K$, the solution to (0.1) and (0.2) has the following asymptotic behavior:

$$
\begin{equation*}
v(r \theta)=r^{-1} e^{i k r} \alpha(f, \theta, k)+o\left(r^{-1}\right), \quad r \longrightarrow \infty \tag{0.3}
\end{equation*}
$$

known as the "far field expansion." In case $f(x)=-e^{i k \omega \cdot x}$ on $\partial K$, the coefficient is denoted by $a(\omega, \theta, k)$ and called the "scattering amplitude." This is one of the
fundamental objects of scattering theory; in $\S 3$ it is related to the unitary operator $S=\Phi_{+} \Phi_{-}^{-1}$ on $L^{2}\left(\mathbb{R}^{3}\right)$, the "scattering operator."

The term "scattering" refers to the scattering of waves. Connection with the wave equation is made in $\S \S 4$ and 5 , where the scattering operator is related to the long-time behavior of the solution operator for the wave equation, in counterpoint to the long-distance characterization of the scattering amplitude given in §1. In the study of the wave-equation approach to scattering theory, a useful tool is a semigroup $Z(t)$, introduced by Lax and Phillips, which is described in $\S 6$.

Section 7 considers the meromorphic continuation in $k$ of the solution operator to (0.1) and (0.2). This operator has poles in the lower half-plane, called scattering poles. The analytical method used to effect this construction involves the classical use of integral equations. We also relate the scattering poles to the spectrum of the Lax-Phillips semigroup $Z(t)$. In $\S 8$ we derive "trace formulas," further relating the poles and $Z(t)$. In $\S 9$ we illustrate material of earlier sections by explicit calculations for scattering by the unit sphere in $\mathbb{R}^{3}$.

In $\S \S 10$ and 11 , we discuss the "inverse" problem of determining an obstacle $K$, given scattering data. Section 10 focuses on uniqueness results, asserting that exact measurements of certain scattering data will uniquely determine $K$. In §11 we discuss some methods that have been used to determine $K$ approximately, given approximate measurements of scattering data. This leads us to a discussion of "ill-posed" problems and how to regularize them.

In $\S 12$ we present some material on scattering by a rough obstacle, pointing out similarities and differences with the smooth cases considered in the earlier sections. Appendix A at the end of this chapter is devoted to the proof of a trace identity used in §8.

We have confined attention to the Dirichlet boundary condition. The scattering problem with the Neumann boundary condition, and for electromagnetic waves, with such boundary conditions as discussed in Chap. 5, are of equal interest. There are also studies of scattering for the equations of linear elasticity, with boundary conditions of the sort considered in Chap.5. Many of the results in such cases can be obtained with only minor modifications of the techniques used here, while other results require further work. For further material on the theory of scattering by obstacles, consult [LP1], [Rm], [CK], and [Wil].

Another important setting for scattering theory is the Schrödinger operator $-\Delta+V$; see [RS], [New], and [Ho] for material on this. We include some exercises on some of the simplest problems in this quantum scattering theory. These exercises indicate that very similar techniques to those for scattering by a compact obstacle apply to scattering by a compactly supported potential. It would not take a much greater modification to handle potentials $V(x)$ that decay very rapidly as $|x| \rightarrow \infty$. Such potentials, with exponential fall-off, are used in crude models of two-body interactions involving nuclear forces. It takes more substantial modifications to treat long-range potentials, such as those that arise from the Coulomb force. The most interesting quantum scattering problems involve multiparticle interactions, and the analysis of these requires a much more elaborate set-up.

## 1. The scattering problem

In this section we establish the existence and uniqueness for the following boundary problem. Let $K \subset \mathbb{R}^{3}$ be a compact set with smooth boundary and connected complement $\Omega$. Let $f \in H^{s}(\partial K)$ be given, and let $k>0$. We want to solve

$$
\begin{align*}
\left(\Delta+k^{2}\right) v & =0 \quad \text { on } \Omega,  \tag{1.1}\\
v & =f \quad \text { on } \partial K . \tag{1.2}
\end{align*}
$$

In addition, we impose a "radiation condition," of the following form:

$$
\begin{equation*}
|r v(x)| \leq C, \quad r\left(\frac{\partial v}{\partial r}-i k v\right) \longrightarrow 0, \quad \text { as } r \longrightarrow \infty \tag{1.3}
\end{equation*}
$$

where $r=|x|$. This condition will hold provided $v$ satisfies the integral identity

$$
\begin{equation*}
v(x)=\int_{\partial K}\left[f(y) \frac{\partial g}{\partial v_{y}}(x, y, k)-g(x, y, k) \frac{\partial v}{\partial v}(y)\right] d S(y) \tag{1.4}
\end{equation*}
$$

for $x \in \Omega$, where

$$
\begin{equation*}
g(x, y, k)=(4 \pi|x-y|)^{-1} e^{i k|x-y|} \tag{1.5}
\end{equation*}
$$

Our existence proof will utilize the following fact. If $k>0$ is replaced by $k+i \varepsilon, \varepsilon>0$, then $-(k+i \varepsilon)^{2}$ belongs to the resolvent set of the Laplace operator $\Delta$ on $\Omega$, with Dirichlet boundary conditions on $\partial K$. Hence, for $s \geq 3 / 2$, (1.1)-(1.2) (with $k$ replaced by $k+i \varepsilon$ ) has a unique solution $v_{\varepsilon} \in L^{2}(\bar{\Omega})$. To obtain this, extend $f$ to $f^{\#} \in H^{2}(\Omega)$, and $\operatorname{set} \varphi=\left(\Delta+(k+i \varepsilon)^{2}\right) f^{\#} \in L^{2}(\Omega)$. Then

$$
v_{\varepsilon}=f^{\#}-\left(\Delta+(k+i \varepsilon)^{2}\right)^{-1} \varphi .
$$

Furthermore, in this case, the integral formula (1.4) does hold, as a consequence of Green's theorem, with $g(x, y, k)$ replaced by

$$
\begin{equation*}
g(x, y, k+i \varepsilon)=(4 \pi|x-y|)^{-1} e^{(i k-\varepsilon)|x-y|} \tag{1.6}
\end{equation*}
$$

which, as we saw in Chap. 3, is (the negative of) the resolvent kernel for ( $\Delta+(k+$ $\left.i \varepsilon)^{2}\right)^{-1}$ on free space $\mathbb{R}^{3}$, a kernel that converges to (1.5) as $\varepsilon \searrow 0$. The strategy will be to show that, as $\varepsilon \searrow 0, v_{\varepsilon}$ converges to the solution to (1.1)-(1.3).

Before tackling the existence proof, we first establish the uniqueness of solutions to (1.1)-(1.3), as this uniqueness result will play an important role in the existence proof.

Proposition 1.1. Given $k>0$, if $v$ satisfies (1.1)-(1.3) with $f=0$, then $v=0$.

Proof. Let $S_{R}$ denote the sphere $\{|x|=R\}$ in $\mathbb{R}^{3}$; for $R$ large, $S_{R} \subset \Omega$, and, with $v_{r}=\partial v / \partial r$, we have

$$
\begin{equation*}
\int_{S_{R}}\left|v_{r}-i k v\right|^{2} d S=\int_{S_{R}}\left(\left|v_{r}\right|^{2}+k^{2}|v|^{2}\right) d S-i k \int_{S_{R}}\left(v \bar{v}_{r}-\bar{v} v_{r}\right) d S \tag{1.7}
\end{equation*}
$$

Now Green's theorem applied to $v$ and $\bar{v}$ implies

$$
\begin{equation*}
\int_{S_{R}}\left(v \bar{v}_{r}-\bar{v} v_{r}\right) d S=\int_{\partial K}\left(v \frac{\partial \bar{v}}{\partial v}-\bar{v} \frac{\partial v}{\partial v}\right) d S=0 \tag{1.8}
\end{equation*}
$$

provided $\left.v\right|_{\partial K}=0$. Since the hypothesis (1.3) implies

$$
\begin{equation*}
\int_{S_{R}}\left|v_{r}-i k v\right|^{2} d S \longrightarrow 0, \text { as } R \longrightarrow \infty \tag{1.9}
\end{equation*}
$$

we deduce from (1.7) that

$$
\begin{equation*}
\int_{S_{R}}|v|^{2} d S \longrightarrow 0, \text { as } R \longrightarrow \infty \tag{1.10}
\end{equation*}
$$

The proof of Proposition 1.1 is completed by the following result.
Lemma 1.2. If $v$ satisfies $\left(\Delta+k^{2}\right) v=0$ for $|x| \geq R_{0}$ and (1.10) holds, then $v(x)=0$ for $|x| \geq R_{0}$.

Proof. It suffices to prove that, for $r \geq R_{0}$,

$$
\begin{equation*}
V(r)=\int_{S^{2}} v(r \omega) \varphi(\omega) d S(\omega) \tag{1.11}
\end{equation*}
$$

is identically zero, for each eigenfunction $\varphi$ of the Laplace operator $\Delta_{S}$ on the unit sphere $S^{2}$ :

$$
\begin{equation*}
\left(\Delta_{S}+\mu^{2}\right) \varphi=0 \quad(\mu \geq 0) \tag{1.12}
\end{equation*}
$$

In view of the formula for $\Delta$ on $\mathbb{R}^{3}$ in polar coordinates,

$$
\begin{equation*}
\Delta=\frac{\partial^{2}}{\partial r^{2}}+\frac{2}{r} \frac{\partial}{\partial r}+\frac{1}{r^{2}} \Delta_{S} \tag{1.13}
\end{equation*}
$$

it follows that $V(r)$ satisfies the ODE

$$
\begin{equation*}
V^{\prime \prime}(r)+\frac{2}{r} V^{\prime}(r)+\left(k^{2}-\frac{\mu^{2}}{r^{2}}\right) V(r)=0, \quad r \geq R_{0} \tag{1.14}
\end{equation*}
$$

This ODE has two linearly independent solutions of the form $r^{-1 / 2} H_{v}^{(j)}(k r)$, $j=1,2$, where $H_{\nu}^{(1)}(z)$ and $H_{\nu}^{(2)}(z)$ are the Hankel functions discussed in Chap. 3, and $v^{2}=\mu^{2}+1 / 4$. In view of the integral formulas given there, it follows that the asymptotic behavior of these two solutions is of the form

$$
\begin{equation*}
V_{ \pm}(r)=C_{ \pm} r^{-1} e^{ \pm i k r}+o\left(r^{-1}\right), \quad r \longrightarrow \infty . \tag{1.15}
\end{equation*}
$$

Clearly, no nontrivial linear combination of these two is $o\left(r^{-1}\right)$ as $r \rightarrow \infty$. Since the hypothesis implies that $V(r)=o\left(r^{-1}\right)$, we deduce that $V=0$.

Applying Lemma 1.2, we see that under the hypotheses of Proposition 1.1, $v=0$ for $|x| \geq R_{0}$, given that $K \subset\left\{x:|x| \leq R_{0}\right\}$. Since $v$ satisfies the unique continuation property in $\Omega$, this implies $v=0$ in $\Omega$, so Proposition 1.1 is proved.

Remark: The uniqueness proof above really used (1.9), which is formally weaker than the radiation condition (1.3). Consequently, (1.9) is sometimes called the radiation condition. On the other hand, the existence theorem, to which we turn next, shows that the formally stronger condition (1.3) holds.

The following result, which establishes the existence of solutions to (1.1)(1.3), is known as the limiting absorption principle.

Theorem 1.3. Let $s \geq 3 / 2$, and suppose that as $\varepsilon \searrow 0$,

$$
\begin{equation*}
f_{\varepsilon} \longrightarrow f \quad \text { in } H^{s}(\partial K) \tag{1.16}
\end{equation*}
$$

Let $v_{\varepsilon}$ be the unique element of $L^{2}(\Omega)$ satisfying

$$
\begin{align*}
\left(\Delta+(k+i \varepsilon)^{2}\right) v_{\varepsilon} & =0 \quad \text { in } \Omega  \tag{1.17}\\
v_{\varepsilon} & =f_{\varepsilon} \quad \text { on } \partial K \tag{1.18}
\end{align*}
$$

Then, as $\varepsilon \searrow 0$, we have a unique limit

$$
\begin{equation*}
v_{\varepsilon} \longrightarrow v=\mathcal{B}(k) f, \tag{1.19}
\end{equation*}
$$

satisfying (1.1)-(1.3). Convergence occurs in the norm topology of the space $L^{2}\left(\Omega,\langle x\rangle^{-1-\delta} d x\right)$ for any $\delta>0$, as well as in $H_{l o c}^{s+1 / 2}(\Omega)$, and the limit $v$ satisfies the identity (1.4).

It is convenient to divide the proof into two parts. Fix $R$ such that $K \subset\{|x|<$ $R\}$ and let $\mathcal{O}_{R}=\Omega \cap\{|x|<R\}$.

Lemma 1.4. Assume $\left.v_{\varepsilon}\right|_{\mathcal{O}_{R}}$ is bounded in $L^{2}\left(\mathcal{O}_{R}\right)$ as $\varepsilon \searrow 0$. Then the conclusions of Theorem 1.3 hold.

Proof. Fix $S<R$ with $K \subset\{|x|<S\}$. The elliptic estimates of Chap. 5 imply that if $\left\|v_{\varepsilon}\right\|_{L^{2}\left(\mathcal{O}_{R}\right)}$ is bounded, then

$$
\begin{equation*}
\left\|v_{\varepsilon}\right\|_{H^{s+1 / 2}\left(\mathcal{O}_{S}\right)} \leq C_{k}+C_{k}\left\|f_{\varepsilon}\right\|_{H^{s}(\partial K)} . \tag{1.20}
\end{equation*}
$$

Passing to a subsequence, which we continue to denote by $v_{\varepsilon}$, we have

$$
\begin{equation*}
v_{\varepsilon} \longrightarrow v \quad \text { weakly in } H^{s+1 / 2}\left(\mathcal{O}_{S}\right), \tag{1.21}
\end{equation*}
$$

for some $v \in H^{s+1 / 2}\left(\mathcal{O}_{S}\right)$. The trace theorem implies weak convergence

$$
\begin{equation*}
\left.\left.v_{\varepsilon}\right|_{\partial K} \longrightarrow v\right|_{\partial K} \quad \text { in } H^{s}(\partial K), \tag{1.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial v_{\varepsilon}}{\partial v} \longrightarrow \frac{\partial v}{\partial v} \quad \text { in } H^{s-1}(\partial K) \tag{1.23}
\end{equation*}
$$

Since each $v_{\varepsilon}$ satisfies

$$
\begin{equation*}
v_{\varepsilon}(x)=\int_{\partial K}\left(f_{\varepsilon}(y) \frac{\partial g_{\varepsilon}}{\partial v}-g_{\varepsilon} \frac{\partial v_{\varepsilon}(y)}{\partial v}\right) d S(y), \quad x \in \Omega, \tag{1.24}
\end{equation*}
$$

with $g_{\varepsilon}=g(x, y, k+i \varepsilon)$ given by (1.6), we deduce from (1.22) and (1.23) that the right side of (1.24) converges locally uniformly in $x \in \bar{\Omega}$, as $\varepsilon \searrow 0$, to a limit, call it $v$, that coincides with the limit (1.21) on $\mathcal{O}_{S}$. Furthermore, in view of the formula (1.6), we have the estimate

$$
\begin{equation*}
\left|v_{\varepsilon}(x)\right| \leq C_{k}\langle x\rangle^{-1}, \quad x \in \Omega, \tag{1.25}
\end{equation*}
$$

with $C_{k}$ independent of $\varepsilon$. Thus the limit $v$ satisfies this estimate, and we have $v_{\varepsilon} \rightarrow v$ in $L^{2}\left(\Omega,\langle x\rangle^{-1-\delta} d x\right)$ for any $\delta>0$. Furthermore, the limit $v$ satisfies the identity (1.4), so the radiation condition (1.3) holds.

So far we have convergence for subsequences, but in view of the uniqueness result of Proposition 1.1, this limit $v$ is unique, so Lemma 1.4 is proved.

The proof of Theorem 1.3 is completed by the following argument.
Lemma 1.5. The hypotheses (1.16)-(1.18) of Theorem 1.3 imply that $\left\{v_{\varepsilon}\right\}$ is bounded in $L^{2}\left(\Omega,\langle x\rangle^{-1-\delta} d x\right)$, for any $\delta>0$.

Proof. Fix such a $\delta$. Suppose $N_{\varepsilon}=\left\|v_{\varepsilon}\right\|_{L^{2}\left(\Omega,\langle x\rangle^{-1-\delta} d x\right)} \rightarrow \infty$ for a subsequence $\varepsilon_{n} \searrow 0$. Set $w_{\varepsilon}=N_{\varepsilon}^{-1} v_{\varepsilon}$. Then Lemma 1.4 applies to $w_{\varepsilon}$, with $\left.w_{\varepsilon}\right|_{\partial K}=f_{\varepsilon}^{\#}=$ $N_{\varepsilon}^{-1} f_{\varepsilon} \rightarrow 0$ in $H^{s}(\partial K)$. Thus the conclusion of Lemma 1.4 gives

$$
w_{\varepsilon} \longrightarrow w \text { strongly in } L^{2}\left(\Omega,\langle x\rangle^{-1-\delta} d x\right) .
$$

The limit $w$ satisfies the scattering problem (1.1)-(1.3) with $f=0$, so our uniqueness result implies $w=0$. This contradicts the fact that each $w_{\varepsilon}$ has norm 1 in $L^{2}\left(\Omega,\langle x\rangle^{-1-\delta} d x\right)$, so the proof is complete.

Remark: Considering the dense subspace $H^{s+1}(\partial K)$ of $H^{s}(\partial K)$, we can improve weak convergence of $v_{\varepsilon} \rightarrow v$ in $H_{\mathrm{loc}}^{s+1 / 2}(\Omega)$ to strong convergence in this space.

We draw a couple of conclusions from Theorem 1.3. The first concerns the limiting behavior as $\varepsilon \searrow 0$ of the Green function $G(x, y, k+i \varepsilon)$, the kernel for the resolvent $\left(\Delta+(k+i \varepsilon)^{2}\right)^{-1}$ on $\Omega$, which is of the form

$$
\begin{equation*}
G(x, y, k+i \varepsilon)=g(x, y, k+i \varepsilon)+h(x, y, k+i \varepsilon), \tag{1.26}
\end{equation*}
$$

where $g(x, y, k+i \varepsilon)$ is the free-space Green kernel (1.6) and $h(x, y, k+i \varepsilon)$ is, for each $y \in \Omega$, the element of $L^{2}(\Omega)$ satisfying

$$
\begin{align*}
\left(\Delta_{x}+(k+i \varepsilon)^{2}\right) h & =0  \tag{1.27}\\
h(x, y, k+i \varepsilon) & =-g(x, y, k+i \varepsilon), \text { for } x \in \partial K
\end{align*}
$$

Clearly, as $\varepsilon \searrow 0, g(x, y, k+i \varepsilon) \rightarrow g(x, y, k)$, given by (1.5). On the other hand, for any $y \in \Omega$, Theorem 1.3 applies to $f_{\varepsilon}(x)=-g(x, y, k+i \varepsilon)$, and we have

$$
\begin{equation*}
h(x, y, k+i \varepsilon) \rightarrow h(x, y, k) \tag{1.28}
\end{equation*}
$$

where $h(x, y, k)$ solves the scattering problem (1.1)-(1.3), with $h(x, y, k)=$ $-g(x, y, k)$ for $x \in \partial K$. Consequently, as $\varepsilon \searrow 0$,

$$
\begin{equation*}
G(x, y, k+i \varepsilon) \longrightarrow G(x, y, k) \tag{1.29}
\end{equation*}
$$

where

$$
\begin{equation*}
G(x, y, k)=g(x, y, k)+h(x, y, k) \tag{1.30}
\end{equation*}
$$

Another important family of functions defined by a scattering problem is the following. Note that we have

$$
\begin{equation*}
\left(\Delta+|\xi|^{2}\right) e^{-i x \cdot \xi}=0 \quad \text { on } \mathbb{R}^{3} \tag{1.31}
\end{equation*}
$$

for any $\xi \in \mathbb{R}^{3}$. We define the functions $u(x, \xi)$ on $\Omega \times \mathbb{R}^{3}$ by

$$
\begin{equation*}
u(x, \xi)=e^{-i x \cdot \xi}+v(x, \xi) \tag{1.32}
\end{equation*}
$$

where $v(x, \xi)$ satisfies the scattering problem (1.1)-(1.3), with $k^{2}=|\xi|^{2}$ and

$$
\begin{equation*}
v(x, \xi)=-e^{-i x \cdot \xi} \quad \text { on } \partial K \tag{1.33}
\end{equation*}
$$

As we will see in the next section, $u(x, \xi)$ plays a role on $\Omega$ of generalized eigenfunction of the Laplace operator on $\Omega$, with Dirichlet boundary conditions, analogous to the role played by $u_{0}(x, \xi)=e^{-i x \cdot \xi}$ on $\mathbb{R}^{3}$.

There is an interesting relation between the Green function $G(x, y, k)$ and the "eigenfunctions" $u(x, \xi)$, which we give here, which will play an important role in the analysis in the next section. It involves the behavior of $G(x, y, k)$ as $|y| \rightarrow \infty$.

Proposition 1.6. For $y=r \omega, \omega \in S^{2}, r \rightarrow \infty$, and any fixed $k>0$,

$$
\begin{equation*}
G(x, r \omega, k)=(4 \pi r)^{-1} e^{i k r} u(x, k \omega)+O\left(r^{-2}\right) . \tag{1.34}
\end{equation*}
$$

This is uniformly valid for $(x, \omega, k)$ in any bounded subset of $\Omega \times S^{2} \times \mathbb{R}^{+}$.
Proof. Write $G(x, r \omega, k)=g(x, r \omega, k)+h(x, r \omega, k)$, as in (1.30). Thus $h_{r}(x)=h(x, r \omega, k)$ satisfies

$$
\begin{equation*}
\left(\Delta+k^{2}\right) h_{r}(x)=0,\left.\quad h_{r}\right|_{\partial K}=-g(x, r \omega, k) \tag{1.35}
\end{equation*}
$$

together with the radiation condition as $|x| \rightarrow \infty$. Now, in view of (1.5), as $r \rightarrow \infty$, we have, for $x \in \partial K$, or indeed for $x$ in any bounded subset of $\mathbb{R}^{3}$,

$$
\begin{equation*}
g(x, r \omega, k)=(4 \pi r)^{-1} e^{i k r} e^{-i k \omega \cdot x}+O\left(r^{-2}\right) \tag{1.36}
\end{equation*}
$$

where the remainder is $O\left(r^{-2}\right)$ in $C^{\ell}(\partial K)$ for any $\ell$. Thus, in view of the estimates established in the proof of Theorem 1.3, we have

$$
\begin{equation*}
h_{r}=(4 \pi r)^{-1} e^{i k r} v(x, k \omega)+O\left(r^{-2}\right), \quad r \longrightarrow \infty \tag{1.37}
\end{equation*}
$$

with $v(x, \xi)$ defined above. This gives the desired result (1.34).
We remark that a similar argument gives

$$
\begin{equation*}
\frac{\partial}{\partial r} G(x, r \omega, k)=(4 \pi r)^{-1} i k e^{i k r} u(x, k \omega)+O\left(r^{-2}\right) \tag{1.38}
\end{equation*}
$$

as $r \rightarrow \infty$.
Note that, for any $f \in C^{\infty}(\partial K)$, by (1.4) we have an asymptotic behavior of the form

$$
\begin{equation*}
v(r \theta)=r^{-1} e^{i k r} \alpha(f, \theta, k)+o\left(r^{-1}\right), \quad r \rightarrow \infty, \tag{1.39}
\end{equation*}
$$

with $\theta \in S^{2}$, for the solution to the scattering problem (1.1)-(1.3), with a smooth coefficient $\alpha(f, \cdot, \cdot)$. Also,

$$
\begin{equation*}
\frac{\partial}{\partial r} v(r \theta)=\frac{i k}{r} e^{i k r} \alpha(f, \theta, k)+o\left(r^{-1}\right) . \tag{1.40}
\end{equation*}
$$

In particular, the function $v(x, \xi)$ given by (1.33) has the asymptotic behavior

$$
\begin{equation*}
v(r \theta, k \omega) \sim r^{-1} e^{i k r} a(-\omega, \theta, k), \quad r \rightarrow \infty, \tag{1.41}
\end{equation*}
$$

for fixed $\theta, \omega \in S^{2}, k \in \mathbb{R}^{+}$, and its $r$-derivative has an analogous behavior. The coefficient $a(\omega, \theta, k)$ is called the scattering amplitude and is one of the fundamental objects of scattering theory. We will relate this to the scattering operator in §3.

The radiation condition (1.3) is more specifically called the "outgoing radiation condition." It has a counterpart, the "incoming radiation condition":

$$
\begin{equation*}
|r v(x)| \leq C, \quad r\left(\frac{\partial v}{\partial r}+i k v\right) \longrightarrow 0, \quad \text { as } r \longrightarrow \infty \tag{1.42}
\end{equation*}
$$

Clearly there is a parallel treatment of the scattering problem (1.1), (1.2), (1.42). Indeed, if $v(x)$ satisfies (1.1)-(1.3), then $\overline{v(x)}$ satisfies the incoming scattering problem, with $f$ replaced by $\bar{f}$, and conversely. In particular, we can define

$$
\begin{equation*}
u_{-}(x, \xi)=e^{-i x \cdot \xi}+v_{-}(x, \xi) \tag{1.43}
\end{equation*}
$$

where $v_{-}(x, \xi)$ satisfies the scattering problem (1.1), (1.2), (1.42), with

$$
\begin{equation*}
v_{-}(x, \xi)=-e^{-i x \cdot \xi} \quad \text { on } \partial K, \tag{1.44}
\end{equation*}
$$

and we clearly have

$$
\begin{equation*}
v_{-}(x, \xi)=\overline{v(x,-\xi)}, \quad u_{-}(x, \xi)=\overline{u(x,-\xi)} \tag{1.45}
\end{equation*}
$$

In analogy with (1.41), we have the asymptotic behavior

$$
\begin{equation*}
v_{-}(r \theta, k \omega) \sim r^{-1} e^{-i k r} a_{-}(\omega, \theta, k), \quad r \rightarrow \infty \tag{1.46}
\end{equation*}
$$

with

$$
\begin{equation*}
a_{-}(\omega, \theta, k)=\overline{a(\omega, \theta, k)} \tag{1.47}
\end{equation*}
$$

Sometimes, to emphasize the relation between these functions, we use the notation $u_{+}(x, \xi), v_{+}(x, \xi)$ and $a_{+}(\omega, \theta, k)$ for the functions defined by (1.32) and (1.33) and by (1.41).

We note that while the discussion above has dealt with $k>0$, the case $k=0$ can also be included. In this case, the proof of Proposition 1.1 does not apply; for example, (1.7) no longer implies (1.10). However, the existence and uniqueness of a solution to

$$
\begin{equation*}
\Delta v=0 \text { on } \Omega, \quad v=f \text { on } \partial K \tag{1.48}
\end{equation*}
$$

satisfying

$$
\begin{equation*}
|r v(x)| \leq C, \quad\left|r^{2} \partial_{r} v\right| \leq C, \quad \text { as } r \rightarrow \infty, \tag{1.49}
\end{equation*}
$$

is easily established, as follows. We can assume that the origin $0 \in \mathbb{R}^{3}$ is in the interior of $K$. Then the inversion $\psi(x)=x /|x|^{2}$ interchanges 0 and the point at infinity, and the transformation

$$
\begin{equation*}
v(x)=|x|^{-1} w\left(|x|^{-2} x\right) \tag{1.50}
\end{equation*}
$$

preserves harmonicity. We let $w$ be the unique harmonic function on the bounded domain $\psi(\Omega)$, with boundary value $w(x)=|x|^{-1} f(\psi(x))$ on $\partial \psi(\Omega)=\psi(\partial K)$. It is easily verified that $v(x)$ satisfies (1.49) in this case. Conversely, if $v(x)$ satisfies (1.48) and $w$ is defined by (1.50), then $w$ is harmonic on $\psi(\Omega) \backslash 0$ and equal to $f \circ \psi$ on $\psi(\partial K)$. If $v$ also satisfies (1.49), then $w$ is bounded near 0 , and so is $r \partial w / \partial r$.

Now the boundedness of $w$ near 0 implies that 0 is a removable singularity of $w$, since $\Delta w \in \mathcal{D}^{\prime}(\psi(\Omega))$ is a distribution supported at 0 , hence a finite linear combination of derivatives of $\delta(x)$, which implies that $w$ is the sum of a function harmonic on $\psi(\Omega)$ and a finite sum of derivatives of $|x|^{-1}$, and the latter cannot be bounded unless it is identically zero. Similarly, $r \partial w / \partial r$ is harmonic on $\psi(\Omega) \backslash 0$, and if it is bounded near 0 then it extends to be harmonic on $\psi(\Omega)$, and this in turn implies that $w$ extends to be harmonic on $\psi(\Omega)$. Therefore, either one of the two conditions in (1.49) gives uniqueness. Of course, if $f \in C(\partial K)$ the uniqueness of solutions to (1.48), satisfying the first condition in (1.49), follows from the maximum principle.

With this result established, the limiting absorption principle, Theorem 1.3, also holds for $k=0$. We also note that the proof of Theorem 1.3 continues to work if instead of using $k+i \varepsilon(\varepsilon \searrow 0)$ in (1.17), one replaces $k+i \varepsilon$ by any $\lambda(\varepsilon)$ approaching $k \in[0, \infty)$ from the upper half-plane. Furthermore, the limit $v$ depends continuously on $k$. In particular, the functions $u_{ \pm}(x, \xi)$ defined above are continuous in $\xi \in \mathbb{R}^{3}$, and $a_{ \pm}(\omega, \theta, k)$ is continuous on $S^{2} \times S^{2} \times[0, \infty)$.

There is a natural fashion in which $u_{+}(x, \xi)$ and $u_{-}(x, \xi)$ fit together, which we describe. This will be useful in $\S 4$. Namely, for $k \in \mathbb{R}, \omega \in S^{2}$, set

$$
\begin{equation*}
U_{ \pm}(x, k, \omega)=e^{-i k x \cdot \omega}+V_{ \pm}(x, k, \omega) \tag{1.51}
\end{equation*}
$$

where $V_{+}$satisfies (1.1)-(1.3) and $V_{-}$satisfies (1.1), (1.2), (1.42), with the boundary condition $V_{ \pm}=-e^{-i k x \cdot \omega}$ for $x \in \partial K$. In each case, $k$ is not restricted to be positive; we take any $k \in \mathbb{R}$ (using (1.49) for $k=0$ ). It is easy to see that, for any $k>0, V_{ \pm}(x, k, \omega)=v_{ \pm}(x, k \omega)$, while, for $k<0, V_{ \pm}(x, k, \omega)=$ $v_{\mp}(x,-|k| \omega)=v_{\mp}(x, k \omega)$. Consequently,

$$
\begin{align*}
& k>0 \Longrightarrow U_{ \pm}(x, k, \omega)=u_{ \pm}(x, k \omega), \\
& k<0 \Longrightarrow U_{ \pm}(x, k, \omega)=u_{\mp}(x, k \omega) . \tag{1.52}
\end{align*}
$$

Similarly, we can define $A_{ \pm}(\omega, \theta, k)$ for $k \in \mathbb{R}$. Note that as $r \rightarrow+\infty$,

$$
\begin{align*}
& k>0 \Longrightarrow V_{ \pm}(r \theta, k, \omega) \sim \frac{e^{ \pm i k r}}{r} a_{ \pm}(\mp \omega, \theta, k),  \tag{1.53}\\
& k<0 \Longrightarrow V_{ \pm}(r \theta, k, \omega) \sim \frac{e^{\mp i k r}}{r} a_{\mp}( \pm \omega, \theta, k)
\end{align*}
$$

## Exercises

1. Let $v$ solve (1.1)-(1.3), with $f \in H^{1}(\partial K)$, with $k>0$. Show that

$$
\Phi=\pi \operatorname{Im} \int_{\partial K} \frac{\partial v}{\partial v} \bar{v} d S
$$

satisfies

$$
\Phi=\pi \operatorname{Im} \int_{|x|=R} \frac{\partial v}{\partial v} \bar{v} d S
$$

for all $R$ such that $K \subset B_{R}(0)$, and that

$$
\Phi=\lim _{R \rightarrow \infty} \frac{\pi}{2 k} \int_{|x|=R}\left(\left|\frac{\partial v}{\partial v}\right|^{2}+k^{2}|v|^{2}\right) d S=\pi k \int_{S^{2}}|\alpha(f, \theta, k)|^{2} d \theta
$$

The quantity $\Phi$ is called the flux of the solution $v$. Show that $\Phi=0$ implies $v=0$. (Hint: Refer to the proof of Proposition 1.1.)
2. Investigate solutions of (1.1)-(1.3) for $f \in H^{s}(\partial K)$ with $s<3 / 2$. (Hint: When extending $f$ to $f^{\#} \in H^{s+1 / 2}(\Omega)$, use a parametrix construction for the Dirichlet problem for $\Delta+k^{2}$.)
3. If $\left(\Delta+k^{2}\right) v(x)=0$ for $x \in \mathcal{O}$, open in $\mathbb{R}^{n}$, note that $w(x, y)=v(x) e^{k y}$ is harmonic on $\mathcal{O} \times \mathbb{R} \subset \mathbb{R}^{n+1}$. Deduce that $v$ must be real analytic on $\mathcal{O}$, as asserted in the unique continuation argument used to prove Proposition 1.1.
4. With $a(\omega, \theta, k)$ defined for $k \in \mathbb{R}$ so that (1.53) holds, show that

$$
\begin{equation*}
k>0 \Longrightarrow a(\omega, \theta,-k)=\overline{a(\omega, \theta, k)} \tag{1.54}
\end{equation*}
$$

Relate this to (1.47).
5. If the obstacle $K_{2}$ is obtained from $K_{1}$ by translation, $K_{2}=K_{1}+\eta$, show that the scattering amplitudes are related by

$$
a_{K_{2}}(\omega, \theta, k)=e^{i k(\omega-\theta) \cdot \eta} a_{K_{1}}(\omega, \theta, k)
$$

The following exercises deal with the operator $H=-\Delta+V$ on $\mathbb{R}^{3}$, assuming $V(x)$ is a real-valued function in $C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$. We consider the following variant of (1.1)-(1.3), given $f \in L_{\mathrm{comp}}^{2}\left(\mathbb{R}^{3}\right)$ :

$$
\begin{equation*}
\left(\Delta-V+k^{2}\right) v=f \quad \text { on } \mathbb{R}^{3} \tag{1.55}
\end{equation*}
$$

$$
\begin{equation*}
|r v(x)| \leq C, \quad r\left(\frac{\partial v}{\partial r}-i k v\right) \rightarrow 0, \quad \text { as } r \rightarrow \infty \tag{1.56}
\end{equation*}
$$

6. Show that if $k>0$ and $v$ satisfies (1.55)-(1.56) and $f=0$, then $v=0$. (Hint: Modify the proof of Proposition 1.1, to get $v(x)=0$ on $\mathbb{R}^{3} \backslash B_{R}$, given $V$ supported on $B_{R}$. Then use the following unique continuation result:
Theorem UCP. If $L$ is a second-order, real, scalar, elliptic operator on a connected region $\Omega, L v=0$ on $\Omega$, and $v=0$ on a nonempty open set $\mathcal{O} \subset \Omega$, then $v=0$ on $\Omega$.

A proof of this theorem can be found in [Ho], or in Chap. 14 of [T3].)
7. Show that $H$ has no positive eigenvalues. (Hint: Use similar reasoning, with an appropriate variant of Lemma 1.2.) Obtain an analogue of Proposition 7.3 of Chap. 8, regarding negative eigenvalues.
8. Modify the proof of Theorem 1.3 to obtain a (unique) solution of (1.55)-(1.56), as a limit of $\left(-H+(k+i \varepsilon)^{2}\right)^{-1} f$, as $\varepsilon \searrow 0$, given $k>0$. Show that (parallel to (1.4)) the solution $v$ satisfies

$$
\begin{equation*}
v(x)=-\int(V(y) v(y)+f(y)) g(x, y, k) d y=\mathcal{R}(k)(V v+f) . \tag{1.57}
\end{equation*}
$$

This is called the Lippman-Schwinger equation.
9. Let $u(x, \xi)=e^{-i x \cdot \xi}+v(x, \xi)$, where $v$ satisfies

$$
\left(\Delta-V+k^{2}\right) v=V(x) e^{-i x \cdot \xi}, \quad k^{2}=|\xi|^{2}
$$

and (1.56). Establish an analogue of Proposition 1.6 and an analogue of (1.41), yielding $a(-\omega, \theta, k)$. Note the following case of (1.57):

$$
\begin{equation*}
v_{+}(x, \xi)=-\int V(y) u_{+}(x, \xi) g(x, y, k) d y . \tag{1.58}
\end{equation*}
$$

10. Note that the argument involving (1.48)-(1.50) has no analogue for the $k=0$ case of (1.55)-(1.56). Reconsider this fact after looking at Exercise 9 of $\S 9$.

## 2. Eigenfunction expansions

The Laplace operator on $\Omega$ with the Dirichlet boundary condition, that is, with domain

$$
\mathcal{D}(\Delta)=H_{0}^{1}(\Omega) \cap H^{2}(\Omega),
$$

is self-adjoint and negative, so by the spectral theorem there is a projection-valued measure $d E(\lambda)$ such that

$$
\begin{equation*}
\varphi(-\Delta) v=\int_{0}^{\infty} \varphi(\lambda) d E(\lambda) v \tag{2.1}
\end{equation*}
$$

for any bounded continuous function $\varphi$. Furthermore, this spectral measure is given in terms of the jump of the resolvent across the real axis:

$$
\begin{equation*}
\varphi(-\Delta) v=\lim _{\varepsilon \rightarrow 0} \frac{1}{2 \pi i} \int \varphi(\lambda)\left[(\Delta+\lambda-i \varepsilon)^{-1}-(\Delta+\lambda+i \varepsilon)^{-1}\right] v d \lambda \tag{2.2}
\end{equation*}
$$

Using the kernel $G(x, y, k+i \varepsilon)$ for $\left(\Delta+(k+i \varepsilon)^{2}\right)^{-1}$, we can write this as

$$
\begin{equation*}
\varphi(-\Delta) v(x)=\lim _{\varepsilon \searrow 0} \frac{2}{\pi} \int_{0}^{\infty} \int_{\Omega} \varphi\left(k^{2}\right) \operatorname{Im} G(x, y, k+i \varepsilon) v(y) d y k d k \tag{2.3}
\end{equation*}
$$

From the limiting behavior

$$
G(x, y, k+i \varepsilon) \longrightarrow G(x, y, k)
$$

established in §1, we can draw the following conclusion.
Proposition 2.1. The operator $\Delta$ on $\Omega$ has only absolutely continuous spectrum. For any continuous $\varphi$ with compact support, we have

$$
\begin{equation*}
\varphi(\sqrt{-\Delta}) v(x)=\frac{2}{\pi} \int_{0}^{\infty} \int_{\Omega} \operatorname{Im} G(x, y, k) v(y) d y \varphi(k) k d k \tag{2.4}
\end{equation*}
$$

The meaning of the first statement of the proposition is that the spectral measure is absolutely continuous with respect to Lebesgue measure.

The primary goal of this section is to give the spectral decomposition of the Laplace operator on $\Omega$ in terms of the "eigenfunctions" $u(x, \xi)$ defined by (1.32)-(1.33). We use a modified version of an approach taken in [Rm]. In view of (2.4), the following result plays a key role in achieving the spectral decomposition.

Proposition 2.2. We have the identity

$$
\begin{equation*}
\operatorname{Im} G(x, y, k)=\frac{k}{16 \pi^{2}} \int_{S^{2}} u(x, k \omega) \overline{u(y, k \omega)} d \omega \tag{2.5}
\end{equation*}
$$

Proof. We obtain this identity from the asymptotic result of Proposition 1.6, as follows. Applying Green's theorem to $G(x, y, k)$ and $\overline{G(x, y, k)}$, and using the fact that they both vanish for $x \in \partial K$, we have

$$
\operatorname{Im} G(x, y, k)
$$

$$
\begin{equation*}
=\frac{1}{2 i} \int_{S_{R}}\left[G(x, y, k) \frac{\partial}{\partial|z|} \overline{G(z, y, k)}-\overline{G(x, y, k)} \frac{\partial}{\partial|z|} G(z, y, k)\right] d S(z) \tag{2.6}
\end{equation*}
$$

for $R$ large, where $S_{R}=\left\{z \in \mathbb{R}^{3}:|z|=R\right\}$. Letting $R \rightarrow \infty$, and using (1.34) and (1.38), gives (2.5) in the limit.

In view of (2.5), we can write the identity (2.4) as

$$
\begin{equation*}
\varphi(\sqrt{-\Delta}) v(x)=(2 \pi)^{-3} \int_{\mathbb{R}^{3}} \int_{\Omega} u(x, \xi) \overline{u(y, \xi)} v(y) \varphi(|\xi|) d y d \xi \tag{2.7}
\end{equation*}
$$

Therefore, we are motivated to define the following analogues of the Fourier transform:

$$
\begin{equation*}
(\Phi v)(\xi)=(2 \pi)^{-3 / 2} \int_{\Omega} v(y) \overline{u(y, \xi)} d y \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\Phi^{*} w\right)(x)=(2 \pi)^{-3 / 2} \int_{\mathbb{R}^{3}} u(x, \xi) w(\xi) d \xi \tag{2.9}
\end{equation*}
$$

We aim to prove that $\Phi$ defines a unitary transformation from $L^{2}(\Omega)$ onto $L^{2}\left(\mathbb{R}^{3}\right)$, with inverse $\Phi^{*}$. Note that $\S 1$ gives the estimate

$$
\begin{equation*}
|u(x, \xi)| \leq 1+C(\xi)\langle x\rangle^{-1}, \tag{2.10}
\end{equation*}
$$

with $C(\xi)$ locally bounded, but we have obtained no bound on $C(\xi)$ as $|\xi| \rightarrow \infty$, so our analysis of $\Phi$ and $\Phi^{*}$ will require some care. The following results on $\Phi$ and $\Phi^{*}$ are elementary.

Lemma 2.3. We have

$$
\begin{align*}
\Phi: C_{0}^{\infty}(\Omega) & \longrightarrow\left(\mathbb{R}^{3}\right),  \tag{2.11}\\
\Phi^{*}: L_{\text {comp }}^{\infty}\left(\mathbb{R}^{3}\right) & \longrightarrow L^{\infty}(\Omega) \cap C^{\infty}(\bar{\Omega}), \tag{2.12}
\end{align*}
$$

and

$$
\begin{equation*}
\left(\Phi^{*} w, v\right)=(w, \Phi v), \text { for } v \in C_{0}^{\infty}(\Omega), w \in L_{\text {comp }}^{\infty}\left(\mathbb{R}^{3}\right) \tag{2.13}
\end{equation*}
$$

We also note that (2.7) gives

$$
\begin{equation*}
\varphi(\sqrt{-\Delta}) v=\Phi^{*}(\varphi(|\xi|) \Phi v), \text { for } v \in C_{0}^{\infty}(\Omega), \varphi \in C_{0}^{\infty}(\mathbb{R}) \tag{2.14}
\end{equation*}
$$

Using these results, we will be able to establish the following.
Proposition 2.4. If $v \in C_{0}^{\infty}(\Omega)$, then $\Phi v \in L^{2}\left(\mathbb{R}^{3}\right)$ and

$$
\begin{equation*}
\|\Phi v\|_{L^{2}\left(\mathbb{R}^{3}\right)}=\|v\|_{L^{2}(\Omega)} . \tag{2.15}
\end{equation*}
$$

Consequently, $\Phi$ has a unique extension to an isometric map

$$
\begin{equation*}
\Phi: L^{2}(\Omega) \longrightarrow L^{2}\left(\mathbb{R}^{3}\right), \tag{2.16}
\end{equation*}
$$

and $\Phi^{*}$ has a unique continuous extension to a continuous map

$$
\begin{equation*}
\Phi^{*}: L^{2}\left(\mathbb{R}^{3}\right) \longrightarrow L^{2}(\Omega) \tag{2.17}
\end{equation*}
$$

the adjoint of (2.16).

Proof. Given $\varphi \in C_{0}^{\infty}(\mathbb{R}), v \in C_{0}^{\infty}(\Omega)$, we have

$$
\begin{align*}
(\varphi(|\xi|) \Phi v, \Phi v) & =\left(\Phi^{*} \varphi(|\xi|) \Phi v, v\right) \quad(\text { by }(2.13)) \\
& =(\varphi(\sqrt{-\Delta}) v, v) . \quad(\text { by }(2.14)) \tag{2.18}
\end{align*}
$$

In other words,

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} \varphi(|\xi|)|\Phi v(\xi)|^{2} d \xi=(\varphi(\sqrt{-\Delta}) v, v) . \tag{2.19}
\end{equation*}
$$

Now let $\varphi \nearrow 1$. The monotone convergence theorem applies, so

$$
\begin{equation*}
\int_{\mathbb{R}^{3}}|\Phi v(\xi)|^{2} d \xi=(v, v) . \tag{2.20}
\end{equation*}
$$

This proves the proposition.
In order to prove that (2.16) is surjective-hence unitary-we will need to know that $\Phi^{*}$ in (2.17) is injective. Before proving this, it will be useful to establish the following.

Proposition 2.5. For any even $\varphi \in C_{o}(\mathbb{R})$ (i.e., $\varphi$ continuous and $\varphi(t) \rightarrow 0$ as $|t| \rightarrow \infty)$, and for any $w \in L^{2}\left(\mathbb{R}^{3}\right)$,

$$
\begin{equation*}
\Phi^{*}(\varphi(|\xi|) w)=\varphi(\sqrt{-\Delta}) \Phi^{*} w \tag{2.21}
\end{equation*}
$$

Proof. It suffices to establish this identity for $w \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$. For such $w$, we have

$$
(1-\Delta) \Phi^{*} w(x)=(2 \pi)^{-3 / 2} \int_{\mathbb{R}^{3}} u(x, \xi)\langle\xi\rangle^{2} w(\xi) d \xi=\Phi^{*}\left(\langle\xi\rangle^{2} w\right)
$$

the left side a priori a distribution on $\Omega$. By (2.17), we know that $\Phi^{*}\left(\langle\xi\rangle^{2} w\right)$ $\in L^{2}(\Omega)$. The integral above clearly belongs to $C^{\infty}(\bar{\Omega})$ and vanishes on $\partial \Omega$. Thus $\Phi^{*} w(x)$ belongs to the domain of $\Delta_{c}^{*}$, where

$$
\mathcal{D}\left(\Delta_{c}\right)=\left\{u \in C^{\infty}(\bar{\Omega}): u=0 \text { on } \partial \Omega, \text { supp } u \text { bounded }\right\} .
$$

It follows from Proposition 2.6 of Chap. 8 that $\Delta$ is essentially self-adjoint on $\mathcal{D}\left(\Delta_{c}\right)$, so we conclude that $\Phi^{*} w(x)$ belongs to the domain of $\Delta$, namely, to $H_{0}^{1}(\Omega) \cap H^{2}(\Omega)$.

An inductive argument shows that $\Phi^{*} w$ belongs to the domain of each selfadjoint operator $(1-\Delta)^{K}$ and

$$
(1-\Delta)^{K} \Phi^{*} w(x)=\Phi^{*}\left(\langle\xi\rangle^{2 K} w\right)
$$

Replacing $w$ by $\langle\xi\rangle^{-2 K} w$, we deduce

$$
\Phi^{*}\left(\langle\xi\rangle^{-2 K} w\right)=(1-\Delta)^{-K} \Phi^{*} w
$$

for all $w \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$. From this we get

$$
\Phi^{*}\left(|\xi|^{2 j}\langle\xi\rangle^{-2 K} w\right)=\Delta^{j}(1-\Delta)^{-K} \Phi^{*} w
$$

Consequently, the identity (2.21) is valid for any $\varphi(t)=t^{2 j}\langle t\rangle^{-2 K}, j<K$. Now the space of finite linear combinations of such $\varphi$ is dense in the space of even elements of $C_{o}(\mathbb{R})$, with the sup norm, by the Stone-Weierstrass theorem, so (2.21) holds in general.

We also have the following dual result.
Proposition 2.6. For $v \in L^{2}(\Omega), \varphi \in C_{o}(\mathbb{R})$ even, we have

$$
\begin{equation*}
\Phi(\varphi(\sqrt{-\Delta}) v)(\xi)=\varphi(|\xi|)(\Phi v)(\xi) \tag{2.22}
\end{equation*}
$$

Proof. Since, by Proposition 2.4, $\Phi$ and $\Phi^{*}$ are $L^{2}$-continuous and adjoints of each other, this follows directly from (2.21).

We now prove the asserted unitarity of $\Phi$ and $\Phi^{*}$.
Proposition 2.7. The map $\Phi^{*}$ is injective on $L^{2}\left(\mathbb{R}^{3}\right)$. Hence the maps (2.16) and (2.17) are unitary and are inverses of each other.

Proof. By Proposition 2.5, if $w \in \operatorname{ker} \Phi^{*}$, then $\varphi(|\xi|) w \in \operatorname{ker} \Phi^{*}$, for any $\varphi \in$ $C_{0}^{\infty}(\mathbb{R})$. Hence if ker $\Phi^{*}$ is nonzero, it contains an element with compact support. Let $w$ denote such an element. Then

$$
\begin{equation*}
0=\int_{\mathbb{R}^{3}} u(y, \xi) \varphi(|\xi|) w(\xi) d \xi, \text { for all } y \in \Omega \tag{2.23}
\end{equation*}
$$

for any continuous $\varphi$, the integral being absolutely convergent. This being the case, we can take

$$
\begin{equation*}
\varphi(|\xi|)=g(x, y,|\xi|) \tag{2.24}
\end{equation*}
$$

Also, we can use $\varphi(|\xi|)=\partial g(x, y,|\xi|) / \partial|y|$, and we can also replace $u(y, \xi)$ by $\partial u(y, \xi) / \partial|y|$. Consequently, for all $r>R_{0}$, such that $K \subset\left\{x \in \mathbb{R}^{3}:|x| \leq R_{0}\right\}$, we have

$$
\begin{gather*}
\iint_{|y|=r} w(\xi)\left[u(y, \xi) \frac{\partial g}{\partial|y|}(x, y,|\xi|)-g(x, y,|\xi|) \frac{\partial u}{\partial|y|}(y, \xi)\right] d S(y) d \xi  \tag{2.25}\\
=0
\end{gather*}
$$

for all $x \in \mathbb{R}^{3}$. In the limit $r \rightarrow \infty$, this gives

$$
\begin{equation*}
0=\int w(\xi) e^{-i x \cdot \xi} d \xi, \text { for all } x \in \mathbb{R}^{3} \tag{2.26}
\end{equation*}
$$

In other words, the Fourier transform of $w$ vanishes identically. This implies $w=0$ and completes the proof.

If we replace $u(x, \xi)=u_{+}(x, \xi)$ by $u_{-}(x, \xi)$, given by (1.43)-(1.45), we can define the operator $\Phi_{-}$by

$$
\begin{equation*}
\left(\Phi_{-} v\right)(\xi)=(2 \pi)^{-3 / 2} \int_{\Omega} v(y) \overline{u_{-}(y, \xi)} d y \tag{2.27}
\end{equation*}
$$

The arguments as above show that $\Phi_{-}$provides a unitary operator from $L^{2}(\Omega)$ onto $L^{2}\left(\mathbb{R}^{3}\right)$, and the intertwining property (2.22) also holds for $\Phi_{-}$. The relation between $\Phi_{-}$and $\Phi$ is important in scattering theory; often we denote $\Phi$ by $\Phi_{+}$to emphasize this.

## Exercises

1. If $\varphi \in C_{0}^{\infty}(\mathbb{R})$ is even, show that the Schwartz kernel of $\varphi(\sqrt{-\Delta})$ is given by

$$
\begin{equation*}
K_{\varphi}(x, y)=(2 \pi)^{-3} \int_{\mathbb{R}^{3}} u(x, \xi) \overline{u(y, \xi)} \varphi(|\xi|) d \xi \tag{2.28}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
K_{\varphi}(x, x)=(2 \pi)^{-3} \int_{\mathbb{R}^{3}}|u(x, \xi)|^{2} \varphi(|\xi|) d \xi \tag{2.29}
\end{equation*}
$$

2. Show that (2.29) is also valid for $\varphi(\lambda)=\varphi_{t}(\lambda)=e^{-t \lambda^{2}}$, given $t>0$. (Hint: Let $\left.\varphi_{j} \in C_{0}^{\infty}(\mathbb{R}), \varphi_{j} \nearrow \varphi_{t}.\right)$
3. Show that the heat kernel $H_{t}(x, y)$ on $\Omega \times \Omega$ of $e^{t \Delta}$, with Dirichlet boundary condition, has the pointwise bound

$$
H_{t}(x, y) \leq(4 \pi t)^{-3 / 2} e^{-|x-y|^{2} / 4 t}
$$

Deduce that, for each $x \in \Omega$,

$$
(2 \pi)^{-3} \int_{\mathbb{R}^{3}}|u(x, \xi)|^{2} e^{-t|\xi|^{2}} d \xi \leq(4 \pi t)^{-3 / 2}
$$

and hence

$$
\begin{equation*}
\int_{|\xi| \leq R}|u(x, \xi)|^{2} d \xi \leq C R^{3} . \tag{2.30}
\end{equation*}
$$

4. Deduce that (2.28) and (2.29) remain valid for even $\varphi \in \mathcal{S}(\mathbb{R})$, indeed, for continuous even $\varphi$ satisfying $|\varphi(\lambda)| \leq C\langle\lambda\rangle^{-4-\varepsilon}, \varepsilon>0$.
5. Verify that (2.26) follows from (2.25). (Hint: If $e^{-i y \cdot \xi}$ is substituted for $u(y, \xi)$ in (2.25), Green's formula applies. If $v(y, \xi)$ is substituted, use the asymptotic behavior to show that the inner integral tends to 0 as $r \rightarrow \infty$.)
6. Produce results parallel to those of this section for $H=-\Delta+V$, given $V \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$, real, $u(x, \xi)$ as in Exercise 9 of $\S 1$. Show that $\Phi: \mathcal{H}_{c} \rightarrow L^{2}\left(\mathbb{R}^{3}\right)$ is unitary, where $\mathcal{H}_{c}$ is the orthogonal complement of the set of eigenfunctions of $H$ (with negative eigenvalue, if any). To what extent does $k=0$ cause a problem?

## 3. The scattering operator

In §2 we produced the two unitary operators

$$
\begin{equation*}
\Phi_{ \pm}: L^{2}(\Omega) \longrightarrow L^{2}\left(\mathbb{R}^{3}\right) \tag{3.1}
\end{equation*}
$$

defined for $f \in C_{0}^{\infty}(\Omega)$ by

$$
\begin{equation*}
\left(\Phi_{ \pm} f\right)(\xi)=(2 \pi)^{-3 / 2} \int_{\Omega} \overline{u_{ \pm}(y, \xi)} f(y) d y \tag{3.2}
\end{equation*}
$$

From these one constructs the unitary operator

$$
\begin{equation*}
S=\Phi_{+} \Phi_{-}^{*}: L^{2}\left(\mathbb{R}^{3}\right) \longrightarrow L^{2}\left(\mathbb{R}^{3}\right), \tag{3.3}
\end{equation*}
$$

called the scattering operator. Recall that $\Phi_{+}$and $\Phi_{-}$intertwine $\varphi(\sqrt{-\Delta})$ on $L^{2}(\Omega)$ with multiplication by $\varphi(|\xi|)$ on $L^{2}\left(\mathbb{R}^{3}\right)$, for $\varphi \in C_{o}(\mathbb{R})$. It follows that $S$ commutes with such $\varphi(|\xi|)$ :

$$
\begin{equation*}
S \varphi(|\xi|)=\varphi(|\xi|) S \tag{3.4}
\end{equation*}
$$

From the definition (3.3) we see that $S$ is uniquely characterized by the property

$$
\begin{equation*}
S\left(\varphi(|\xi|) \overline{u_{-}(y, \cdot)}\right)=\varphi(|\xi|) \overline{u_{+}(y, \cdot)}, \text { for all } y \in \Omega \tag{3.5}
\end{equation*}
$$

for all $\varphi \in C_{0}^{\infty}(\mathbb{R})$. We will relate the operator $S$ to "wave operators" in $\S 5$.
We aim to establish the following formula for $S$, in terms of the scattering amplitude $a(\omega, \theta, k)$ defined in $\S 1$.

Proposition 3.1. For $g \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$, we can write

$$
\begin{equation*}
(S g)(\xi)=S(k) g(k \omega), \quad \xi=k \omega, \quad \omega \in S^{2} \tag{3.6}
\end{equation*}
$$

where, for each $k \in \mathbb{R}^{+}, S(k)$ is a unitary operator on $L^{2}\left(S^{2}\right)$ given by

$$
\begin{equation*}
S(k) f(\omega)=f(\omega)+\frac{k}{2 \pi i} \int_{S^{2}} a(\omega, \theta, k) f(\theta) d \theta \tag{3.7}
\end{equation*}
$$

Proof. Let

$$
\begin{equation*}
w(y, k \omega)=u_{+}(y, k \omega)-u_{-}(y, k \omega)=v_{+}(y, k \omega)-v_{-}(y, k \omega) \tag{3.8}
\end{equation*}
$$

The assertion above is equivalent to the integral identity

$$
\begin{equation*}
w(y, k \omega)=-\frac{k}{2 \pi i} \int_{S^{2}} \overline{a(\omega, \theta, k)} u_{+}(y, k \theta) d \theta \tag{3.9}
\end{equation*}
$$

In order to prove this, note that, since $w(x, k \omega)=0$ for $x \in \partial K$, Green's theorem gives, for $R>|y|$,

$$
\begin{equation*}
w(y, k \omega)=\int_{S_{R}}\left[w(x, k \omega) \frac{\partial G}{\partial|x|}(y, x, k)-G(y, x, k) \frac{\partial w}{\partial|x|}(x, k \omega)\right] d S(x) \tag{3.10}
\end{equation*}
$$

where $S_{R}=\{x:|x|=R\}$. Now let $R \rightarrow \infty$. Using the asymptotic behavior (1.34) and (1.38) for $G(y, x, k)$ and its radial derivative (with $x$ and $y$ interchanged and $\omega$ replaced by $\theta$ ) and the asymptotic behavior, for $|x|=R \rightarrow \infty$, $x=R \theta$,

$$
\begin{align*}
w(x, k \omega) & \sim \frac{e^{i k R}}{R} a(-\omega, \theta, k)-\frac{e^{-i k R}}{R} a_{-}(\omega, \theta, k)  \tag{3.11}\\
\frac{\partial w}{\partial|x|}(x, k \omega) & \sim i k \frac{e^{i k R}}{R} a(-\omega, \theta, k)+i k \frac{e^{-i k R}}{R} a_{-}(\omega, \theta, k)
\end{align*}
$$

with

$$
\begin{equation*}
a_{-}(\omega, \theta, k)=\overline{a(\omega, \theta, k)}, \tag{3.12}
\end{equation*}
$$

as in (1.46)-(1.47), we see that the integrand in (3.10) is asymptotic to

$$
\begin{equation*}
\frac{2 i k}{4 \pi R^{2}} a_{-}(\omega, \theta, k) u_{+}(y, k \omega)+o\left(R^{-2}\right), \tag{3.13}
\end{equation*}
$$

(the terms involving $e^{2 i k R}$ canceling out), so passing to the limit $R \rightarrow \infty$ gives (3.9) and proves the proposition.

We can rewrite the formula (3.7) as

$$
\begin{equation*}
S(k)=I+\frac{k}{2 \pi i} A(k) \tag{3.14}
\end{equation*}
$$

with

$$
\begin{equation*}
A(k) f(\omega)=\int_{S^{2}} a(\omega, \theta, k) f(\theta) d \theta \tag{3.15}
\end{equation*}
$$

Note that unitarity of $S(k)$ on $L^{2}\left(S^{2}\right)$ is equivalent to the identity

$$
\begin{equation*}
\frac{1}{2 i}\left[A(k)^{*}-A(k)\right]=\frac{k}{4 \pi} A(k)^{*} A(k), \tag{3.16}
\end{equation*}
$$

that is, to the integral identity

$$
\begin{equation*}
\frac{1}{2 i}[\overline{a(\theta, \omega, k)}-a(\omega, \theta, k)]=\frac{k}{4 \pi} \int_{S^{2}} \overline{a(\eta, \omega, k)} a(\eta, \theta, k) d \eta . \tag{3.17}
\end{equation*}
$$

The special case of this where $\omega=\theta$ is known as the optical theorem:

$$
\begin{equation*}
\operatorname{Im} a(\omega, \omega, k)=-\frac{k}{4 \pi} \int_{S^{2}}|a(\eta, \omega, k)|^{2} d \eta . \tag{3.18}
\end{equation*}
$$

It is useful to know integral identities for the scattering amplitude. We note one that follows from the characterization

$$
\begin{equation*}
v(r \theta, k \omega) \sim r^{-1} e^{i k r} a(-\omega, \theta, k), \quad r \rightarrow \infty \tag{3.19}
\end{equation*}
$$

and the integral identity (a consequence of Green's identity)

$$
\begin{equation*}
v(x, k \omega)=\int_{\partial K}\left[v(y, k \omega) \frac{\partial g}{\partial v_{y}}(x, y, k)-g(x, y, k) \frac{\partial v}{\partial v}(y, k \omega)\right] d S(y) \tag{3.20}
\end{equation*}
$$

We evaluate the integrand on the right as $x=r \theta, r \rightarrow \infty$. Using (1.36), that is,

$$
\begin{equation*}
g(x, y, k) \sim-(4 \pi r)^{-1} e^{i k r} e^{-i k \theta \cdot y}, \quad x=r \theta, r \rightarrow \infty \tag{3.21}
\end{equation*}
$$

we find from (3.19) and (3.20) that

$$
\begin{align*}
a(\omega, \theta, k)= & -\frac{1}{4 \pi} \int_{\partial K} e^{i k \omega \cdot y} \frac{\partial}{\partial \nu} e^{-i k \theta \cdot y} d S(y) \\
& +\frac{1}{4 \pi} \int_{\partial K} e^{-i k \theta \cdot y} \frac{\partial}{\partial \nu} v(y,-k \omega) d S(y) . \tag{3.22}
\end{align*}
$$

The first term on the right side of (3.22) can be written as

$$
\begin{equation*}
\frac{i k}{4 \pi} \int_{\partial K}(v(y) \cdot \theta) e^{i k(\omega-\theta) \cdot y} d S(y)=\frac{i k}{4 \pi} \theta \cdot \hat{A}_{K}(k(\omega-\theta)) \tag{3.23}
\end{equation*}
$$

where, for $\xi \in \mathbb{R}^{3}$,

$$
\begin{equation*}
\hat{A}_{K}(\xi)=\int_{\partial K} v(y) e^{i \xi \cdot y} d S(y) \tag{3.24}
\end{equation*}
$$

The function $\hat{A}_{K}(\xi)$ clearly extends to an entire analytic function of $\xi \in \mathbb{C}^{3}$. For $\xi \in \mathbb{R}^{3}$ tending to infinity, one can (typically) find the asymptotic behavior of $\hat{A}_{K}(\xi)$ via the stationary phase method. Note that

$$
\begin{equation*}
\hat{A}_{K}(0)=0 \tag{3.25}
\end{equation*}
$$

One way of writing the last term in (3.22) is the following. For any real $k$, or more generally for $\operatorname{Im} k \geq 0$, define the Neumann operator $\mathcal{N}(k)$ on $f \in$ $H^{1}(\partial K)$ to be the value of $\partial v / \partial v$ in $L^{2}(\partial K)$, where $v$ is the unique solution to the scattering problem (1.1)-(1.3). Define the functions $e_{\xi}$ on $\partial K$ by

$$
\begin{equation*}
e_{\xi}(y)=e^{i y \cdot \xi}, \quad y \in \partial K \tag{3.26}
\end{equation*}
$$

Then the last term in (3.22) is

$$
\begin{equation*}
\frac{1}{4 \pi}\left(\mathcal{N}(k) e_{k \omega}, e_{k \theta}\right)_{L^{2}(\partial K)} \tag{3.27}
\end{equation*}
$$

Consequently, the formula for the scattering amplitude can be written as

$$
\begin{equation*}
a(\omega, \theta, k)=\frac{i k}{4 \pi} \theta \cdot \hat{A}_{K}(k(\omega-\theta))+\frac{1}{4 \pi}\left(\mathcal{N}(k) e_{k \omega}, e_{k \theta}\right)_{L^{2}(\partial K)} \tag{3.28}
\end{equation*}
$$

We will investigate the Neumann operator further in $\S 7$.
We can produce a variant of the formula (3.22) by using $G(x, y, k)$ instead of $g(x, y, k)$ in (3.20). We then get

$$
\begin{equation*}
v(x, k \omega)=-\int_{\partial K} e^{-i k \omega \cdot y} \frac{\partial G}{\partial v_{y}}(x, y, k) d S(y) \tag{3.29}
\end{equation*}
$$

Using the limiting behavior for $G(x, y, k)$ as $|x| \rightarrow \infty$, which follows from (1.34), we have

$$
\begin{equation*}
a(\omega, \theta, k)=-\frac{1}{4 \pi} \int_{\partial K} e^{i k \omega \cdot y} \frac{\partial u}{\partial v}(y, k \theta) d S(y) \tag{3.30}
\end{equation*}
$$

If we write $u(y, k \theta)=e^{-i k \theta \cdot y}+v(y, k \theta)$, this becomes a sum of two terms. The first is identical to the first term in (3.22), while the second differs from the second term in (3.22) precisely by the replacement of $(\omega, \theta)$ by $(-\theta,-\omega)$. From this observation, we can derive the following identity, called the reciprocity relation:

$$
\begin{equation*}
a(\omega, \theta, k)=a(-\theta,-\omega, k) \tag{3.31}
\end{equation*}
$$

To see this, it suffices to show that $k(\omega+\theta) \cdot \hat{A}_{K}(k(\omega-\theta))=0$. Since $\omega+\theta$ and $\omega-\theta$ are orthogonal for unit $\omega$ and $\theta$, this is equivalent to the observation that

$$
\begin{equation*}
\hat{A}_{K}(\xi) \text { is parallel to } \xi, \text { for } \xi \in \mathbb{R}^{3} \tag{3.3}
\end{equation*}
$$

and this follows easily from Green's theorem.

## Exercises

1. Show that (3.5) follows from

$$
\int u_{-}(x, \xi) \varphi(|\xi|) \overline{u_{-}(y, \xi)} d \xi=\int u_{+}(x, \xi) \varphi(|\xi|) \overline{u_{+}(y, \xi)} d \xi
$$

which in turn follows from (2.28).
2. Fill in the details on the identities (3.25) and (3.32) for $\hat{A}_{K}(\xi)$, and then on the reciprocity relation (3.31). What is the intuitive content of (3.31)?
3. If you set $S_{-}=\Phi_{-} \Phi_{+}^{*}$, obtain an analogue of (3.7), with $a(\omega, \theta, k)$ replaced by $a_{-}(\omega, \theta, k)$.
4. In case $f=-\left.e^{-i k x \cdot \omega}\right|_{\partial K}$, with corresponding scattered wave $v$, show that the flux $\Phi$ studied in Exercise 1 of $\S 1$ is given by

$$
\begin{aligned}
\sigma(\omega, k) & =\lim _{r \rightarrow \infty} \pi k \int_{|x|=r}|v(x, k \omega)|^{2} d S(x) \\
& =\pi k \int_{S^{2}}|a(-\omega, \theta, k)|^{2} d \theta .
\end{aligned}
$$

We call $\sigma(\omega, k)$ the scattering cross section. Using the optical theorem and the reciprocity relation (3.31), show that

$$
\sigma(\omega, k)=-4 \pi^{2} \operatorname{Im} a(\omega, \omega, k) .
$$

5. Generalizing (3.22), show that, for $f \in H^{s}(\partial K)$,

$$
\begin{equation*}
\mathcal{B}_{K}(k) f(r \theta) \sim r^{-1} e^{i k r} \mathcal{A}_{K}(k) f(\theta)+o\left(r^{-1}\right), \tag{3.33}
\end{equation*}
$$

as $r \rightarrow \infty$, where

$$
\begin{equation*}
\mathcal{A}_{K}(k) f(\theta)=\frac{1}{4 \pi} \int_{\partial K} e^{-i k \theta \cdot y}[i k(v(y) \cdot \theta) f(y)+\mathcal{N}(k) f(y)] d S(y) . \tag{3.34}
\end{equation*}
$$

6. Make a parallel study of the scattering operator for $H=-\Delta+V, V \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$, realvalued, using results from the exercises in $\S \S 1$ and 2 . To begin, use the unitary operators $\Phi_{ \pm}: \mathcal{H}_{c} \rightarrow L^{2}\left(\mathbb{R}^{3}\right)$ to construct $S=\Phi_{+} \Phi_{-}^{*}$. Show that, parallel to (3.22),

$$
a(-\omega, \theta, k)=-\frac{1}{4 \pi} \int V(y) u(y, k \omega) e^{-i k \theta \cdot y} d y,
$$

or equivalently,

$$
\begin{equation*}
a(\omega, \theta, k)=-\left(\frac{\pi}{2}\right)^{1 / 2} \widehat{V}(k(\theta-\omega))-\frac{1}{4 \pi} \int V(y) v(y,-k \omega) e^{-i k \theta \cdot y} d y \tag{3.35}
\end{equation*}
$$

## 4. Connections with the wave equation

The initial-value problem for the wave equation on $\mathbb{R} \times \Omega$, with Dirichlet boundary conditions on $\mathbb{R} \times \partial K$, is of the following form:

$$
\begin{gather*}
\frac{\partial^{2} u}{\partial t^{2}}-\Delta u=0  \tag{4.1}\\
u(0, x)=f(x), \quad u_{t}(0, x)=g(x) \tag{4.2}
\end{gather*}
$$

for $t \in \mathbb{R}, x \in \Omega$, with

$$
\begin{equation*}
u(t, x)=0, \text { for } x \in \partial K \tag{4.3}
\end{equation*}
$$

As we know, given $f \in H_{0}^{1}(\Omega), g \in L^{2}(\Omega)$, there is a unique solution $u$ belonging to $C\left(\mathbb{R}, H_{0}^{1}(\Omega)\right) \cap C^{1}\left(\mathbb{R}, L^{2}(\Omega)\right)$ to this problem, given in terms of functions of the self-adjoint operator $\Delta$ on $L^{2}(\Omega)$, with domain $H_{0}^{1}(\Omega) \cap H^{2}(\Omega)$, as

$$
\begin{equation*}
u(t, x)=(\cos t \Lambda) f(x)+\left(\Lambda^{-1} \sin t \Lambda\right) g(x) \tag{4.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\Lambda=(-\Delta)^{1 / 2} \tag{4.5}
\end{equation*}
$$

is the unique nonnegative, self-adjoint square root of $-\Delta$. Recall that the domain of $\Lambda$ is precisely $\mathcal{D}(\Lambda)=H_{0}^{1}(\Omega)$. Alternatively, we can write

$$
\begin{equation*}
\binom{u}{u_{t}}=U(t)\binom{f}{g}, \tag{4.6}
\end{equation*}
$$

where $U(t)$ is the one-parameter group of operators on $H_{0}^{1}(\Omega) \oplus L^{2}(\Omega)$ given by

$$
U(t)=\left(\begin{array}{cc}
\cos t \Lambda & \Lambda^{-1} \sin t \Lambda  \tag{4.7}\\
-\Lambda \sin t \Lambda & \cos t \Lambda
\end{array}\right)
$$

Using either of the unitary operators

$$
\begin{equation*}
\Phi_{ \pm}: L^{2}(\Omega) \longrightarrow L^{2}\left(\mathbb{R}^{3}\right) \tag{4.8}
\end{equation*}
$$

we can write

$$
\begin{align*}
(\cos t \Lambda) f & =\Phi_{ \pm}^{-1} \cos t|\xi| \Phi_{ \pm} f \\
\left(\Lambda^{-1} \sin t \Lambda\right) g & =\Phi_{ \pm}^{-1}|\xi|^{-1} \sin t|\xi| \Phi_{ \pm} g \tag{4.9}
\end{align*}
$$

Note that $\Phi_{ \pm}$also provide isomorphisms

$$
\begin{equation*}
\Phi_{ \pm}: H_{0}^{1}(\Omega) \longrightarrow L^{2}\left(\mathbb{R}^{3},\langle\xi\rangle^{2} d \xi\right) \tag{4.10}
\end{equation*}
$$

The group $U(t)$ is not a uniformly bounded group of operators on the Hilbert space $H_{0}^{1}(\Omega) \oplus L^{2}(\Omega)$. Indeed, with $f=0$, we see from (4.4) that the best uniform estimate on $\|u(t, \cdot)\|_{L^{2}(\Omega)}$ is

$$
\begin{equation*}
\|u(t, \cdot)\|_{L^{2}(\Omega)} \leq|t|\|g\|_{L^{2}(\Omega)} . \tag{4.11}
\end{equation*}
$$

There is another Hilbert space on which $U(t)$ naturally acts as a group of unitary operators, namely the space

$$
\begin{equation*}
\mathcal{E}=\mathcal{H} \oplus L^{2}(\Omega) \tag{4.12}
\end{equation*}
$$

where $\mathcal{H}$ is the completion of $H_{0}^{1}(\Omega)$ with respect to the norm given by

$$
\begin{equation*}
\|f\|_{\mathcal{H}}^{2}=\|\Lambda f\|_{L^{2}(\Omega)}^{2}=\int_{\Omega}|\nabla f(x)|^{2} d x \tag{4.13}
\end{equation*}
$$

(Recall that $\|f\|_{H_{0}^{1}(\Omega)}^{2}=\|f\|_{L^{2}(\Omega)}^{2}+\|\Lambda f\|_{L^{2}(\Omega)}^{2}$.) If we equip $\mathcal{H}$ with this norm, then $\Phi_{ \pm}$extend to unitary operators

$$
\begin{equation*}
\Phi_{ \pm}: \mathcal{H} \longrightarrow L^{2}\left(\mathbb{R}^{3},|\xi|^{2} d \xi\right) \tag{4.14}
\end{equation*}
$$

Since unitary operators are special, it is natural to use the Hilbert space (4.12) rather than $H_{0}^{1}(\Omega) \oplus L^{2}(\Omega)$. We will denote an element of $\mathcal{E}$ by $\langle f, g\rangle$; $f \in \mathcal{H}, g \in L^{2}(\Omega)$. When $U(t)$ is applied, this is treated as a column vector, as in (4.6); we will also use the column vector notation for elements of $\mathcal{E}$ when convenient.

Elements of $\mathcal{H}$ need not belong to $L^{2}(\Omega)$, though they do belong to $L_{\text {loc }}^{2}(\bar{\Omega})$. In fact, if $B$ is a bounded subset of $\bar{\Omega}$, the estimate

$$
\begin{equation*}
\|u\|_{L^{2}(B)} \leq C_{B}\|u\|_{\mathcal{H}} \tag{4.15}
\end{equation*}
$$

can be established by the argument used to prove Proposition 5.2 in Chap.4, provided $K$ has nonempty interior. Since clearly $\int_{B}|\nabla u|^{2} d x \leq \int_{\Omega}|\nabla u|^{2} d x$, we hence have

$$
\begin{equation*}
\|u\|_{H^{1}(B)} \leq C_{B}^{\prime}\|u\|_{\mathcal{H}} . \tag{4.16}
\end{equation*}
$$

Further estimates are given in the exercises.
The unitarity of $U(t)$ on $\mathcal{E}$ reflects the conservation of total energy, given by

$$
\begin{equation*}
E(u(t))=\left\|\left\langle u, u_{t}\right\rangle\right\|_{\mathcal{E}}^{2}=\int_{\Omega}\left(\left|\nabla_{x} u(t, x)\right|^{2}+\left|u_{t}(t, x)\right|^{2}\right) d x \tag{4.17}
\end{equation*}
$$

There is also the notion of local energy, given as follows. For a bounded subset $B$ of $\bar{\Omega}$, set

$$
\begin{equation*}
E_{B}(u(t))=\int_{B}\left(\left|\nabla_{x} u(t, x)\right|^{2}+\left|u_{t}(t, x)\right|^{2}\right) d x . \tag{4.18}
\end{equation*}
$$

Using the absolute continuity of the spectrum of $\Delta$ on $L^{2}(\Omega)$ established in $\S 2$, or more precisely, the absolute continuity of the spectrum of a related operator specified below, we will establish the following result on local energy decay.

Proposition 4.1. Given $\langle f, g\rangle \in \mathcal{E},\left\langle u, u_{t}\right\rangle=U(t)\langle f, g\rangle$, we have

$$
\begin{equation*}
E_{B}(u(t)) \longrightarrow 0, \text { as }|t| \longrightarrow \infty, \tag{4.19}
\end{equation*}
$$

for any bounded $B \subset \bar{\Omega}$.
Before starting the proof of this proposition, we will make some further comments on the infinitesimal generator of the unitary group $U(t)$ on $\mathcal{E}$. This is a skew-adjoint operator, and it has the form

$$
B=\left(\begin{array}{cc}
0 & I  \tag{4.20}\\
-A & 0
\end{array}\right),
$$

where, for $f \in \mathcal{D}(A) \subset \mathcal{H}$,

$$
\begin{equation*}
A f=-\Delta f \tag{4.21}
\end{equation*}
$$

in the distributional sense. Then $B^{2}$ is a self-adjoint operator of the form

$$
-B^{2}=\left(\begin{array}{cc}
A_{1} & 0  \tag{4.22}\\
0 & A_{2}
\end{array}\right),
$$

where $A_{1}$ is self-adjoint on $\mathcal{H}, A_{2}$ is self-adjoint on $L^{2}(\Omega)$, and they both satisfy (4.21), on their respective domains. Note that the unitary operators

$$
\Phi_{ \pm}: \mathcal{H} \oplus L^{2}(\Omega) \longrightarrow L^{2}\left(\mathbb{R}^{3},|\xi|^{2} d \xi\right) \oplus L^{2}\left(\mathbb{R}^{3}\right)
$$

intertwine (4.20) with multiplication (on each factor) by $|\xi|^{2}$ and

$$
\mathcal{D}\left(\Phi_{ \pm} B^{2} \Phi_{ \pm}^{-1}\right)=L^{2}\left(\mathbb{R}^{3},|\xi|^{2}\langle\xi\rangle^{4} d \xi\right) \oplus L^{2}\left(\mathbb{R}^{3},\langle\xi\rangle^{4} d \xi\right)
$$

In particular, the operators $A_{1}$ and $A_{2}$ have only absolutely continuous spectrum. Let

$$
\begin{equation*}
L_{j}=A_{j}^{1 / 2} \tag{4.23}
\end{equation*}
$$

be their unique nonnegative, self-adjoint square roots. Both $L_{1}$ and $L_{2}$ are intertwined via $\Phi_{ \pm}$with multiplication by $|\xi|$, so we can identify them, denoting them by $L$, and if $\left\langle u, u_{t}\right\rangle=U(t)\langle f, g\rangle$, we have

$$
\begin{align*}
u(t) & =(\cos t L) f+\left(L^{-1} \sin t L\right) g \\
u_{t}(t) & =(-L \sin t L) f+(\cos t L) g . \tag{4.24}
\end{align*}
$$

We now begin the proof of Proposition 4.1. Since $U(t)$ is unitary and $E_{B}(u(t)) \leq E(u(t))=\left\|\left\langle u, u_{t}\right\rangle\right\|_{\mathcal{E}}^{2}$, we see that it suffices to prove the proposition for $\langle f, g\rangle$ in a dense subset of $\mathcal{E}$. In particular, we will take

$$
\begin{equation*}
f \in \mathcal{D}\left(L_{1}\right) \subset \mathcal{H}, \quad g \in \mathcal{D}\left(L_{2}\right) \subset L^{2}(\Omega) \tag{4.25}
\end{equation*}
$$

Lemma 4.2. If $f$ and $g$ satisfy (4.25), then, as $|t| \rightarrow \infty$,

$$
\begin{align*}
u(t) & \longrightarrow 0  \tag{4.26}\\
u_{t}(t) & \text { weakly in } \mathcal{D}\left(L_{1}\right) \text { and } \\
0 & \text { weakly in } \mathcal{D}\left(L_{2}\right) .
\end{align*}
$$

Proof. Fix $w_{0} \in \mathcal{D}\left(L_{1}\right), w_{1} \in \mathcal{D}\left(L_{2}\right)$. Note that

$$
\begin{equation*}
\Phi_{ \pm} f \in L^{2}\left(\mathbb{R}^{3},|\xi|^{2}\langle\xi\rangle^{2} d \xi\right) \tag{4.27}
\end{equation*}
$$

and so on, so using the images under $\Phi_{ \pm}$to justify the inner-product calculations, and noting that, by (4.27),

$$
\begin{equation*}
L f \in H_{0}^{1}(\Omega), \quad L^{2} f \in L^{2}(\Omega), \quad L g \in L^{2}(\Omega) \tag{4.28}
\end{equation*}
$$

(and similarly for $w_{0}, w_{1}$ ), we obtain

$$
\begin{align*}
\left(u(t), w_{0}\right)_{\mathcal{D}\left(L_{1}\right)} & =\left(L u(t), L w_{0}\right)_{\mathcal{E}}+\left(u(t), w_{0}\right)_{\mathcal{E}}  \tag{4.29}\\
& =\left(L^{2} u(t), L^{2} w_{0}\right)_{L^{2}}+\left(L u(t), L w_{0}\right)_{L^{2}}
\end{align*}
$$

To examine each term, write (with $j=1$ or 2 )

$$
\begin{align*}
\left(L^{j} u(t), L^{j} w_{0}\right)_{L^{2}}= & \left(\left(L^{j} \cos t L\right) f+\left(L^{j-1} \sin t L\right) g, L^{j} w_{0}\right)_{L^{2}} \\
= & \int_{0}^{\infty}(\cos t \lambda) d\left(F_{\lambda} L^{j} f, L^{j} w_{0}\right)  \tag{4.30}\\
& +\int_{0}^{\infty}(\sin t \lambda) d\left(F_{\lambda} L^{j-1} g, L^{j} w_{0}\right),
\end{align*}
$$

where $F_{\lambda}$ is the spectral measure of $L_{2}$. In light of (4.28) and the absolute continuity of $F_{\lambda}$, it follows that $d\left(F_{\lambda} L^{j} f, L^{j} w_{0}\right)$ and $d\left(F_{\lambda} L^{j-1} g, L^{j} w_{0}\right)$ are finite measures on $\mathbb{R}$ that are absolutely continuous with respect to Lebesgue measure. Hence (4.30) is the Fourier transform of an $L^{1}$-function on $\mathbb{R}$. Thus the RiemannLebesgue lemma implies that this tends to 0 as $|t| \rightarrow \infty$. Similarly,

$$
\begin{equation*}
\left(u_{t}(t), w_{1}\right)_{\mathcal{D}\left(L_{2}\right)}=\left(L u_{t}(t), L w_{1}\right)_{L^{2}}+\left(u_{t}(t), w_{1}\right)_{L^{2}} \tag{4.31}
\end{equation*}
$$

This time, to examine each term, write (with $j=0$ or 1 )

$$
\begin{align*}
\left(L^{j} u_{t}(t), L^{j} w_{1}\right)_{L^{2}}= & \left(\left(-L^{j+1} \sin t L\right) f+\left(L^{j} \cos t L\right) g, L^{j} w_{1}\right)_{L^{2}} \\
= & -\int_{0}^{\infty}(\sin t \lambda) d\left(F_{\lambda} L^{j+1} f, L^{j} w_{1}\right)  \tag{4.32}\\
& +\int_{0}^{\infty}(\cos t \lambda) d\left(F_{\lambda} L^{j} g, L^{j} w_{1}\right) .
\end{align*}
$$

Again the Riemann-Lebesgue lemma applies, and the proof of Lemma 4.2 is complete.

To derive local energy decay from this, we reason as follows. For any $R<\infty$, set

$$
\begin{equation*}
\Omega_{R}=\{x \in \Omega:|x|<R\} . \tag{4.33}
\end{equation*}
$$

Then, for $f \in \mathcal{H}$, if $\iota_{R} f=\left.f\right|_{\Omega_{R}}$, by (4.16) we have

$$
\begin{equation*}
\left\|\iota_{R} f\right\|_{H^{1}\left(\Omega_{R}\right)} \leq C_{R}\|f\|_{\mathcal{H}} . \tag{4.34}
\end{equation*}
$$

Similarly, for any $f \in \mathcal{D}\left(L_{1}\right)$,

$$
\begin{equation*}
\left\|\iota_{R} f\right\|_{H^{2}\left(\Omega_{R}\right)} \leq C_{R}^{\prime}\|f\|_{\mathcal{D}\left(L_{1}\right)} \tag{4.35}
\end{equation*}
$$

Thus, restricted to $\Omega_{R}, u(t)$ is bounded in $H^{2}\left(\Omega_{R}\right)$ and $u_{t}(t)$ is bounded in $H^{1}\left(\Omega_{R}\right)$, for $t \in \mathbb{R}$, given the hypothesis (4.25) on the initial data. Thus these two families of functions on $\Omega_{R}$ are compact in $H^{1}\left(\Omega_{R}\right)$ and $L^{2}\left(\Omega_{R}\right)$, respectively,
by Rellich's theorem. The weak convergence to zero of (4.26) hence implies the strong convergence to zero:

$$
\begin{equation*}
u(t) \longrightarrow 0 \text { in } H^{1}\left(\Omega_{R}\right), \quad u_{t}(t) \longrightarrow 0 \text { in } L^{2}\left(\Omega_{R}\right), \tag{4.36}
\end{equation*}
$$

as $|t| \rightarrow \infty$, whenever $f$ and $g$ satisfy (4.25). Proposition 4.1 is hence proved on the dense set given by (4.25), and as we remarked before, that proves it in general.

Instead of representing $\langle f, g\rangle \in \mathcal{E}$ as a pair of functions, $L^{2}$ with respect to different weights, via $\Phi_{ \pm}$, it is often convenient to use the following construction, of Lax-Phillips. Namely, for $f, g \in C_{0}^{\infty}(\Omega)$, define $\Psi_{ \pm}\langle f, g\rangle$ on $\mathbb{R} \times S^{2}$ by

$$
\begin{align*}
\Psi_{ \pm}\binom{f}{g}(k, \omega)= & \frac{k^{2}}{4 \pi^{3 / 2}} \int_{\Omega} f(x) \overline{U_{ \pm}(x, k, \omega)} d x  \tag{4.37}\\
& +\frac{i k}{4 \pi^{3 / 2}} \int_{\Omega} g(x) \overline{U_{ \pm}(x, k, \omega)} d x
\end{align*}
$$

This is the same as the (formally computed) $\mathcal{E}$-inner product

$$
\begin{equation*}
\left(\langle f, g\rangle,\left\langle U_{ \pm}(\cdot, k, \omega), i k U_{ \pm}(\cdot, k, \omega)\right\rangle\right)_{\mathcal{E}} \tag{4.38}
\end{equation*}
$$

times $2^{-1 / 2}(2 \pi)^{-3 / 2}$. Note that $e^{i k t} U_{ \pm}(x, k, \omega)$ solves the wave equation, with Cauchy data $\left\langle U_{ \pm}(x, k, \omega), i k U_{ \pm}(x, k, \omega)\right\rangle$. In terms of the operators $\Phi_{ \pm}$, studied before, we can write (4.37) as $1 / \sqrt{2}$ times

$$
\begin{array}{ll}
k^{2}\left(\Phi_{ \pm} f\right)(k \omega)+i k\left(\Phi_{ \pm} g\right)(k \omega), & \text { for } k>0, \\
k^{2}\left(\Phi_{\mp} f\right)(k \omega)+i k\left(\Phi_{\mp} g\right)(k \omega), & \text { for } k<0 . \tag{4.39}
\end{array}
$$

Note that $f \in \mathcal{H} \Leftrightarrow \Phi_{ \pm} f \in L^{2}\left(\mathbb{R}^{3},|\xi|^{2} d \xi\right) \Leftrightarrow|\xi|^{2} \Phi_{ \pm} f \in L^{2}\left(\mathbb{R}^{3},|\xi|^{-2} d \xi\right)$, or, switching to polar coordinates,

$$
\begin{equation*}
f \in \mathcal{H} \Longleftrightarrow k^{2}\left(\Phi_{ \pm} f\right)(k \omega) \in L^{2}\left(\mathbb{R}^{+} \times S^{2}, d k d \omega\right) \tag{4.40}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
g \in L^{2}(\Omega) \Longleftrightarrow k\left(\Phi_{ \pm} g\right)(k \omega) \in L^{2}\left(\mathbb{R}^{+} \times S^{2}, d k d \omega\right) \tag{4.41}
\end{equation*}
$$

Therefore, for $\langle f, g\rangle \in \mathcal{E}$, the quantity (4.39) belongs to

$$
\begin{equation*}
L^{2}\left(\mathbb{R} \times S^{2}, d k d \omega\right)=L^{2}(\mathbb{R}, \mathcal{N}) \tag{4.42}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathcal{N}=L^{2}\left(S^{2}\right) \tag{4.43}
\end{equation*}
$$

We can now establish the following.

Proposition 4.3. For each choice of sign, $\Psi_{ \pm}$provides a unitary map of $\mathcal{E}$ onto $L^{2}(\mathcal{N})$.
Proof. It is clear that the restrictions of $\Psi_{ \pm}$to $\mathcal{H} \oplus 0$ and to $0 \oplus L^{2}(\Omega)$ are both isometries, by the arguments leading to (4.40) and (4.41). Also, it is easy to see that the images of these spaces under $\Psi_{ \pm}$are mutually orthogonal, so $\Psi_{ \pm}$is an isometry of $\mathcal{E}$ into $L^{2}(\mathbb{R}, \mathcal{N})$. To show that it is surjective, we show how to solve for $\langle f, g\rangle \in \mathcal{E}$ the pair of equations

$$
\begin{equation*}
\Phi_{ \pm}(L f+i g)=u_{0}, \quad \Phi_{\mp}(L f-i g)=u_{1}, \tag{4.44}
\end{equation*}
$$

for arbitrary $u_{0}, u_{1} \in L^{2}\left(\mathbb{R}^{3}\right)$. Inverting the unitary operators $\Phi_{ \pm}$and $\Phi_{\mp}$, we reduce this to a trivial system for $L f+i g$ and $L f-i g$, easily solved for $f \in \mathcal{H}, g \in L^{2}(\Omega)$, since $L: \mathcal{H} \rightarrow L^{2}(\Omega)$ is an isomorphism. This proves the proposition.

The maps $\Psi_{ \pm}$intertwine the evolution group $U(t)$ with a simple multiplication operator:

Proposition 4.4. We have, for $\varphi \in L^{2}(\mathbb{R}, \mathcal{N})$,

$$
\begin{equation*}
\Psi_{ \pm} U(t) \Psi_{ \pm}^{-1} \varphi(k, \omega)=e^{-i k t} \varphi(k, \omega) \tag{4.45}
\end{equation*}
$$

Proof. This follows directly from the intertwining properties of $\Phi_{ \pm}$, given (4.39) and the following computation:

$$
\begin{align*}
& k^{2}\left(\Phi_{ \pm} u(t)\right)(k \omega)+i k\left(\Phi_{ \pm} u_{t}(t)\right)(k \omega) \\
&= k^{2}\left[(\cos k t) \Phi_{ \pm} f+\left(k^{-1} \sin k t\right) \Phi_{ \pm} g\right]  \tag{4.46}\\
& \quad+i k\left[-k(\sin k t) \Phi_{ \pm} f+(\cos k t) \Phi_{ \pm} g\right] \\
&= k^{2} e^{-i k t} \Phi_{ \pm} f+i k e^{-i k t} \Phi_{ \pm} g
\end{align*}
$$

for $k>0$, with a similar computation for $k<0$.
The unitary maps discussed above are called "spectral representations" for $U(t)$. In $\S 6$ we will study related maps, called "translation representations." Note that in the case $K=\emptyset$, the functions $U_{ \pm}(x, k, \omega)$ become $U_{0}(x, k, \omega)=e^{-i k \omega \cdot x}$, and both spectral representations coincide. We denote this free-space spectral representation by $\Psi_{0}$. It is a unitary map of $\mathcal{E}_{0}=\mathcal{H}_{0} \oplus L^{2}\left(\mathbb{R}^{3}\right)$ onto $L^{2}(\mathbb{R}, \mathcal{N})$, given in terms of the Fourier transform by

$$
\begin{equation*}
\Psi_{0}\binom{f}{g}(k, \omega)=\frac{k^{2}}{\sqrt{2}} \hat{f}(k \omega)+\frac{i k}{\sqrt{2}} \hat{g}(k \omega) . \tag{4.47}
\end{equation*}
$$

Here, $\mathcal{H}_{0}$ is the completion of $C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$ with respect to the norm $\|\nabla f\|_{L^{2}\left(\mathbb{R}^{3}\right)}$, mapped unitarily by the Fourier transform onto $L^{2}\left(\mathbb{R}^{3},|\xi|^{2} d \xi\right)$.

## Exercises

Let $\varphi \in \mathcal{S}(\mathbb{R})$ be an even function in the following exercises. Let $\Lambda=\sqrt{-\Delta}$, as in (4.5), and let $K_{\varphi}(x, y)$ be the Schwartz kernel of $\varphi(\Lambda)$, as in (2.28). Let $\Delta_{0}$ be the free-space Laplacian on $\mathbb{R}^{3}, \Lambda_{0}=\sqrt{-\Delta_{0}}$, and let $K_{\varphi}^{0}(x, y)$ be the Schwartz kernel of $\varphi\left(\Lambda_{0}\right)$, so, parallel to (2.28),

$$
K_{\varphi}^{0}(x, y)=(2 \pi)^{-3} \int_{\mathbb{R}^{3}} e^{-i \xi \cdot(x-y)} \varphi(|\xi|) d \xi .
$$

Let $D_{\varphi}(x, y)=K_{\varphi}(x, y)-K_{\varphi}^{0}(x, y)$, where $K_{\varphi}(x, y)$ is set equal to 0 if $x \in K$ or $y \in K$.

1. Use the formula

$$
\begin{equation*}
\varphi(\Lambda)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \hat{\varphi}(t) \cos t \Lambda d t \tag{4.48}
\end{equation*}
$$

together with finite propagation speed to show that

$$
\operatorname{supp} \hat{\varphi}(t) \subset\{|t| \leq T\} \Longrightarrow \operatorname{supp} D_{\varphi}(x, y) \subset\{|x|,|y| \leq R+T\}
$$

if $K \subset B_{R}(0)$.
2. Use (4.48) to show that, for some $J=J(\alpha, \beta)$,

$$
\left|D_{x}^{\alpha} D_{y}^{\beta} K_{\varphi}(x, y)\right| \leq C\left[\|\hat{\varphi}\|_{L^{1}(\mathbb{R})}+\left\|D_{t}^{J} \hat{\varphi}\right\|_{L^{1}(\mathbb{R})}\right]
$$

for $x, y \in \Omega$.
3. Use Exercises 1 and 2 to show that when $\varphi \in \mathcal{S}(\mathbb{R})$ is even, then $D_{\varphi}(x, y)$ is rapidly decreasing and is the Schwartz kernel of a trace class operator on $L^{2}\left(\mathbb{R}^{3}\right)$.
4. Let $\mathcal{H}^{1}\left(\mathbb{R}^{n}\right)$ denote the completion of $C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ with respect to the norm in (4.13). Show that if $n \geq 3$, there is a natural injective map

$$
\iota: \mathcal{H}^{1}\left(\mathbb{R}^{n}\right) \longrightarrow \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)
$$

and the Fourier transform maps $\mathcal{H}^{1}\left(\mathbb{R}^{n}\right)$ isomorphically onto

$$
\mathcal{F H}{ }^{1}\left(\mathbb{R}^{n}\right)=\left\{u \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right):|\xi| u(\xi) \in L^{2}\left(\mathbb{R}^{n}\right)\right\}=L^{2}\left(\mathbb{R}^{n},|\xi|^{2} d \xi\right) .
$$

5. Show that, for $n \geq 3$,

$$
L^{2}\left(\mathbb{R}^{n},|\xi|^{2} d \xi\right) \subset L_{\mathrm{loc}}^{q}\left(\mathbb{R}^{n}, d \xi\right)
$$

provided $1 \leq q<2 n /(n+2)$. Conclude that if $n \geq 3$, any $\hat{u} \in \mathcal{F H} \mathcal{H}^{1}\left(\mathbb{R}^{n}\right)$ can be written as a sum of an element of $L^{2}\left(\mathbb{R}^{n}\right)$ and a compactly supported element of $L^{q}\left(\mathbb{R}^{n}\right)$, given $q \in[1,2 n /(n+2))$.
Show that $L^{2}\left(\mathbb{R}^{2},|\xi|^{2} d \xi\right)$ is not contained in $L_{\text {loc }}^{1}\left(\mathbb{R}^{2}\right)$.
6. Let $\psi_{\sigma}(\xi)$ be the Fourier transform of $\langle x\rangle^{-\sigma}$. Show that if $q \in[1,2)$, then

$$
g \in L_{\text {comp }}^{q}\left(\mathbb{R}^{n}\right) \Longrightarrow \psi_{\sigma} * g \in L^{2}\left(\mathbb{R}^{n}\right)
$$

provided $\sigma \geq(2-q) n / 2 q$. (Hint: Interpolate between easy cases.)
7. Show that if $n \geq 3$ and $\sigma>1$, then

$$
\begin{equation*}
\mathcal{H}^{1}\left(\mathbb{R}^{n}\right) \subset L^{2}\left(\mathbb{R}^{n},\langle x\rangle^{-2 \sigma} d x\right) \tag{4.49}
\end{equation*}
$$

Note that this extends the estimate (4.15) in several ways.
8. Show that if $n \geq 3$,

$$
\begin{equation*}
\mathcal{H}^{1}\left(\mathbb{R}^{n}\right) \subset L^{2 n /(n-2)}\left(\mathbb{R}^{n}\right) \tag{4.50}
\end{equation*}
$$

Show that this result implies (4.49).
Reconsider this problem after reading §2 of Chap. 13.

## 5. Wave operators

In this section we examine the asymptotic behavior of the unitary group $U(t)$ on $\mathcal{E}$, as $t \rightarrow \pm \infty$. More precisely, we show that, as $t \rightarrow \pm \infty, U(t) M_{\varphi} U_{0}(-t)\langle f, g\rangle$ converges to a limit, $W_{ \pm}\langle f, g\rangle$; the operators $W_{ \pm}$are called wave operators, and they are easily seen to be isometries from $\mathcal{E}_{0}$ into $\mathcal{E}$. Here, $\mathcal{E}$ is the space constructed in $\S 4$ for $\Omega=\mathbb{R}^{3} \backslash K$, $\mathcal{E}_{0}$ that for the region $\Omega_{0}=\mathbb{R}^{3}$, and $U_{0}(t)$ the "free-space" evolution operator for $\mathbb{R}^{3} ; M_{\varphi}$ is multiplication by a function $\varphi \in C^{\infty}\left(\mathbb{R}^{3}\right)$, equal to zero in a neighborhood of $K$, and equal to 1 outside a bounded set. We will show that $W_{ \pm}$have as right inverses operators $\Omega_{ \pm}=\Psi_{0}^{-1} \Psi_{ \pm}$, where $\Psi_{ \pm}$are the unitary operators constructed in $\S 4 ; \Psi_{0}$ is the corresponding operator constructed for $\Omega_{0}=\mathbb{R}^{3}$. Since $\Omega_{ \pm}$are unitary, it will follow from this that the wave operators are also unitary.

We begin with the following observation, a simple consequence of Huygens' principle. Suppose $f$ and $g$ are in $C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$, supported in $B_{R}=\left\{x \in \mathbb{R}^{3}\right.$ : $|x|<R\}$. Then, for $|t|>R$,

$$
\begin{equation*}
U_{0}(t)\langle f, g\rangle=0, \text { for }|x|<|t|-R \tag{5.1}
\end{equation*}
$$

This follows directly for the formula for the fundamental solution to the wave equation on $\mathbb{R} \times \mathbb{R}^{3}$, which, recall from Chap. 3, is

$$
\begin{equation*}
R(t, x)=\frac{\delta(|x|-|t|)}{4 \pi t} \tag{5.2}
\end{equation*}
$$

Consequently, if $K \subset B_{R}$ and if $f$ and $g$ are supported in $B_{R_{0}}$, then

$$
\begin{equation*}
U(s) U_{0}(-s)\langle f, g\rangle=U\left(R+R_{0}\right) U_{0}\left(-R-R_{0}\right)\langle f, g\rangle, \text { for } s>R+R_{0} \tag{5.3}
\end{equation*}
$$

with a similar identity for $s<-R-R_{0}$. We can insert an $M_{\varphi}$ between the two unitary factors on the left if $\varphi(x)=1$ for $|x| \geq R$, without altering anything. It follows that

$$
\begin{equation*}
W_{ \pm}\langle f, g\rangle=\lim _{t \rightarrow \pm \infty} U(-t) M_{\varphi} U_{0}(t)\langle f, g\rangle \tag{5.4}
\end{equation*}
$$

exists, for $\langle f, g\rangle$ in the dense subset of $\mathcal{E}_{0}$ consisting of compactly supported functions. Consequently, the limits exist on all of $\mathcal{E}_{0}$, and the operators $W_{ \pm}$, called
wave operators, are isometries from $\mathcal{E}_{0}$ into $\mathcal{E}$. A major result, established below, is that these operators are actually unitary, from $\mathcal{E}_{0}$ onto $\mathcal{E}$.

In fact, consider the following operators:

$$
\begin{equation*}
\Omega_{ \pm}=\Psi_{0}^{-1} \Psi_{ \pm}: \mathcal{E} \longrightarrow \mathcal{E}_{0} \tag{5.5}
\end{equation*}
$$

By Proposition 4.3 we know $\Omega_{ \pm}$are unitary. We aim to establish the following result.

Proposition 5.1. We have

$$
\begin{equation*}
\Omega_{+} W_{+}=I \text { and } \Omega_{-} W_{-}=I \text { on } \mathcal{E}_{0} \tag{5.6}
\end{equation*}
$$

In order to prepare to prove this, we introduce the following set of initial data for the wave equation. If $R$ is sufficiently large that $K \subset B_{R}$, set

$$
\begin{align*}
& D_{0}^{+}(R)=\left\{\langle f, g\rangle \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right) \oplus C_{0}^{\infty}\left(\mathbb{R}^{3}\right): U_{0}(t)\langle f, g\rangle=0\right.  \tag{5.7}\\
&\text { for } t>0,|x|<R+t\}
\end{align*}
$$

In particular, $f$ and $g$ vanish near $K$, and we can regard $\langle f, g\rangle$ as an element of $\mathcal{E}_{0}$ or of $\mathcal{E}$, and

$$
\begin{equation*}
\langle f, g\rangle \in D_{0}^{+}(R) \Longrightarrow U_{0}(t)\langle f, g\rangle=U(t)\langle f, g\rangle, \text { for } t>0 \tag{5.8}
\end{equation*}
$$

Clearly,

$$
\begin{equation*}
U_{0}(t) D_{0}^{+}(R) \subset D_{0}^{+}(R), \text { for } t>0 \tag{5.9}
\end{equation*}
$$

though not for $t<0$. Also, by the argument involving Huygens' principle discussed above, it is clear that

$$
\begin{equation*}
\bigcup_{t<0} U_{0}(t) D_{0}^{+}(R) \text { is dense in } \mathcal{E}_{0} \tag{5.10}
\end{equation*}
$$

Note that (5.8) implies

$$
\begin{equation*}
W_{+}=I \quad \text { on } D_{0}^{+}(R) \tag{5.11}
\end{equation*}
$$

Our first step in establishing Proposition 5.1 is the following.
Lemma 5.2. We have

$$
\begin{equation*}
\Omega_{+}=I \quad \text { on } D_{0}^{+}(R) \tag{5.12}
\end{equation*}
$$

Proof. This is equivalent to the identity

$$
\begin{equation*}
\Psi_{+}=\Psi_{0} \quad \text { on } D_{0}^{+}(R), \tag{5.13}
\end{equation*}
$$

which in turn follows from the identity

$$
\begin{equation*}
\left(\langle f, g\rangle,\left\langle V_{+}(\cdot, k, \omega), i k V_{+}(\cdot, k, \omega)\right\rangle\right)_{\mathcal{E}}=0 \tag{5.14}
\end{equation*}
$$

for $k \in \mathbb{R}, \omega \in S^{2},\langle f, g\rangle \in D_{0}^{+}(R)$. (Here $V_{+}$is the function defined in (1.51).) Note that the left side of (5.14) is equal to $e^{i k t}$ times

$$
\begin{equation*}
\left(U_{0}(t)\langle f, g\rangle,\left\langle V_{+}, i k V_{+}\right\rangle\right)_{\mathcal{E}} \tag{5.15}
\end{equation*}
$$

for any $t>0$. We will show that, for $t$ large, this can be dominated by a small quantity. Indeed, an examination of $\left\langle u(t), u_{t}(t)\right\rangle=U_{0}(t)\langle f, g\rangle$ via the formula (5.2) for the Riemann function shows that, for $t$ large and positive, $\nabla_{x} u(t, x)$ is approximately radial, and $u_{t}(t, x) \sim u_{r}(t, x)$. Thus (5.15) is equal to

$$
\begin{equation*}
\int_{\Omega}\left[u_{r}(t, x) \frac{\partial \bar{V}_{+}}{\partial r}+(i k) u_{t}(t, x) \bar{V}_{+}\right] d x+o(1) \tag{5.16}
\end{equation*}
$$

as $t \rightarrow+\infty$. In light of the radiation condition for $V_{+}$, the two terms in this integral cancel out, up to a remainder that vanishes as $t \rightarrow+\infty$; this proves the lemma.

In view of (5.11), we now know that

$$
\begin{equation*}
\Omega_{+} W_{+}=I \quad \text { on } D_{0}^{+}(R) \tag{5.17}
\end{equation*}
$$

Now it follows easily from the definition that

$$
\begin{equation*}
W_{ \pm} U_{0}(t)=U(t) W_{ \pm}, \text {for all } t \tag{5.18}
\end{equation*}
$$

and from Proposition 4.4 it follows that

$$
\begin{equation*}
\Omega_{ \pm} U(t)=U_{0}(t) \Omega_{ \pm}, \text {for all } t \tag{5.19}
\end{equation*}
$$

Given that (5.17) holds when applied to $U_{0}(t)\langle f, g\rangle$, provided this belongs to $D_{0}^{+}(R)$, we deduce that

$$
\begin{equation*}
\Omega_{+} W_{+}\langle f, g\rangle=\langle f, g\rangle, \text { for }\langle f, g\rangle \in U_{0}(-t) D_{0}^{+}(R), t>0 \tag{5.20}
\end{equation*}
$$

in other words,

$$
\begin{equation*}
\Omega_{+} W_{+}=I \quad \text { on } \bigcup_{t>0} U_{0}(-t) D_{0}^{+}(R) \tag{5.21}
\end{equation*}
$$

In light of (5.10), this implies that $\Omega_{+} W_{+}=I$ on $\mathcal{E}_{0}$, establishing the first identity in (5.6). The second identity is proved in the same fashion, and Proposition 5.1 is done.

The unitarity of $\Omega_{ \pm}$then gives the following result, known as the completeness of the wave operators.

Corollary 5.3. The wave operators $W_{ \pm}$are unitary from $\mathcal{E}_{0}$ onto $\mathcal{E}$. We have the identities

$$
\begin{equation*}
W_{ \pm}=\Psi_{ \pm}^{-1} \Psi_{0} \tag{5.22}
\end{equation*}
$$

Note that (5.6) implies the surjectivity of $\Omega_{ \pm}$, hence of $\Psi_{ \pm}$, since the invertibility of $\Psi_{0}$ is obvious (just the Fourier inversion formula). Thus the proof of Proposition 5.1 contains an alternative proof of Proposition 4.3, and hence of Proposition 2.7.

The operator

$$
\begin{equation*}
\mathcal{S}_{1}=W_{+}^{-1} W_{-}=\Psi_{0}^{-1}\left(\Psi_{+} \Psi_{-}^{-1}\right) \Psi_{0} \tag{5.23}
\end{equation*}
$$

a unitary operator on $\mathcal{E}_{0}$, is often called the scattering operator. In view of the simple nature of $\Psi_{0}$, it is equally convenient to call the unitary operator on $L^{2}(\mathbb{R}, \mathcal{N})$ :

$$
\begin{equation*}
\mathcal{S}=\Psi_{+} \Psi_{-}^{-1} \tag{5.24}
\end{equation*}
$$

also a scattering operator. Note that, if we make the identification

$$
L^{2}(\mathbb{R}, \mathcal{N})=L^{2}\left(\mathbb{R}^{+} \times S^{2}\right) \oplus L^{2}\left(\mathbb{R}^{-} \times S^{2}\right)
$$

and follow with the natural unitary map $L^{2}\left(\mathbb{R}^{ \pm} \times S^{2}\right) \rightarrow L^{2}\left(\mathbb{R}^{3}\right)$ involving polar coordinates, we can write

$$
\mathcal{S}=\left(\begin{array}{cc}
\Phi_{+} \Phi_{-}^{-1} & 0  \tag{5.25}\\
0 & \Phi_{-} \Phi_{+}^{-1}
\end{array}\right)
$$

The operator $S=\Phi_{+} \Phi_{-}^{-1}$ is the scattering operator studied in $\S 3$; the other operator, $\Phi_{-} \Phi_{+}^{-1}=S_{-}$, appears in Exercise 2 of $\S 3$.

Another consequence of the unitarity of the wave operators is the following nontrivial variant of (5.10).

Proposition 5.4. Pick $R$ so that $K \subset B_{R}$. Then

$$
\begin{equation*}
\bigcup_{t<0} U(t) D_{0}^{+}(R) \text { is dense in } \mathcal{E} \tag{5.26}
\end{equation*}
$$

Proof. Any $\langle f, g\rangle \in \mathcal{E}$ can be written in the form

$$
\begin{equation*}
\langle f, g\rangle=W_{+}\left\langle f_{0}, g_{0}\right\rangle \tag{5.27}
\end{equation*}
$$

with $\left\langle f_{0}, g_{0}\right\rangle \in \mathcal{E}_{0}$. Approximate $\left\langle f_{0}, g_{0}\right\rangle$ to within $\varepsilon$ in the $\mathcal{E}_{0}$-norm by $\left\langle f_{1}, g_{1}\right\rangle \in$ $C_{0}^{\infty}\left(\mathbb{R}^{3}\right) \oplus C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$. Then, for all $t \geq R+R_{0}$ sufficiently large,

$$
\begin{equation*}
W_{+}\left\langle f_{1}, g_{1}\right\rangle=U(-t) U_{0}(t)\left\langle f_{1}, g_{1}\right\rangle \tag{5.28}
\end{equation*}
$$

by (5.3) and (5.4), and by the Huygens principle argument given there, for any such $t=t_{0}$,

$$
\begin{equation*}
U_{0}\left(t_{0}\right)\left\langle f_{1}, g_{1}\right\rangle=\left\langle f_{2}, g_{2}\right\rangle \in D_{0}^{+}(R) \tag{5.29}
\end{equation*}
$$

Since $\langle f, g\rangle-U\left(-t_{0}\right)\left\langle f_{2}, g_{2}\right\rangle$ has $\mathcal{E}$-norm less than $\varepsilon$, the proposition is proved.
We can also produce a formula for $W_{ \pm}^{-1}$ of a form similar to (5.4) but not involving an arbitrary choice, for example, of $M_{\varphi}$. Note that there is a natural isometric mapping

$$
\begin{equation*}
J: \mathcal{E} \longrightarrow \mathcal{E}_{0} \tag{5.30}
\end{equation*}
$$

defined on $\langle f, g\rangle$ by extending these functions to be zero on $K$. We have tacitly used this before. We now establish the following.

Proposition 5.5. For any $\langle f, g\rangle \in \mathcal{E}$,

$$
\begin{equation*}
W_{ \pm}^{-1}\langle f, g\rangle=\lim _{t \rightarrow \pm \infty} U_{0}(-t) J U(t)\langle f, g\rangle \tag{5.31}
\end{equation*}
$$

Proof. For simplicity we analyze $W_{+}^{-1}$. By (5.28), for $\left\langle f_{1}, g_{1}\right\rangle \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right) \oplus$ $C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$ supported in $B_{R_{0}}$, we have

$$
\begin{equation*}
J U(t) W_{+}\left\langle f_{1}, g_{1}\right\rangle=U_{0}(t)\left\langle f_{1}, g_{1}\right\rangle \tag{5.32}
\end{equation*}
$$

for all $t>R+R_{0}$. This is equivalent to

$$
\begin{equation*}
U_{0}(-t) J U(t)\left\langle f_{3}, g_{3}\right\rangle=W_{+}^{-1}\left\langle f_{3}, g_{3}\right\rangle \tag{5.33}
\end{equation*}
$$

for $\left\langle f_{3}, g_{3}\right\rangle=W_{+}\left\langle f_{1}, g_{1}\right\rangle, t>R+R_{0}$. This gives (5.31) on a dense subset of $\mathcal{E}$, hence on all of $\mathcal{E}$ in view of the uniform boundedness of $U(t)$ and $U_{0}(t)$.

## Exercises

The following exercises deal with the existence and completeness of Schrödinger wave operators:

$$
\begin{equation*}
W_{ \pm} f=\lim _{t \rightarrow \pm \infty} e^{i t H} e^{-i t H_{0}} f \tag{5.34}
\end{equation*}
$$

where $H_{0}=-\Delta, H=-\Delta+V$, acting on functions on $\mathbb{R}^{n}$.

1. Show that $W_{ \pm} \in \mathcal{L}\left(L^{2}\left(\mathbb{R}^{n}\right)\right)$ exists provided that, for each $f \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$,

$$
\begin{equation*}
\int_{0}^{\infty}\left\|V e^{-i t H_{0}} f\right\| d t<\infty \tag{5.35}
\end{equation*}
$$

(Hint: $e^{i t H} e^{-i t H_{0}} f=\int_{0}^{t} e^{i s H} V e^{-i s H_{0}} f d s$.) Note that when $W_{ \pm}$exist, they are isometries (i.e., $\left\|W_{ \pm} f\right\|=\|f\|$ for all $f \in L^{2}\left(\mathbb{R}^{n}\right)$ ).
2. Show that $f \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ implies $\left\|e^{i t H_{0}} f\right\|_{L^{\infty}} \leq C\langle t\rangle^{-n / 2}$. Deduce that $W_{ \pm}$exists if $V \in L^{2}\left(\mathbb{R}^{n}\right) .\left(\right.$ Hint: $\left.e^{i t \Delta} \delta(x)=(4 \pi i t)^{-n / 2} e^{-|x|^{2} / 4 i t}.\right)$
3. Show that if $q=2 /(1-\theta) \in[2, \infty)$, then $f \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ implies

$$
\left\|e^{i t H_{0}} f\right\|_{L^{q}\left(\mathbb{R}^{n}\right)} \leq C\langle t\rangle^{-n \theta / 2}
$$

Deduce that $W_{ \pm}$exists if $V \in L^{r}\left(\mathbb{R}^{n}\right)$, with $r<n$. In particular, $W_{ \pm}$exists provided $|V(x)| \leq C\langle x\rangle^{-\sigma}, \sigma>1$.
4. Show that, for any $f, g \in L^{2}\left(\mathbb{R}^{n}\right),\left(g, e^{-i t H_{0}} f\right) \rightarrow 0$ as $|t| \rightarrow \infty$. Use this to show that if $g_{j}$ is an eigenfunction of $H$, then $\left(e^{-i t H} g_{j}, e^{i t H_{0}} f\right) \rightarrow 0$ as $|t| \rightarrow \infty$, for all $f \in L^{2}\left(\mathbb{R}^{n}\right)$. Hence, for $W_{ \pm}$given by (5.34), $\mathcal{R}\left(W_{ \pm}\right) \subset \mathcal{H}_{c}$.
5. Suppose $V \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$, so we have $\Phi_{ \pm}$by Exercise 5 of $\S 2$. Let $\Phi_{0}$ be the inverse Fourier transform. Show that $\Phi_{ \pm} W_{ \pm} \Phi_{0}^{-1}$ commutes with multiplication by $e^{i s|\xi|^{2}}$, for all $s \in \mathbb{R}$. Hence it commutes with $\varphi(|\xi|)$ for all $\varphi \in C_{o}(\mathbb{R})$. (Hint: $\left.W_{ \pm}=e^{i s H} W_{ \pm} e^{-i s H_{0}}.\right)$
6. When the conditions of Exercise 1 hold, show that

$$
W_{ \pm} f=\lim _{\varepsilon \searrow 0} \int_{0}^{\mp \infty} \varepsilon e^{ \pm \varepsilon t} e^{i t H} e^{-i t H_{0}} f d t
$$

and hence that

$$
\begin{equation*}
\left(\left(W_{ \pm}-I\right) f, g\right)=\lim _{\varepsilon \searrow 0} \int_{0}^{\mp \infty} i\left(e^{i t H} V e^{-i t H_{0}} f, g\right) e^{ \pm \varepsilon t} d t \tag{5.36}
\end{equation*}
$$

7. Choosing the + sign, show that the integral on the right side of (5.36) is equal to

$$
\begin{align*}
& \int_{0}^{-\infty} \iint i \overline{i\left(\Phi_{+} g\right)(\xi)} V(x)\left[e^{-i t\left(H_{0}-|\xi|^{2}+i \varepsilon\right)} f(x)\right] \overline{u_{+}(x, \xi)} d x d \xi d t  \tag{5.37}\\
& =\iint \overline{\left(\Phi_{+} g\right)(\xi)} V(x)\left[\left(H_{0}-|\xi|^{2}+i \varepsilon\right)^{-1} f(x)\right] \overline{u_{+}(x, \xi)} d x d \xi
\end{align*}
$$

(Hint: Use $\Phi_{+}$to intertwine $e^{i t H}$ with $e^{i t H_{0}}$.)
8. If $V \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$, show that the limit of (5.37) as $\varepsilon \searrow 0$ is equal to

$$
\frac{1}{4 \pi} \iiint \overline{\left(\Phi_{+} g\right)(\xi)} V(x) \frac{e^{-i k|x-y|}}{|x-y|} f(y) \overline{u_{+}(x, \xi)} d y d x d \xi
$$

provided $f \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$ and $\left(\Phi_{+} g\right)(\xi)$ is supported on $|\xi| \in[a, b] \subset \subset(0, \infty)$. Here $k=|\xi|$. Using (1.58), write this as

$$
-\iint \overline{\left(\Phi_{+} g\right)(\xi)} \overline{v_{+}(y, \xi)} f(y) d y d \xi=-\left(\Phi_{+} f, \Phi_{+} g\right)+\left(\Phi_{0} f, \Phi_{+} g\right)
$$

9. Using the previous exercises, show that, given $V \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$ (real-valued), we have $\left(W_{ \pm} f, g\right)=\left(\Phi_{0} f, \Phi_{ \pm} g\right)$ for all $f, g \in L^{2}\left(\mathbb{R}^{3}\right)$, hence

$$
W_{ \pm}=\Phi_{ \pm}^{-1} \Phi_{0}
$$

Deduce the completeness of the wave operators: $\mathcal{R}\left(W_{ \pm}\right)=\mathcal{H}_{c}$.
Compare arguments in Chap. 5 of [Si], dealing with a larger class of potentials. Completeness for a nearly maximal class of potentials to which Exercise 3 applies is treated in Chap. 13 of [RS]. Long-range potentials are treated in Chap. 3 of [Ho].

## 6. Translation representations and the Lax-Phillips semigroup $Z(t)$

From the "spectral representations" $\Psi_{ \pm}: \mathcal{E} \rightarrow L^{2}(\mathbb{R}, \mathcal{N})$ defined in $\S 4$, which, as shown in Proposition 4.4, intertwine $U(t)$ with multiplication by $e^{-i k t}$, we construct "translation representations," unitary operators

$$
\begin{equation*}
\mathcal{T}_{ \pm}: \mathcal{E} \longrightarrow L^{2}(\mathbb{R}, \mathcal{N}) \tag{6.1}
\end{equation*}
$$

by taking the Fourier transform with respect to $k$ :

$$
\begin{equation*}
\mathcal{T}_{ \pm}\binom{f}{g}(s, \omega)=(2 \pi)^{-1 / 2} \int_{-\infty}^{\infty} e^{i k s} \Psi_{ \pm}\binom{f}{g}(k, \omega) d k \tag{6.2}
\end{equation*}
$$

Consequently, Proposition 4.4 implies

$$
\begin{equation*}
\mathcal{T}_{ \pm} U(t) \mathcal{T}_{ \pm}^{-1} f(s, \omega)=f(s-t, \omega) \tag{6.3}
\end{equation*}
$$

The operators $\mathcal{T}_{ \pm}$are useful for exposing various features of $U(t)$, and we explore this in the current section. We begin with a look at the free-space translation representation $\mathcal{T}_{0}$, a unitary map from $\mathcal{E}_{0}$ onto $L^{2}(\mathbb{R}, \mathcal{N})$ given by using $\Psi_{0}$ in (6.2).

We can produce an explicit formula for $\mathcal{T}_{0}$ using the formula (4.47) for $\Psi_{0}$, which we recall is

$$
\begin{equation*}
2^{1 / 2} \Psi_{0}\binom{f}{g}(k, \omega)=k^{2} \hat{f}(k \omega)+i k \hat{g}(k \omega) \tag{6.4}
\end{equation*}
$$

The formula for $\mathcal{T}_{0}$ is expressed naturally in terms of the Radon transform, which is defined (initially for $f \in \mathcal{S}\left(\mathbb{R}^{3}\right)$ ) by

$$
\begin{equation*}
\mathcal{R} f(s, \omega)=\int_{y \cdot \omega=s} f(y) d S(y) \tag{6.5}
\end{equation*}
$$

for $s \in \mathbb{R}, \omega \in S^{2}$. Note that the Fourier transform can be expressed as

$$
\begin{equation*}
\hat{f}(k \omega)=(2 \pi)^{-3 / 2} \int_{-\infty}^{\infty} e^{-i k s} \mathcal{R} f(s, \omega) d s \tag{6.6}
\end{equation*}
$$

Thus, taking the inverse Fourier transform in $k$, we have

$$
\begin{equation*}
\mathcal{R} f(s, \omega)=(2 \pi)^{1 / 2} \int_{-\infty}^{\infty} e^{i k s} \hat{f}(k \omega) d k \tag{6.7}
\end{equation*}
$$

In light of this, we see that taking the Fourier transform with respect to $k$ of (6.4) gives

$$
\begin{equation*}
\mathcal{T}_{0}\binom{f}{g}(s, \omega)=\frac{1}{4 \pi}\left[-\partial_{s}^{2} \mathcal{R} f(s, \omega)+\partial_{s} \mathcal{R} g(s, \omega)\right] \tag{6.8}
\end{equation*}
$$

The unitarity of $\mathcal{T}_{0}$ gives rise to the inversion formula

$$
\begin{align*}
& f(x)=\frac{1}{2 \pi} \int_{S^{2}} k(x \cdot \omega, \omega) d \omega \\
& g(x)=-\frac{1}{2 \pi} \int_{S^{2}} \partial_{s} k(x \cdot \omega, \omega) d \omega \tag{6.9}
\end{align*}
$$

for $\langle f, g\rangle$ in terms of

$$
\begin{equation*}
k(s, \omega)=\mathcal{T}_{0}\binom{f}{g}(s, \omega) \tag{6.10}
\end{equation*}
$$

This result is related to the Radon inversion formula,

$$
\begin{equation*}
f(x)=\frac{1}{8 \pi^{2}} \int_{S^{2}} \partial_{s}^{2} \mathcal{R} f(x \cdot \omega, \omega) d \omega \tag{6.11}
\end{equation*}
$$

which can be deduced from (6.9), or directly from (6.6) and the Fourier inversion formula.

In view of (6.3), for $\mathcal{T}_{0}$, we see that the solution to the free-space wave equation $u_{t t}-\Delta u=0$ with initial data $\langle f, g\rangle$ can be written as

$$
\begin{equation*}
u(t, x)=\frac{1}{2 \pi} \int_{S^{2}} k(x \cdot \omega-t, \omega) d \omega \tag{6.12}
\end{equation*}
$$

where $k(s, \omega)$ is given by (6.10). More fully, by (6.8),

$$
\begin{equation*}
u(t, x)=\frac{1}{8 \pi^{2}} \int_{S^{2}}\left[-\partial_{s}^{2} \mathcal{R} f(x \cdot \omega-t, \omega)+\partial_{s} \mathcal{R} g(x \cdot \omega-t, \omega)\right] d \omega \tag{6.13}
\end{equation*}
$$

Note that if $f$ and $g$ are supported in $B_{R_{0}}=\left\{|x|<R_{0}\right\}$, then, by (6.5), $\mathcal{R} f(s, \omega)$ and $\mathcal{R} g(s, \omega)$ vanish for $|s|>R_{0}$. Therefore, $\mathcal{R} f(x \cdot \omega-t, \omega)$ and $\mathcal{R} g(x \cdot \omega-t, \omega)$ vanish for $|x|<|t|-R_{0}$. Thus from (6.13) we rederive the Huygens principle, that $u(t, x)$ vanishes for $|x|<|t|-R_{0}$ in this case.

Use of $\mathcal{T}_{0}$ and $\mathcal{T}_{ \pm}$will augment arguments involving the Huygens principle made in $\S 5$. We introduce the space

$$
\begin{equation*}
D^{+}(R)=\left\{\langle f, g\rangle \in \mathcal{E}_{0}: U_{0}(t)\langle f, g\rangle=0 \text { for } t>0,|x|<R+t\right\} \tag{6.14}
\end{equation*}
$$

Note that $D_{0}^{+}(R)$, defined by (5.7), consists of the elements of $D^{+}(R)$ that are smooth and compactly supported. Similarly, set

$$
\begin{equation*}
D^{-}(R)=\left\{\langle f, g\rangle \in \mathcal{E}_{0}: U_{0}(t)\langle f, g\rangle=0 \text { for } t<0,|x|<R+|t|\right\} \tag{6.15}
\end{equation*}
$$

For $R=0$, we denote these spaces simply by $D^{+}$and $D^{-}$, respectively. From (6.12) it is clear that if $\mathcal{T}_{0}\langle f, g\rangle(s, \omega)$ is supported in $s \geq R$ (resp., $s \leq-R$ ), then $\langle f, g\rangle$ belongs to $D^{+}(R)$ (resp., $D^{-}(R)$ ). Furthermore, the converse result is true:

Proposition 6.1. The transformation $\mathcal{T}_{0}: \mathcal{E}_{0} \rightarrow L^{2}(\mathbb{R}, \mathcal{N})$ maps $D^{+}(R)$ (resp. $D^{-}(R)$ ) onto the space of functions in $L^{2}(\mathbb{R}, \mathcal{N})$ supported in $[R, \infty)$ (resp., supported in $(-\infty,-R])$, for any $R \geq 0$. In particular, $D^{+}$and $D^{-}$are orthogonal complements of each other in $\mathcal{E}_{0}$.

In order to prove this proposition, it suffices to demonstrate that if $\langle f, g\rangle \in \mathcal{E}_{0}$ belongs to $D^{+}$, then $k(s, \omega)=\mathcal{T}_{0}\langle f, g\rangle$ vanishes for $s<0$. This comes down to showing that, if $k \in L^{2}(\mathbb{R}, \mathcal{N})$ and if the integral (6.12) vanishes for $t>|x|$, then $k(s, \omega)=0$ for $s<0$. Applying a mollifier, we can suppose $k \in C^{\infty}(\mathbb{R}, \mathcal{N})$. Since $\mathcal{T}_{0}$ clearly commutes with rotations, it suffices to prove this for $k(s, \omega)$ of the form $k(s, \omega)=K(s) \varphi(\omega)$, where $\varphi$ is an eigenfunction of the Laplace operator on $S^{2}$. So suppose

$$
\begin{equation*}
u(t, x)=\frac{1}{2 \pi} \int_{S^{2}} K(x \cdot \omega-t) \varphi(\omega) d \omega \tag{6.16}
\end{equation*}
$$

vanishes for $t>|x|$. Since this implies $D_{x}^{\alpha} u(t, 0)=0$ for $t>0$, for all $\alpha$, we have

$$
\begin{equation*}
0=\partial_{t}^{|\alpha|} K(-t) \int_{S^{2}} \omega^{\alpha} \varphi(\omega) d \omega, \quad t>0 \tag{6.17}
\end{equation*}
$$

for all $\alpha$. Since, by the Stone-Weierstrass theorem, $\left\{\omega^{\alpha}\right\}$ has dense linear span in $C\left(S^{2}\right)$, there exists $\alpha$ such that the integral in (6.17) is nonvanishing. This implies that $\partial_{t}^{|\alpha|} K(-t)=0$ for $t>0$, so $K(t)$ coincides with a polynomial in $t$ for $t<0$. Since $K \in L^{2}(\mathbb{R})$, this implies $K(t)=0$ for $t<0$, and the proposition is proved.

Now we look at the maps $\mathcal{T}_{ \pm}: \mathcal{E} \rightarrow L^{2}(\mathbb{R}, \mathcal{N})$, in the presence of an obstacle $K$, which we suppose is contained in a ball $B_{R}$. Note that $D^{ \pm}(R)$ can be regarded as subspaces both of $\mathcal{E}_{0}$ and of $\mathcal{E}$. Lemma 5.2 (specifically (5.13)), which was important in the last section, immediately implies the following.

Proposition 6.2. We have

$$
\begin{equation*}
\mathcal{T}_{+}=\mathcal{T}_{0} \text { on } D_{0}^{+}(R) \text { and } \mathcal{T}_{-}=\mathcal{T}_{0} \text { on } D_{0}^{-}(R) \tag{6.18}
\end{equation*}
$$

The potential usefulness of this is indicated by the next result.
Proposition 6.3. The properties (6.3) and (6.18) uniquely characterize $\mathcal{T}_{+}$and $\mathcal{T}_{-}$as continuous linear maps.

Proof. Equations (6.3) and (6.18) specify $\mathcal{T}_{+}$on $U(t) D_{0}^{+}(R)$ for all $t \in \mathbb{R}$. By Proposition 5.4, the union of these spaces is dense in $\mathcal{E}$, so the result follows for $\mathcal{T}_{+}$. The proof for $\mathcal{T}_{-}$is similar.

Note that we can set $\widetilde{\mathcal{T}}_{ \pm}=\mathcal{T}_{0}$ on $D^{ \pm}(R)$ and since $U(t)=U_{0}(t)$, for $t \geq 0$ on $D^{+}(R)$ and for $t \leq 0$ on $D^{-}(R)$, we can extend $\widetilde{\mathcal{T}}_{ \pm}$so that (6.3) holds. The uniqueness result above then implies $\widetilde{\mathcal{T}}_{ \pm}=\mathcal{T}_{ \pm}$, so we have

$$
\begin{equation*}
\mathcal{T}_{+}=\mathcal{T}_{0} \text { on } D^{+}(R) \text { and } \mathcal{T}_{-}=\mathcal{T}_{0} \text { on } D^{-}(R) \tag{6.19}
\end{equation*}
$$

sharpening (6.18).
If we use the translation representations $\mathcal{T}_{ \pm}$in place of the spectral representations $\Psi_{ \pm}$, the scattering operator $\mathcal{S}$ defined by (5.24) is replaced by the unitary operator on $L^{2}(\mathbb{R}, \mathcal{N})$ :

$$
\begin{equation*}
\hat{\mathcal{S}}=\mathcal{T}_{+} \mathcal{T}_{-}^{-1} \tag{6.20}
\end{equation*}
$$

The operator $\hat{\mathcal{S}}$ clearly commutes with translations. It also possesses the following important property.

Proposition 6.4. We have

$$
\begin{equation*}
\hat{\mathcal{S}}: L^{2}((-\infty,-R], \mathcal{N}) \longrightarrow L^{2}((-\infty, R], \mathcal{N}) \tag{6.21}
\end{equation*}
$$

Proof. $\mathcal{T}_{-}^{-1}$ maps $L^{2}((-\infty,-R], \mathcal{N})$ onto $D^{-}(R)$, which is orthogonal to $D^{+}(R)$, as a consequence of Proposition 6.1. Since $\mathcal{T}_{+}$maps $D^{+}(R)$ onto $L^{2}([R, \infty), \mathcal{N})$ and is unitary, it must map $D^{-}(R)$ into the orthogonal complement of $L^{2}([R, \infty), \mathcal{N})$; this proves (6.21).

Now the action of $\mathcal{S}$ on $L^{2}(\mathbb{R}, \mathcal{N})$ is given by multiplication by a unitary operator-valued function $\mathcal{S}(k)$, similar to the action of $S$ in terms of $S(k)$ discussed in $\S 3$. The action of $\hat{\mathcal{S}}$ on $L^{2}(\mathbb{R}, \mathcal{N})$ is then given by convolution by an operator-valued tempered distribution $\hat{\mathcal{S}}(s)$, the Fourier transform of $\mathcal{S}(k)$. From
(6.21) we conclude that $\hat{\mathcal{S}}(s)$ is supported in the half-line $(-\infty, 2 R]$. It follows that $\mathcal{S}(k)$ extends to be a holomorphic, operator-valued function in the half-space Im $k>0$, a fact that can also be seen directly from an analysis of the scattering amplitude $a(\omega, \theta, k)$, in view of the relation established in $\S 3$. We will study the meromorphic continuation of these objects into the lower half-plane in $\S 7$.

We now look at a semigroup of operators, introduced by P. Lax and R. Phillips, defined as follows. Fixing $R$ such that $K \subset B_{R}$, set

$$
\begin{equation*}
\mathcal{K}=\left(D^{+}(R) \oplus D^{-}(R)\right)^{\perp} \tag{6.22}
\end{equation*}
$$

the orthogonal complement in $\mathcal{E}$. For $t \geq 0$, define

$$
\begin{equation*}
Z(t)=P_{\mathcal{K}} U(t) P_{\mathcal{K}} \tag{6.23}
\end{equation*}
$$

where $P_{\mathcal{K}}$ is the orthogonal projection of $\mathcal{E}$ onto $\mathcal{K}$.
Proposition 6.5. $Z(t)$ is a strongly continuous semigroup of operators on $\mathcal{K}$, so

$$
\begin{equation*}
Z(t+s)=Z(t) Z(s), \text { for } t, s \geq 0 \tag{6.24}
\end{equation*}
$$

Proof. If $\left\langle f_{j}, g_{j}\right\rangle \in \mathcal{K}$, then $U(t)\left\langle f_{1}, g_{1}\right\rangle \in D^{+}(R)$ for $t \geq 0$, and furthermore $U(-s)\left\langle f_{2}, g_{2}\right\rangle \in\left(D^{-}(R)\right)^{\perp}$ for $s \geq 0$. Hence, for $s, t \geq 0$,

$$
\begin{equation*}
\left(U(-s)\left\langle f_{2}, g_{2}\right\rangle, P_{\mathcal{K}} U(t)\left\langle f_{1}, g_{1}\right\rangle\right)_{\mathcal{E}}=\left(U(-s)\left\langle f_{2}, g_{2}\right\rangle, U(t)\left\langle f_{1}, g_{1}\right\rangle\right)_{\mathcal{E}} \tag{6.25}
\end{equation*}
$$

Thus $P_{\mathcal{K}} U(s) P_{\mathcal{K}} U(t) P_{\mathcal{K}}=P_{\mathcal{K}} U(s+t) P_{\mathcal{K}}$, which implies (6.24). The strong continuity is obvious.

We note that the Lax-Phillips semigroup $Z(t)$ can also be expressed as

$$
\begin{equation*}
Z(t)=P_{+} U(t) P_{-} \quad(t \geq 0) \tag{6.26}
\end{equation*}
$$

where $P_{ \pm}$is the orthogonal projection of $\mathcal{E}$ onto $\left(D^{ \pm}(R)\right)^{\perp}$. To see this, note that

$$
P_{\mathcal{K}}=P_{+} P_{-}=P_{-} P_{+}
$$

Since $U(t)$ leaves $D^{+}(R)$ invariant, $P_{+} U(t) P_{+}=P_{+} U(t)$, for $t \geq 0$. Similarly, $P_{-} U(t) P_{-}=U(t) P_{-}$, for $t \geq 0$, so

$$
\begin{align*}
P_{\mathcal{K}} U(t) P_{\mathcal{K}} & =P_{-} P_{+} U(t) P_{+} P_{-} \\
& =P_{-} P_{+} U(t) P_{-}  \tag{6.27}\\
& =P_{+} P_{-} U(t) P_{-} \\
& =P_{+} U(t) P_{-}
\end{align*}
$$

Since $Z(t)$ is a strongly continuous semigroup on $\mathcal{K}$, it has a generator $C$, whose resolvent is given by

$$
\begin{equation*}
(\lambda-C)^{-1}=\int_{0}^{\infty} e^{-\lambda t} Z(t) d t, \quad \operatorname{Re} \lambda>0 \tag{6.28}
\end{equation*}
$$

The following result gives important spectral information on $Z(t)$.
Proposition 6.6. For any $T \geq 2 R, \lambda>0$,

$$
\begin{equation*}
(\lambda-C)^{-1} Z(T) \text { is compact. } \tag{6.29}
\end{equation*}
$$

We can derive this from the following result, of independent interest. Given $\rho \in C_{0}^{\infty}\left(\mathbb{R}^{+}\right)$, let

$$
\begin{equation*}
Z(\rho)=\int_{0}^{\infty} \rho(t) Z(t) d t \tag{6.30}
\end{equation*}
$$

Define $U(\rho)$ and $U_{0}(\rho)$ similarly.
Proposition 6.7. If $\rho \in C_{0}^{\infty}((2 R, \infty))$, then

$$
\begin{equation*}
Z(\rho)=P_{+}\left[U(\rho)-U_{0}(\rho)\right] P_{-} \tag{6.31}
\end{equation*}
$$

Proof. Since it is easy to see that

$$
\begin{equation*}
P_{+} U_{0}(t) P_{-}=0, \text { for } t \geq 2 R \tag{6.32}
\end{equation*}
$$

this is clear from the formula (6.26).
Now to prove (6.29), it suffices to show that $Z(\rho)$ is compact for any $\rho \in$ $C_{0}^{\infty}((2 R, \infty))$, since the operator (6.29) is equal to $\int_{0}^{\infty} e^{-\lambda t} Z(t+T) d t$, which is a norm limit of such $Z(\rho)$. We show that, for such $\rho, U(\rho)-U_{0}(\rho)$ is compact, from $\mathcal{E}$ to $\mathcal{E}_{0}$. Indeed, if $\rho$ is supported in $[2 R, T]$, then, by finite propagation speed,

$$
\begin{equation*}
\left[U(\rho)-U_{0}(\rho)\right]\langle f, g\rangle \text { is supported in }|x| \leq 2 R+T \tag{6.33}
\end{equation*}
$$

for any $\langle f, g\rangle \in \mathcal{E}$. Also we have, for such $\rho$, by integrating by parts, and elliptic regularity,

$$
\begin{equation*}
U(\rho): \mathcal{E} \rightarrow C^{\infty}(\bar{\Omega}), \quad U_{0}(\rho): \mathcal{E} \rightarrow C^{\infty}\left(\mathbb{R}^{3}\right) \tag{6.34}
\end{equation*}
$$

The compactness of $U(\rho)-U_{0}(\rho)$ then follows, by Rellich's theorem. We note that complementing (6.33), we also have, for any $\langle f, g\rangle \in \mathcal{E}$,

$$
\begin{equation*}
\left[U(\rho)-U_{0}(\rho)\right]\langle f, g\rangle \text { depends only on }\left.\langle f, g\rangle\right|_{B_{R+T}} \tag{6.35}
\end{equation*}
$$

For any nonzero $\alpha \in \mathbb{C}$ in the spectrum of the operator (6.29) (for a fixed $\lambda>0, T \geq 2 R$ ), this compact operator has an associated finite-dimensional, generalized $\alpha$-eigenspace $V_{\alpha} . Z(t)$ clearly preserves $V_{\alpha}$, for $t \geq 0$, and the spectrum of $\left.Z(t)\right|_{V_{\alpha}}$ consists of $e^{\mu_{j} t}$, where, for each such $\alpha, \mu_{j}$ is a finite set of complex numbers, each satisfying

$$
\left(\lambda-\mu_{j}\right)^{-1} e^{\mu_{j} t}=\alpha
$$

We call the set of all such $\mu_{j}$, as $\alpha$ ranges over the nonzero elements of the spectrum of (6.29), scattering characters. It is a fact that this set coincides precisely with the spectrum of the generator $C$ of $Z(t)$, but we will not make explicit use of this and we do not include a proof. (See [LP1].) By the analysis above, the set of scattering characters $\mu_{j}$ can be characterized as follows:

$$
\begin{equation*}
\text { point spec } Z(t)=\left\{e^{\mu_{j} t}: \mu_{j} \text { scattering character }\right\} . \tag{6.36}
\end{equation*}
$$

In $\S 7$ we relate the set of scattering characters to the set of scattering poles.
We end this section with some comments on the semigroup $Z(t)$ in the translation representation, that is, we look at

$$
\begin{equation*}
Z_{+}(t)=\mathcal{T}_{+} Z(t) \mathcal{T}_{+}^{-1} \tag{6.37}
\end{equation*}
$$

acting on $\mathcal{K}_{+} \subset L^{2}(\mathbb{R}, \mathcal{N})$, where

$$
\begin{equation*}
\mathcal{K}_{+}=\mathcal{T}_{+}(\mathcal{K}) . \tag{6.38}
\end{equation*}
$$

Note that $\langle f, g\rangle$ belongs to $\mathcal{K}$ if and only if

$$
\begin{equation*}
\operatorname{supp} \mathcal{T}_{+}\langle f, g\rangle \subset(-\infty, R] \text { and } \operatorname{supp} \mathcal{T}_{-}\langle f, g\rangle \subset[-R, \infty) \tag{6.39}
\end{equation*}
$$

in view of Proposition 6.1 and (6.19). Recalling the scattering operator $\hat{\mathcal{S}}$, given by (6.20), we see that

$$
\begin{equation*}
\mathcal{K}_{+}=\left\{f \in L^{2}((-\infty, R], \mathcal{N}): \hat{\mathcal{S}}^{-1} f \in L^{2}([-R, \infty), \mathcal{N})\right\} . \tag{6.40}
\end{equation*}
$$

By (6.37) and (6.3) we have, for $f \in \mathcal{K}_{+}$,

$$
\begin{array}{cl}
Z_{+}(t) f(s, \omega)=f(s-t, \omega), & \text { for } s \leq R, \\
0, & \text { for } s \geq R . \tag{6.41}
\end{array}
$$

## Exercises

1. Prove the Radon inversion formula (6.11) from the definition (6.5) and the Fourier inversion formula.
2. Consider a first-order, constant-coefficient PDE

$$
\frac{\partial u}{\partial t}=A\left(D_{x}\right) u, \quad u(0, x)=f(x)
$$

where $A\left(D_{x}\right)$ is an $\ell \times \ell$ matrix. Assume the principal symbol $A_{1}(\xi)$ has $\ell$ distinct imaginary roots for $\xi \in \mathbb{R}^{3} \backslash 0$. Express the solution in terms of the Radon transform. When can you deduce Huygens' principle?

## 7. Integral equations and scattering poles

In $\S 1$ we established results on the existence and uniqueness of solutions to the scattering problem

$$
\begin{gather*}
\left(\Delta+k^{2}\right) v=0 \text { on } \Omega, \quad v=f \text { on } \partial K, \\
r\left(\frac{\partial v}{\partial r}-i k v\right) \longrightarrow 0, \quad \text { as } r \rightarrow \infty . \tag{7.1}
\end{gather*}
$$

As in (1.19), let us denote the solution operator to (7.1) by

$$
\begin{equation*}
v=\mathcal{B}(k) f \tag{7.2}
\end{equation*}
$$

We established the proof that $\mathcal{B}(k)$ is uniquely defined, for $k \in \mathbb{R}$, via the limiting absorption principle in $\S 1$; related is the elementary fact that such a solution operator is also uniquely defined for complex $k$ such that $\operatorname{Im} k>0$, since $k^{2}$ belongs to the resolvent set for the Laplace operator on $\Omega$ (with Dirichlet boundary condition) for $\operatorname{Im} k>0$. The limiting absorption principle implies that $\mathcal{B}(k)$ is strongly continuous in $\{k \in \mathbb{C}: \operatorname{Im} k \geq 0\}$; of course, it is holomorphic on $\{k: \operatorname{Im} k>0\}$.

Here we will show that $v=\mathcal{B}(k) f$ can be obtained as the solution to an integral equation over $\partial K$. Use of such integral equations is a convenient tool for a number of investigations in scattering theory. We use it here to show that $\mathcal{B}(k)$ has a meromorphic continuation to an operator-valued function on $\mathbb{C}$, with some poles in $\{k: \operatorname{Im} k<0\}$. These poles are known as scattering poles and provide fundamental objects for study in scattering theory.

The integral equations applying to (7.1) will be obtained from a study of the following operators, called single- and double-layer potentials, respectively:

$$
\begin{equation*}
\mathcal{S} \ell(k) f(x)=\int_{\partial K} f(y) g(x, y, k) d S(y) \tag{7.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{D} \ell(k) f(x)=\int_{\partial K} f(y) \frac{\partial g}{\partial v_{y}}(x, y, k) d S(y), \tag{7.4}
\end{equation*}
$$

where, as in §1,

$$
\begin{equation*}
g(x, y, k)=(4 \pi|x-y|)^{-1} e^{i k|x-y|} \tag{7.5}
\end{equation*}
$$

For $f \in C^{\infty}(\partial K)$, or even for $f \in L^{1}(\partial K)$, the functions (7.3) and (7.4) are well defined and smooth for $x \in \mathbb{R}^{3} \backslash \partial K=\Omega \cup \stackrel{\circ}{K}$, where $\stackrel{\circ}{K}$ is the interior of $K$. For such $v, x \in \partial K$, we denote by $v_{+}(x)$ the limit from the exterior region $\Omega, v_{-}(x)$ the limit from the interior region $\stackrel{\circ}{K}$, and by $\partial v / \partial \nu_{+}$and $\partial v / \partial v_{-}$their normal derivatives, in the direction pointing into $\Omega$, taken as limits from $\Omega$ and from $\stackrel{\circ}{K}$, respectively. By the methods used to treat layer potentials in $\S 11$ of Chap. 7, one derives the following results:

$$
\begin{align*}
& \mathcal{S} \ell(k) f_{+}(x)=\mathcal{S} \ell(k) f_{-}(x)=G(k) f(x), \\
& \mathcal{D} \ell(k) f_{ \pm}(x)= \pm \frac{1}{2} f(x)+\frac{1}{2} N(k) f(x), \tag{7.6}
\end{align*}
$$

where, for $x \in \partial K$,

$$
\begin{equation*}
G(k) f(x)=\int_{\partial K} f(y) g(x, y, k) d S(y) \tag{7.7}
\end{equation*}
$$

and

$$
\begin{equation*}
N(k) f(x)=2 \int_{\partial K} f(y) \frac{\partial g}{\partial v_{y}}(x, y, k) d S(y) . \tag{7.8}
\end{equation*}
$$

Note that, for $|x-y| \leq 1, g(x, y, k)$ has an estimate of the form

$$
\begin{equation*}
|g(x, y, k)| \leq C_{k}|x-y|^{-1} \tag{7.9}
\end{equation*}
$$

We have for $\nabla_{y} g$ the poorer estimate $\left|\nabla_{y} g(x, y, k)\right| \leq C_{k}|x-y|^{-2}$, but the normal derivative $\partial g / \partial v_{y}$ has a weaker singularity on $\partial K \times \partial K$, of the same kind as $g$ :

$$
\begin{equation*}
\left|\frac{\partial g}{\partial \nu_{y}}(x, y, k)\right| \leq C|x-y|^{-1}, \text { for } x, y \in \partial K \tag{7.10}
\end{equation*}
$$

It follows that $G(k)$ and $N(k)$ are compact operators on $L^{2}(\partial K)$, for each $k \in \mathbb{C}$, with holomorphic dependence on $k$.

We will first consider the possibility of obtaining the solution $v$ to the scattering problem in the form

$$
\begin{equation*}
v=\mathcal{B}(k) f=\mathcal{D} \ell(k) g \quad \text { on } \Omega \tag{7.11}
\end{equation*}
$$

where $g$ (whose dependence on $k$ we suppress) satisfies the identity

$$
\begin{equation*}
(I+N(k)) g=2 f \quad \text { on } \partial K \tag{7.12}
\end{equation*}
$$

We will establish the following result.
Proposition 7.1. The operator $I+N(k)$ is invertible on $L^{2}(\partial K)$ for all $\operatorname{Im} k>0$, and for all real $k$, except for $k=\lambda_{j}$, where $-\lambda_{j}^{2}$ is an eigenvalue for $\Delta$ on the interior region $\stackrel{\circ}{K}$, with Neumann boundary condition on $\partial K$.

Proof. Since $N(k)$ is compact, it suffices to consider whether $I+N(k)$ is injective. Suppose therefore that

$$
\begin{equation*}
(I+N(k)) g=0 \tag{7.13}
\end{equation*}
$$

and consider $v=\mathcal{D} \ell(k) g$ on $\mathbb{R}^{3} \backslash \partial K$. On $\Omega, v$ satisfies (7.1), with $f=0$ (for real $k$, and it is also exponentially decaying as $|x| \rightarrow \infty$ if $\operatorname{Im} k>0$ ), so the uniqueness result implies that $v=0$ on $\Omega$. Thus $\partial v / \partial v_{+}=0$. Now an analysis of the double-layer potential (7.4), parallel to that for (11.39) of Chap. 7, shows that, in general,

$$
\begin{equation*}
\frac{\partial \mathcal{D} \ell(k) f}{\partial v_{+}}=\frac{\partial \mathcal{D}(k) f}{\partial v_{-}} \quad \text { on } \partial K \tag{7.14}
\end{equation*}
$$

Hence, for $v=\mathcal{D} \ell(k) g$, with (7.13) satisfied, we have

$$
\begin{equation*}
\frac{\partial v}{\partial v_{-}}=0 \quad \text { on } \partial K \tag{7.15}
\end{equation*}
$$

Thus $v$ satisfies the homogeneous Neumann boundary condition, together with the PDE

$$
\begin{equation*}
\left(\Delta+k^{2}\right) v=0 \quad \text { on } \stackrel{\circ}{K} . \tag{7.16}
\end{equation*}
$$

Since, by (7.7), the jump of $v$ across $\partial K$ is $g(x)$, and since $v_{+}=0$, we deduce that $v_{-}=-g$, so $v$ is not identically zero in $\stackrel{\circ}{K}$ if $g \neq 0$. The spectrum of the Laplace operator $\Delta$ on $K$, with Neumann boundary condition, is a discrete subset of $\left\{\lambda_{j}^{2}\right\}$ of $\mathbb{R}^{-}$, so the proposition is proved.

The extension of $\mathcal{B}(k)$ to a neighborhood of the real line in $\mathbb{C}$, including the exceptional points $\lambda_{j}$ defined above, is neatly accomplished by considering
the following alternative integral equation. Namely, we look for a solution $v$ to the scattering problem of the form

$$
\begin{equation*}
v=\mathcal{B}(k) f=\mathcal{D} \ell(k) g+i \eta \mathcal{S} \ell(k) g \text { in } \Omega, \tag{7.17}
\end{equation*}
$$

where $g$ is to be determined as a function of $f$. Here $\eta$ is a real constant; we can take $\eta= \pm 1$. In this case, we require that $g$ satisfy the identity

$$
\begin{equation*}
[I+N(k)+2 i \eta G(k)] g=2 f \tag{7.18}
\end{equation*}
$$

Proposition 7.2. For a given real $\eta \neq 0$, the operator $I+N(k)+2 i \eta G(k)$ is invertible on $L^{2}(\partial K)$, for all $k$ such that

$$
\begin{equation*}
\operatorname{Im} k \geq 0 \text { and } \eta \operatorname{Re} k \geq 0 \tag{7.19}
\end{equation*}
$$

Proof. Again it suffices to check injectivity. Suppose $g \in L^{2}(\partial K)$ satisfies

$$
\begin{equation*}
[I+N(k)+2 i \eta G(k)] g=0 \tag{7.20}
\end{equation*}
$$

and let

$$
\begin{equation*}
v=\mathcal{D} \ell(k) g+i \eta \mathcal{S} \ell(k) g \text { in } \mathbb{R}^{3} \backslash \partial K \tag{7.21}
\end{equation*}
$$

Then $v$ satisfies (7.1) (for $k$ real, also with exponential decay for $\operatorname{Im} k>0$ ) on $\Omega$, with $f=0$, so our familiar uniqueness result implies $v=0$ on $\Omega$, hence $v_{+}=0$ and $\partial v / \partial v_{+}=0$ on $\partial K$. Hence, as before, by (7.6)-(7.8),

$$
\begin{equation*}
v_{-}=-g \text { on } \partial K . \tag{7.22}
\end{equation*}
$$

Similarly, $\partial v / \partial v_{-}$is equal to the jump of $\partial v / \partial v$ across $\partial K$. To calculate this jump, we use (7.14) for $\mathcal{D} \ell(k) g$, and for $i \eta \mathcal{S} \ell(k) g$, we use the identity

$$
\begin{equation*}
\frac{\partial \mathcal{S} \ell(k) g}{\partial \nu_{ \pm}}(x)=\frac{1}{2}\left(N^{\#}(k) g \mp g\right), \tag{7.23}
\end{equation*}
$$

where

$$
\begin{equation*}
N^{\#}(k) g(x)=2 \int_{\partial K} g(y) \frac{\partial g}{\partial v_{x}}(x, y, k) d S(y), \quad x \in \partial K \tag{7.24}
\end{equation*}
$$

Consequently, complementing (7.14), we have

$$
\begin{equation*}
\frac{\partial \mathcal{S} \ell(k) g}{\partial v_{+}}-\frac{\partial \mathcal{S} \ell(k) g}{\partial v_{-}}=-g \text { on } \partial K . \tag{7.25}
\end{equation*}
$$

Therefore, for $v$ given by (7.21), we have

$$
\begin{equation*}
\frac{\partial v}{\partial v_{-}}=-i \eta g \text { on } \partial K \tag{7.26}
\end{equation*}
$$

Hence, on the interior region, $v$ satisfies

$$
\begin{equation*}
\left(\Delta+k^{2}\right) v=0 \text { on } \stackrel{\circ}{K}, \quad \frac{\partial v}{\partial v}-i \eta v=0 \text { on } \partial K . \tag{7.27}
\end{equation*}
$$

Given that $\eta \neq 0$, we claim that this implies $v=0$ on $\stackrel{\circ}{K}$. Indeed, Green's identity implies

$$
\begin{equation*}
\|\nabla v\|_{L^{2}(K)}^{2}-k^{2}\|v\|_{L^{2}(K)}^{2}=-i \eta\|v\|_{L^{2}(\partial K)}^{2} \tag{7.28}
\end{equation*}
$$

Taking the imaginary part of this identity, we have the following. If $k=\lambda+i \mu$,

$$
\begin{equation*}
2 \lambda \mu\|v\|_{L^{2}(K)}^{2}=-\eta\|v\|_{L^{2}(\partial K)}^{2} \tag{7.29}
\end{equation*}
$$

Under the hypotheses (7.19), the coefficients on the two sides of (7.29) have opposite signs, so $v=0$ on $\partial K$. In view of (7.22), this implies $g=0$, so this proposition is proved.

Taking $\eta= \pm 1$, we have $I+N(k) \pm 2 i G(k)$ invertible in the first (resp., second) closed quadrant in $\mathbb{C}$, hence invertible in a neighborhood of such a quadrant. Thus $\mathcal{B}(k)$ is extended to an operator-valued function holomorphic on a neighborhood of the closed upper half-plane $\operatorname{Im} k \geq 0$.

We next show that, in fact, $\mathcal{B}(k)$ has a continuation to a meromorphic operatorvalued function on $\mathbb{C}$. This is an immediate consequence of the following result.

Proposition 7.3. The operator $I+N(k)$ is invertible on $L^{2}(\partial K)$ for all $k \in \mathbb{C}$ except for a discrete set, and $(I+N(k))^{-1}$ is a meromorphic function on $\mathbb{C}$.

This result in turn is a special case of the following elementary general result.
Proposition 7.4. Let $\mathcal{O}$ be a connected open set in $\mathbb{C}$. Suppose $C(z)$ is a compact, operator-valued, holomorphic function of $z \in \mathcal{O}$. Suppose that $I+C(z)$ is invertible at some point $p_{0} \in \mathcal{O}$. Then $I+C(z)$ is invertible except at most on a discrete set in $\mathcal{O}$, and $(I+C(z))^{-1}$ is meromorphic on $\mathcal{O}$.

Proof. The operator $I+C(z)$ fails to be invertible at a point $z \in \mathcal{O}$ if and only if the compact operator $C(z)$ has -1 in its spectrum. For a given $z_{0} \in \mathcal{O}$, let $\gamma$ be a small circle about -1 , disjoint from the spectrum of $C\left(z_{0}\right)$. For $z$ in a small neighborhood $\mathcal{U}$ of $z_{0}$, we can form the projection-valued function

$$
\begin{equation*}
P(z)=\frac{1}{2 \pi i} \int_{\gamma}(\lambda-C(z))^{-1} d \lambda \tag{7.30}
\end{equation*}
$$

For $z \in \mathcal{U}$, this is a projection of finite rank (say $\ell$ ); using $P\left(z_{0}\right)$ we can produce a family of isomorphisms of the range $\mathcal{R}(P(z))$ with $\mathcal{R}\left(P\left(z_{0}\right)\right)$, and then $C(z) P(z)$ can be treated as a holomorphic family of $\ell \times \ell$ matrices. This proposition in the case of $\ell \times \ell$ matrices is easy, via determinants. By hypothesis, -1 is not identically an eigenvalue for this family, so

$$
(I+C(z))^{-1} P(z)
$$

is a meromorphic function on $\mathcal{U}$. Clearly,

$$
(I+C(z))^{-1}(I-P(z))
$$

is a holomorphic function on $\mathcal{U}$, so this establishes the proposition.
Corollary 7.5. The solution operator $\mathcal{B}(k)$ for (7.1) has a meromorphic continuation to $\mathbb{C}$; all its poles are in the lower half-plane $\operatorname{Im} k<0$.

This follows from the formula

$$
\begin{equation*}
\mathcal{B}(k)=2 \mathcal{D} \ell(k)[I+N(k)]^{-1} \tag{7.31}
\end{equation*}
$$

except at the real points $k=\lambda_{j}$, from Proposition 7.1, together with the formula

$$
\begin{equation*}
\mathcal{B}(k)=2[\mathcal{D} \ell(k)+i \eta \mathcal{S} \ell(k)][I+N(k)+2 i \eta G(k)]^{-1}, \tag{7.32}
\end{equation*}
$$

for $\eta= \pm 1$, which defines $\mathcal{B}(k)$ as holomorphic on a neighborhood of the real axis.

The poles of $\mathcal{B}(k)$ are called scattering poles. It follows immediately from (7.31) that the set of scattering poles is contained in the set of poles of $[I+$ $N(k)]^{-1}$ within the lower half-plane $\operatorname{Im} k<0$. In fact, these two sets coincide; this is a consequence of the following.
Lemma 7.6. If $\operatorname{Im} k \neq 0$, then $\mathcal{D} \ell(k): L^{2}(\partial K) \rightarrow L_{\text {loc }}^{2}(\Omega)$ is injective.
Proof. The argument used in the proof of Proposition 7.1 shows that if $g \in$ $L^{2}(\partial K)$ and $\mathcal{D} \ell(k) g=0$ on $\Omega$, then $g=\left.v\right|_{\partial K}$ where $\left.v\right|_{K} ^{\circ}$ is an eigenfunction for $\Delta$ on $\stackrel{\circ}{K}$, with Neumann boundary condition on $\partial K$, and with eigenvalue $-k^{2}$. Since the spectrum of this elliptic operator is real and nonpositive, the lemma is proved.

Proposition 7.7. The set of scattering poles is precisely equal to the set of poles $k$, for $[I+N(k)]^{-1}$, such that Im $k<0$.
Proof. If $[I+N(k)]^{-1}$ has a pole of order $m$ at $k=k_{j}$, $\operatorname{Im} k_{j}<0$, then there is an element $h \in L^{2}(\partial K)$ such that, with nonzero $h_{m} \in L^{2}(\partial K)$,

$$
\begin{equation*}
[I+N(k)]^{-1} h=\left(k-k_{j}\right)^{-m}\left[h_{m}+\left(k-k_{j}\right) h_{m-1}+\cdots\right] \tag{7.33}
\end{equation*}
$$

Since $\mathcal{D} \ell\left(k_{j}\right) h_{m}=b_{m} \neq 0$ in $L_{\text {loc }}^{2}(\Omega)$, it follows that, for $k$ near $k_{j}$,

$$
\begin{equation*}
\mathcal{B}(k) h=\left(k-k_{j}\right)^{-m} b_{m}+O\left(\left(k-k_{j}\right)^{-m+1}\right), \quad k \rightarrow k_{j}, \tag{7.34}
\end{equation*}
$$

so $\mathcal{B}(k)$ is singular at $k_{j}$.
We also have the following characterization of scattering poles.
Proposition 7.8. A complex number $k_{j}$ is a scattering pole if and only if there is a nonzero $v \in C^{\infty}(\Omega)$ satisfying

$$
\begin{equation*}
\left(\Delta+k_{j}^{2}\right) v=0 \text { on } \Omega, \quad v=0 \text { on } \partial K, \tag{7.35}
\end{equation*}
$$

of the form

$$
\begin{equation*}
v=\mathcal{D} \ell\left(k_{j}\right) g \tag{7.36}
\end{equation*}
$$

for some $g \in L^{2}(\partial K)$.
Proof. We know that, for $\operatorname{Im} k_{j} \geq 0, v$ satisfying (7.35)-(7.36) must vanish on $\Omega$. On the other hand, if $\operatorname{Im} k_{j}<0$, we know that $k_{j}$ is a scattering pole if and only if $I+N\left(k_{j}\right)$ has nonzero kernel. We claim that, for $\operatorname{Im} k_{j}<0$,

$$
\begin{equation*}
\mathcal{D} \ell\left(k_{j}\right): \operatorname{ker}\left(I+N\left(k_{j}\right)\right) \longrightarrow\{v \text { satisfying (7.35)-(7.36) }\} \tag{7.37}
\end{equation*}
$$

isomorphically. Indeed, surjectivity is obvious, and injectivity follows from Lemma 7.6. This proves Proposition 7.8.

The condition (7.36) can be viewed as an extension of the radiation condition, which we initially defined for real $k$. A sharper result is given in Proposition 7.13 below.

It is clear that the Green function $G(x, y, k)$, defined in $\S 1$ by (1.26)-(1.30), has a meromorphic extension in $k$, with poles confined to the set of scattering poles defined above. Indeed, we can write

$$
\begin{equation*}
G(x, y, k)=g(x, y, k)-\mathcal{B}(k) \gamma_{y, k}(x), \tag{7.38}
\end{equation*}
$$

where $g(x, y, k)$ is given by (1.5) for all $k \in \mathbb{C}$, and $\gamma_{y, k}$ is the restriction of $g(x, y, k)$ to $x \in \partial K$. Similarly, the "eigenfunctions" $u_{+}(x, k \omega)$, defined by (1.32)-(1.33), have such a meromorphic continuation in $k$, and so do the scattering amplitude $a(\omega, \theta, k)$ and the scattering operators $S(k)$ and $\mathcal{S}(k)$. We will explore these last objects further at the end of this section. First we consider another integral-equation approach to the scattering problem (7.1).

As another alternative to (7.11), it is of interest to obtain solutions to the scattering problem in the form

$$
\begin{equation*}
v=\mathcal{B}(k) f=\mathcal{S} \ell(k) g \text { on } \Omega, \tag{7.39}
\end{equation*}
$$

where $g$ satisfies the integral equation

$$
\begin{equation*}
G(k) g=f \text { on } \partial K \tag{7.40}
\end{equation*}
$$

The operator-valued function $G(k)$ is defined by (7.6). As we have noted, $G(k)$ is compact on $L^{2}(\partial K)$. In fact, analysis done in Chap. 7 shows that $G(k)$ is a pseudodifferential operator of order -1 on $\partial K$, and examination of its symbol shows that it is elliptic. The principal symbol of $G(k)$ is positive on $S^{*}(\partial K)$. Consequently, for each $k \in \mathbb{C}$, each real $s$,

$$
\begin{equation*}
G(k): H^{s}(\partial K) \longrightarrow H^{s+1}(\partial K) \text { is Fredholm, of index zero. } \tag{7.41}
\end{equation*}
$$

In analogy with Proposition 7.1, we have the following result:
Proposition 7.9. The operator $G(k): H^{s}(\partial K) \rightarrow H^{s+1}(\partial K)$ is invertible for all $k$ such that $\operatorname{Im} k>0$, and for all real $k$, except for $k=\mu_{j}$ such that $-\mu_{j}^{2}$ is an eigenvalue of $\Delta$ on the interior region $\stackrel{\circ}{K}$, with Dirichlet boundary condition on $\partial K$.

Proof. In view of (7.41), it suffices to check the injectivity of $G(k)$. This goes as in the proof of Proposition 7.1. Setting $v=\mathcal{S} \ell(k) g$ on $\mathbb{R}^{3} \backslash \partial K$, uniqueness as before yields $v=0$ on $\Omega$ if $g \in \operatorname{ker} G(k), \operatorname{Im} k \geq 0$. Then $v_{-}=0$ on $\partial K$, by (7.6), while by (7.25) $\partial v / \partial v_{-}=g$ on $\partial K$, so if $g \neq 0$ then $\left.v\right|_{K} \neq 0$ is an eigenfunction for $\Delta$ on $\stackrel{\circ}{K}$, with Dirichlet boundary condition and with eigenvalue $-k^{2}$.

In addition to (7.41), we obtain from the analysis of $G(k)$ as a pseudodifferential operator that its principal symbol is independent of $k$, hence

$$
\begin{equation*}
G(k)-G(0)=D(k): H^{s}(\partial K) \longrightarrow H^{s+2}(\partial K) \tag{7.42}
\end{equation*}
$$

By Proposition 7.9, $G(0)$ is invertible. Then

$$
\begin{equation*}
G(0)^{-1} G(k)=I+G(0)^{-1} D(k): H^{s}(\partial K) \longrightarrow H^{s}(\partial K) \tag{7.43}
\end{equation*}
$$

is holomorphic in $k$, and

$$
\begin{equation*}
G(0)^{-1} D(k): H^{s}(\partial K) \longrightarrow H^{s+1}(\partial K) \tag{7.44}
\end{equation*}
$$

in particular, this operator is compact on $H^{s}(\partial K)$, for each $s \geq 0$. Since Proposition 7.9 implies that the operator (7.43) is invertible for $\operatorname{Im} k>0$, we can apply the general operator result of Proposition 7.4, to obtain:

Proposition 7.10. The operator-valued function

$$
\begin{equation*}
G(k)^{-1}: H^{s+1}(\partial K) \longrightarrow H^{s}(\partial K) \tag{7.45}
\end{equation*}
$$

has a meromorphic continuation to $\mathbb{C}$, with poles contained in $\operatorname{Im} k<0$ together with the set $\mu_{j}$ of real numbers specified in Proposition 7.9.

In view of (7.39), the set of poles of (7.45) satisfying $\operatorname{Im} k<0$ contains the set of scattering poles, and

$$
\begin{equation*}
\mathcal{B}(k)=\mathcal{S} \ell(k) G(k)^{-1} \tag{7.46}
\end{equation*}
$$

where $G(k)^{-1}$ is regular. In fact, in parallel with the proofs of Lemma 7.6 and Proposition 7.7, we easily obtain the following:

Proposition 7.11. If $\operatorname{Im} k \neq 0$, then $\mathcal{S} \ell(k): L^{2}(\partial K) \rightarrow L_{l o c}^{2}(\Omega)$ is injective. Therefore, the set of scattering poles is precisely equal to the set of poles for $G(k)^{-1}$ such that $\operatorname{Im} k<0$. Furthermore, a complex number $k_{j}$ is a scattering pole if and only if there is a nonzero $v \in C^{\infty}(\Omega)$ satisfying (7.35), of the form

$$
\begin{equation*}
v=\mathcal{S} \ell\left(k_{j}\right) g, \tag{7.47}
\end{equation*}
$$

for some $g \in L^{2}(\partial K)$. More precisely, for $\operatorname{Im} k_{j}<0$,

$$
\begin{equation*}
\mathcal{S} \ell\left(k_{j}\right): \operatorname{ker} G\left(k_{j}\right) \longrightarrow\{v \text { satisfying }(7.35) \text { and }(7.47)\} \tag{7.48}
\end{equation*}
$$

isomorphically.
From the formula (7.7) for $G(k)$, we see that

$$
\begin{equation*}
G(k)^{*}=G(-\bar{k}) \tag{7.49}
\end{equation*}
$$

We therefore have the following:
Corollary 7.12. The set of scattering poles is symmetric about the imaginary axis.

We can also obtain a characterization of the set of scattering poles which is more satisfactory than that of Proposition 7.8 or the last part of Proposition 7.11.

Proposition 7.13. A complex number $k$ is a scattering pole if and only if there is a nonzero $v \in C^{\infty}(\Omega)$ satisfying (7.35), of the form

$$
\begin{equation*}
v=\mathcal{D} \ell(k) g_{1}+\mathcal{S} \ell(k) g_{2} \text { on } \Omega \tag{7.50}
\end{equation*}
$$

for some $g_{j} \in L^{2}(\partial K)$.
Proof. For $v$ of the form (7.50), note that

$$
\begin{equation*}
v_{+}=\frac{1}{2}(I+N(k)) g_{1}+G(k) g_{2} \text { on } \partial K . \tag{7.51}
\end{equation*}
$$

In particular, if $v_{+}=0$ on $\partial K$ and $k$ is not a scattering pole, but $\operatorname{Im} k \neq 0$, then $g_{1}=-2(I+N(k))^{-1} G(k) g_{2}$. Now we know that, for $\operatorname{Im} k>0, v_{+}=0$ on $\partial K$ implies $v=0$ on $\Omega$, so we have the identity

$$
\begin{equation*}
2 \mathcal{D} \ell(k)(I+N(k))^{-1} G(k)-\mathcal{S} \ell(k)=0, \tag{7.52}
\end{equation*}
$$

for $\operatorname{Im} k>0$, as a map from $L^{2}(\partial K)$ to $C^{\infty}(\Omega)$. This identity continues analytically to the lower half-plane $\operatorname{Im} k<0$, excluding the scattering poles, and implies that if $v$ is of the form (7.50), $v_{+}=0$ on $\partial K$, and $k$ is not a scattering pole, then $v=0$ on $\Omega$. Given the results of Propositions 7.8 and 7.11 when $k=k_{j}$ is a scattering pole, this finishes the proof.

We can obtain a few more conclusions from (7.52), which we write as

$$
\begin{equation*}
\mathcal{D} \ell(k) M(k)=\mathcal{S} \ell(k) \text { on } \Omega, \tag{7.53}
\end{equation*}
$$

valid for all $k \in \mathbb{C}$ at which $I+N(k)$ is invertible, with

$$
\begin{equation*}
M(k)=2(I+N(k))^{-1} G(k) \tag{7.54}
\end{equation*}
$$

First, using the injectivity of $\mathcal{D} \ell(k)$ for $\operatorname{Im} k<0$, as in the proof of Proposition 7.7, we see that $M(k)$ has an analytic continuation to all $\operatorname{Im} k<0$, including the set of scattering poles. The only poles of $M(k)$ are at the real numbers $\lambda_{j}$ of Proposition 7.1. Also, $M(k)$ is invertible, except at the real numbers $\mu_{j}$ of Proposition 7.9; in particular, $M(k)$ is invertible at all the scattering poles. Therefore, when $k=k_{j}$ is a scattering pole, $M\left(k_{j}\right)$ gives an isomorphism from ker $G\left(k_{j}\right)$, in (7.48), to ker $\left(I+N\left(k_{j}\right)\right)$, in (7.37). Furthermore, any $v$ of the form (7.50), with $k=k_{j}$, can be written both in the form (7.36) and in the form (7.47) (with different $g$ 's).

Another calculation using the representation of the solution to the scattering problem by a single-layer potential (7.39)-(7.40), produces an analysis of the Neumann operator $\mathcal{N}(k)$, which we define as follows, first for $\operatorname{Im} k \geq 0$. For $f \in C^{\infty}(\partial K)$, let $v$ be the solution to the scattering problem (7.1), $v=\mathcal{B}(k) f$, and define

$$
\begin{equation*}
\mathcal{N}(k) f=\frac{\partial v}{\partial v_{+}} \text {on } \partial K \tag{7.55}
\end{equation*}
$$

By elliptic regularity estimates, we can deduce that, for $s \geq 1$,

$$
\begin{equation*}
\mathcal{N}(k): H^{s}(\partial K) \longrightarrow H^{s-1}(\partial K) . \tag{7.56}
\end{equation*}
$$

We produce a formula for $\mathcal{N}(k)$ using the representation $v=\mathcal{S} \ell(k) g, g=$ $G(k)^{-1} f$, valid for $\operatorname{Im} k>0$. From the formula (7.23) for $\partial \mathcal{S} \ell(k) g / \partial \nu_{ \pm}$, we see that

$$
\begin{equation*}
\mathcal{N}(k)=\frac{1}{2}\left(N^{\#}(k)-I\right) G(k)^{-1} \tag{7.57}
\end{equation*}
$$

for $\operatorname{Im} k>0$. This identity continues analytically to the complement of the set of poles of $G(k)^{-1}$ in $\mathbb{C}$. Note that, complementing (7.49),

$$
\begin{equation*}
N^{\#}(k)=N(-\bar{k})^{*} \tag{7.58}
\end{equation*}
$$

so (7.57) can also be written as

$$
\begin{equation*}
\mathcal{N}(-\bar{k})=\left(\left[2(N(k)-I)^{-1} G(k)\right]^{*}\right)^{-1} . \tag{7.59}
\end{equation*}
$$

By the analysis of the scattering problem for $\operatorname{Im} k \geq 0$, we know that $\mathcal{N}(k)$ is a strongly continuous function of $k$, with values in the Banach space

$$
\mathcal{L}\left(H^{s}(\partial K), H^{s-1}(\partial K)\right),
$$

for $\operatorname{Im} k \geq 0$. Thus $\mathcal{N}(k)$ does not have poles on the real axis; such singularities are therefore removable on the right side of (7.57). The poles of $G(k)^{-1}$ on the real axis must be canceled by a null space of $N^{\#}(k)-I$, for $k=\lambda_{j}$. The occurrence of these real poles of $G(k)^{-1}$ makes (7.57) a tool of limited value in analyzing the Neumann operator $\mathcal{N}(k)$ for real $k$.

We can produce another formula for $\mathcal{N}(k)$, first for $\operatorname{Im} k>0$, by using the representation (1.4) for $v=\mathcal{B}(k) f$, that is,

$$
\begin{equation*}
\mathcal{B}(k) f=\mathcal{D} \ell(k) f-\mathcal{S} \ell(k) \mathcal{N}(k) f . \tag{7.60}
\end{equation*}
$$

Evaluating this on $\partial K$, we have

$$
\begin{equation*}
f=\frac{1}{2}(I+N(k)) f-G(k) \mathcal{N}(k) f, \tag{7.61}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\mathcal{N}(k)=\frac{1}{2} G(k)^{-1}(N(k)-I) \tag{7.62}
\end{equation*}
$$

for $\operatorname{Im} k>0$. Of course, this identity also continues analytically to all $k \in \mathbb{C}$ outside the set of poles of $G(k)^{-1}$. Comparing (7.62) with (7.57), we see that $N(k)$ and $N^{\#}(k)$ are related by the identity

$$
\begin{equation*}
N(k) G(k)=G(k) N^{\#}(k) \tag{7.63}
\end{equation*}
$$

for all $k \in \mathbb{C}$. Also, comparing (7.62) with (7.59), we see that

$$
\begin{equation*}
\mathcal{N}(-\bar{k})=\mathcal{N}(k)^{*} ; \tag{7.64}
\end{equation*}
$$

in particular, $\mathcal{N}(k)$ is self-adjoint when $k$ is purely imaginary. Furthermore, in view of (7.60) and (7.57), we see that the set of poles of $\mathcal{N}(k)$ coincides exactly with the set of scattering poles.

Note that the factor $(1 / 2)(N(k)-I)$ in (7.62) arises from evaluating $\mathcal{D} \ell(k) f$ on $\partial K$ as a limit from the interior region $\stackrel{\circ}{K}$, by (7.7). Thus the analogue of the identity (7.53) which is valid on $\stackrel{\circ}{K}$ is obtained by replacing $M(k)$ by $\mathcal{N}(k)^{-1}$. Equivalently,

$$
\begin{equation*}
\mathcal{D} \ell(k)=\mathcal{S} \ell(k) \mathcal{N}(k) \text { on } \stackrel{\circ}{K}, \tag{7.65}
\end{equation*}
$$

where $\mathcal{N}(k)$ is the exterior Neumann operator defined above.
So far we have not established that there actually are scattering poles. We will show that in fact there are infinitely many scattering poles on the negative imaginary axis, for any nonempty smooth obstacle $K$, by a study of $G(k)$. We begin with the following result:

Lemma 7.14. For real $s \geq 0, G(i s)$ is positive-definite.
Proof. Given $g \in L^{2}(\partial K)$, set $v=\mathcal{S} \ell(i s) g$ on $\mathbb{R}^{3} \backslash \partial K$. Then Green's theorem gives, for $s>0$,

$$
\begin{align*}
& (\Delta v, v)_{L^{2}(\Omega)}+\|d v\|_{L^{2}(\Omega)}^{2}=-\int_{\partial K} G(i s) g \frac{\partial v}{\partial v_{+}} d S  \tag{7.66}\\
& (\Delta v, v)_{L^{2}(K)}+\|d v\|_{L^{2}(K)}^{2}=\int_{\partial K} G(i s) g \frac{\partial v}{\partial v_{-}} d S
\end{align*}
$$

Recall from (7.25) that $\partial v / \partial v_{-}-\partial v / \partial v_{+}=g$, so adding the identities above gives

$$
\begin{align*}
(G(i s) g, g)_{L^{2}(\partial K)}= & s^{2}\left(\|v\|_{L^{2}(\Omega)}^{2}+\|v\|_{L^{2}(K)}^{2}\right)  \tag{7.67}\\
& +\|\nabla v\|_{L^{2}(\Omega)}^{2}+\|\nabla v\|_{L^{2}(K)}^{2}
\end{align*}
$$

for $s>0$, which proves the lemma in this case. Since we know that $G(0)$ is invertible, this is also positive-definite.

To proceed with the demonstration that $G(i s)^{-1}$ is singular for infinitely many negative real $s$, we set

$$
\begin{equation*}
n(s)=\# \text { negative eigenvalues of } G(i s) \tag{7.68}
\end{equation*}
$$

for $s<0$. Our next claim as follows:
Lemma 7.15. As $s \searrow-\infty, n(s) \rightarrow \infty$.

Proof. We will show that $\left(G(i s) g_{1}, g_{2}\right)$ defines a negative definite inner product on a vector space $V$ whose dimension can be taken large with $|s|$. Then the lemma follows, by the variational characterization of the spectrum of $G(i s)$. Pick points $p, q \in K$ such that $|p-q|$ is maximal. Then, for any $N$, you can pick $p_{j}$ near $p$ and $q_{j}$ near $q$, for $1 \leq j \leq N$, such that

$$
\begin{equation*}
\min \left\{\left|p_{j}-q_{j}\right|: 1 \leq j \leq N\right\}>\max \left\{\left|p_{j}-q_{k}\right|: j \neq k\right\} . \tag{7.69}
\end{equation*}
$$

Put small disjoint disks $D_{j}$ about $p_{j}, D_{j}^{\prime}$ about $q_{j}$, all of the same area, within $\partial K$, and define functions $g_{j} \in L^{2}(\partial K)$ by

$$
\begin{equation*}
g_{j}=1 \text { on } D_{j}, \quad-1 \text { on } D_{j}^{\prime}, \quad 0 \text { elsewhere. } \tag{7.70}
\end{equation*}
$$

Then $\left\{g_{j}: 1 \leq j \leq N\right\}$ is a set of orthogonal functions, all of the same norm. Let $V$ be the linear span of these $g_{j}$. With $V$ so fixed, of dimension $N$, a simple calculation gives

$$
\begin{gather*}
\left(G(i s) g_{j}, g_{j}\right)<-\gamma<0,  \tag{7.71}\\
\left|\left(G(i s) g_{j}, g_{k}\right)\right| \ll \gamma, \text { for } j \neq k
\end{gather*}
$$

for $s$ large and negative (because $|x-y|^{-1} e^{|s|}|x-y|$ is maximal for $x$ and $y$ distant, if you exclude a small neighborhood of $x=y$ ), and the lemma follows.

In view of (7.41), only finitely many of the eigenvalues of $G(i s)$ (all of which are real) can cross from positive to negative at any point $s=s_{k}$, so we have the following conclusion from the last two lemmas.

Proposition 7.16. The operator-valued function $G(k)^{-1}$ has an infinite number of poles on the negative imaginary axis, each of which is a scattering pole.

As we have already mentioned, the scattering amplitude $a(\omega, \theta, k)$ and also the scattering operators $S(k)$ and $\mathcal{S}(k)$ have meromorphic continuations, with poles confined to the set of scattering poles. Indeed, by (3.28), $a(\omega, \theta, k)$ is the sum of an entire function and $1 / 4 \pi$ times

$$
\begin{equation*}
\left(\mathcal{N}(k) e_{k \omega}, e_{k \theta}\right)_{L^{2}(\partial K)} \tag{7.72}
\end{equation*}
$$

where $e_{\xi}(y)=e^{i y \cdot \xi}$ for $y \in \partial K$. We now draw a connection between the set of poles of $\mathcal{S}(k)$ and the set of scattering characters, described in $\S 6$ in terms of the spectrum of $Z(t)$.

First note that since $\mathcal{S}(k)$ is unitary for $k$ real, we have

$$
\begin{equation*}
\mathcal{S}(k) \mathcal{S}(\bar{k})^{*}=\mathcal{S}(\bar{k})^{*} \mathcal{S}(k)=I, \tag{7.73}
\end{equation*}
$$

for $k$ in a neighborhood of the real axis. By continuation, knowing that $\mathcal{S}(k)$ is holomorphic for $\operatorname{Im} k \geq 0$, we see that a complex number $k$ such that $\operatorname{Im} k<0$
is a pole of $\mathcal{S}(k)$ if and only if $\mathcal{S}(\bar{k})$ fails to be invertible. Now, by (3.14)-(3.15), and its analogue for $\mathcal{S}(k)$, we see that, for $\operatorname{Im} k>0$,

$$
\begin{equation*}
\mathcal{S}(k)=I+\frac{k}{2 \pi i} \mathcal{A}(k) \tag{7.74}
\end{equation*}
$$

where, for such $k, \mathcal{A}(k)$ is a compact operator on $L^{2}\left(S^{2}\right)$, given by a smooth integral kernel. Such $\mathcal{S}(k)$ is Fredholm of index zero. Thus, for $\operatorname{Im} k>0, \mathcal{S}(k)$ fails to be invertible if and only if it has a nonzero kernel. Furthermore, this happens if and only if $\mathcal{S}(k)^{*}$ has a nonzero kernel. We are now prepared to establish the following result.

Proposition 7.17. A complex number $\mu$ is a scattering character if and only if $i \mu$ is a pole of $\mathcal{S}(k)$.

Proof. $\mu$ is a scattering character if and only if there exists a nonzero $f \in \mathcal{K}_{+}$ such that $Z_{+}(t) f=e^{\mu t} f$, for $t \geq 0$. By (6.41), this implies

$$
\begin{array}{cl}
f(s, \omega)=e^{-\mu s} \varphi(\omega), & \text { for } s \leq R \\
0, & \text { for } s>R, \tag{7.75}
\end{array}
$$

for some nonzero $\varphi \in L^{2}\left(S^{2}\right)$. By (6.40), such an $f$ belongs to $\mathcal{K}_{+}$if and only if $\hat{\mathcal{S}}^{*} f$ is supported in $[R, \infty)$. By the Paley-Wiener theorem, we can deduce that this will hold if and only if $\mathcal{S}(\bar{k})^{*} \hat{f}(k)$ is holomorphic in $\operatorname{Im} k<0$. Now

$$
\begin{equation*}
\hat{f}(k)=(2 \pi)^{-1 / 2} \frac{\varphi(\omega)}{i k+\mu} \tag{7.76}
\end{equation*}
$$

which has a pole at $k=i \mu$, so this analyticity holds if and only if $\varphi$ belongs to the kernel of $\mathcal{S}(\bar{k})^{*}$, for $k=i \mu$. This establishes the proposition.

## Exercises

1. Verify that $G(k)$, defined by (7.7), is an elliptic pseudodifferential operator of order -1 on $\partial K$. Compute its principal symbol.
2. Justify (7.69).

The following exercises deal with an integral-equation attack on the scattering problem for $H=-\Delta+V$ on $\mathbb{R}^{3}$. Assume $V \in C_{0}^{\infty}$. We use (1.57), that is,

$$
(I-\mathcal{V}(k)) v=\mathcal{R}(k) f
$$

where $\mathcal{V}(k)=\mathcal{R}(k)(V v)$ and

$$
\mathcal{R}(k) v(x)=-\int v(y) g(x, y, k) d y
$$

with $g(x, y, k)=(4 \pi|x-y|)^{-1} e^{i k|x-y|}$.
3. Show that, for $\operatorname{Im} k \geq 0, \sigma>1$,

$$
\mathcal{R}(k): L_{\text {comp }}^{2}\left(\mathbb{R}^{3}\right) \longrightarrow L^{2}\left(\mathbb{R}^{3},\langle x\rangle^{-2 \sigma} d x\right) \text { is compact. }
$$

4. Show that, for $\operatorname{Im} k \geq 0, k^{2}$ not a negative eigenvalue of $-\Delta+V$, and $\sigma>1$,

$$
I-\mathcal{V}(k): L^{2}\left(\mathbb{R}^{3},\langle x\rangle^{-2 \sigma} d x\right) \longrightarrow L^{2}\left(\mathbb{R}^{3},\langle x\rangle^{-2 \sigma} d x\right)
$$

is injective, hence invertible. (Hint: If $u=\mathcal{V}(k) u=\mathcal{R}(k)(V u)$, show that $u$ satisfies the hypotheses for the uniqueness result of Exercise 6 in $\S 1$ when $k \in \mathbb{R}$. When Im $k>0$, the argument is easier.)
5. Fix $\kappa \in(0, \infty)$. Show that, for $\operatorname{Im} k>-\kappa$,

$$
\mathcal{R}(k): L_{\text {comp }}^{2}\left(\mathbb{R}^{3}\right) \longrightarrow L^{2}\left(\mathbb{R}^{3}, e^{-2 \kappa|x|} d x\right) \text { is compact. }
$$

Also show that

$$
I-\mathcal{V}(k): L^{2}\left(\mathbb{R}^{3}, e^{-2 \kappa|x|} d x\right) \longrightarrow L^{2}\left(\mathbb{R}^{3}, e^{-2 \kappa|x|} d x\right)
$$

is holomorphic in $\{k: \operatorname{Im} k>-\kappa\}$, and invertible for $\operatorname{Im} k \geq 0, k^{2} \notin$ point spec $H$. Deduce that its inverse has a meromorphic continuation.

## 8. Trace formulas; the scattering phase

In Proposition 6.7 we showed that, for any $\rho \in C_{0}^{\infty}((2 R, \infty))$, the operator $Z(\rho)=\int_{0}^{\infty} \rho(t) Z(t) d t$ is compact. Recall that the proof used the identity

$$
\begin{equation*}
Z(\rho)=P_{+}\left[U(\rho)-U_{0}(\rho)\right] P_{-}, \text {for } \rho \in C_{0}^{\infty}((2 R, \infty)) \tag{8.1}
\end{equation*}
$$

We then saw that $U(\rho)-U_{0}(\rho)$ has a smooth, compactly supported integral kernel. It follows that the operator (8.1) is not only compact, but in fact trace class. By a theorem of V. Lidskii, which we will prove in Appendix A at the end of this chapter, it follows that the trace $\operatorname{Tr} Z(\rho)$ is equal to the sum of the eigenvalues of $Z(\rho)$, counted with multiplicity. Thus we have

$$
\begin{equation*}
\operatorname{Tr} Z(\rho)=\sum \hat{\rho}\left(i \mu_{j}\right) \tag{8.2}
\end{equation*}
$$

where the sum is over the set of scattering characters, characterized by (6.36). In view of Proposition 7.17, we can write

$$
\begin{equation*}
\operatorname{Tr} Z(\rho)=\sum_{\text {poles }} \hat{\rho}\left(z_{j}\right) \tag{8.3}
\end{equation*}
$$

where $\left\{z_{j}\right\}$ is the set of poles of the scattering operator $S(k)$ (counted with multiplicity).

Using (8.1), we will establish the following formula for $\operatorname{Tr} Z(\rho)$, which then sheds light on the right side of (8.3).

Proposition 8.1. For $\rho \in C_{0}^{\infty}((2 R, \infty))$, we have

$$
\begin{align*}
\operatorname{Tr} Z(\rho) & =\operatorname{Tr}\left[U(\rho)-U_{0}(\rho)\right] \\
& =2 \operatorname{Tr} \int \rho(t)\left[\cos t \sqrt{-\Delta}-\cos t \sqrt{-\Delta_{0}}\right] d t \tag{8.4}
\end{align*}
$$

where $\Delta$ is the Laplacian on $\Omega=\mathbb{R}^{3} \backslash K$, with Dirichlet boundary condition, and $\Delta_{0}$ the Laplacian on $\mathbb{R}^{3}$.
Proof. Using the facts that $\operatorname{Tr} A B=\operatorname{Tr} B A$ and that $P_{+} P_{-}=P_{-} P_{+}$, we see from (8.1) that, for $\rho \in C_{0}^{\infty}((2 R, \infty))$,

$$
\operatorname{Tr} Z(\rho)=\operatorname{Tr} P_{-}\left[U(\rho)-U_{0}(\rho)\right] P_{+}
$$

Now for any $t \geq 0, U(t)=U_{0}(t)$ on $D^{+}$, so $\left[U(\rho)-U_{0}(\rho)\right] P_{+}=U(\rho)-U_{0}(\rho)$. Similarly, $P_{-}\left[U(\rho)-U_{0}(\rho)\right]=U(\rho)-U_{0}(\rho)$, so we have the first identity in (8.4). The second identity is elementary.

Combining (8.3) and (8.4), we have the identity

$$
\begin{equation*}
\operatorname{Tr} \int \rho(t)\left[\cos t \sqrt{-\Delta}-\cos t \sqrt{-\Delta_{0}}\right] d t=\frac{1}{2} \sum_{\text {poles }} \hat{\rho}\left(z_{j}\right) \tag{8.5}
\end{equation*}
$$

valid for any $\rho \in C_{0}^{\infty}((2 R, \infty))$. This identity has been extended to all $\rho \in$ $C_{0}^{\infty}\left(\mathbb{R}^{+}\right)$, by R. Melrose [Me1], using a more elaborate argument.

Note that (8.4) is equal to the trace of

$$
\begin{equation*}
\varphi(\sqrt{-\Delta})-\varphi\left(\sqrt{-\Delta_{0}}\right) \tag{8.6}
\end{equation*}
$$

with $\varphi(\lambda)=\hat{\rho}(\lambda)+\hat{\rho}(-\lambda)$. It is useful to note that, for any even $\varphi \in \mathcal{S}(\mathbb{R})$, the operator (8.6), given by an integral formula such as in the last line of (8.4) with $\rho=\hat{\varphi}$, has a Schwartz kernel that is smooth and rapidly decreasing at infinity, so that (8.6) is of trace class for this more general class of functions $\varphi$. (See Exercises $1-3$ from §4.) Recall from (2.7) that if $\varphi \in C_{0}^{\infty}(\mathbb{R})$, then

$$
\begin{equation*}
\varphi(\sqrt{-\Delta}) v(x)=(2 \pi)^{-3} \int_{\mathbb{R}^{3}} \int_{\Omega} u_{+}(x, \xi) \overline{u_{+}(y, \xi)} v(y) \varphi(|\xi|) d y d \xi \tag{8.7}
\end{equation*}
$$

where $u_{+}(x, \xi)$ are the generalized eigenfunctions of $\Delta$ on $\Omega$ defined by (1.32)-(1.33). It follows that, for such $\varphi$, the trace of (8.6) is equal to

$$
\begin{equation*}
\lim _{R \rightarrow \infty}(2 \pi)^{-3} \int_{\mathbb{R}^{3}} \varphi(|\xi|) \tau_{R}(\xi) d \xi \tag{8.8}
\end{equation*}
$$

with

$$
\begin{equation*}
\tau_{R}(\xi)=\int_{B_{R}}\left(\left|u_{+}(x, \xi)\right|^{2}-1\right) d x \tag{8.9}
\end{equation*}
$$

where we set $u_{+}(x, \xi)=0$, for $x \in K=\mathbb{R}^{3} \backslash \Omega$, and $B_{R}=\{x:|x| \leq R\}$.
In order to evaluate (8.9), we will calculate $\int\left|u_{+}(x, \xi)\right|^{2} d x$ over $\Omega_{R}=\{x \in$ $\Omega:|x| \leq R\}$ via Green's theorem. Note that since $\left(\Delta+k^{2}\right) u_{+}=0$, for $|\xi|=k$, we have

$$
\begin{equation*}
\left(\Delta+k^{2}\right)\left(\frac{\partial u_{+}}{\partial k}\right)=-2 k u_{+}, \quad|\xi|=k \tag{8.10}
\end{equation*}
$$

Hence, via Green's theorem, we have

$$
\begin{align*}
\int_{\Omega_{R}}\left|u_{+}\right|^{2} d x & =-\frac{1}{2 k} \int_{\partial \Omega_{R}}\left(\frac{\partial^{2} u_{+}}{\partial v \partial k} \bar{u}_{+}-\frac{\partial u_{+}}{\partial k} \frac{\partial \bar{u}_{+}}{\partial v}\right) d S \\
& =\frac{1}{2 k} \int_{|x|=R}\left(\frac{\partial^{2} u_{+}}{\partial r \partial k} \bar{u}_{+}-\frac{\partial u_{+}}{\partial k} \frac{\partial \bar{u}_{+}}{\partial r}\right) d S \tag{8.11}
\end{align*}
$$

since $u_{+}=0$ on $\partial K$. We want to evaluate the limit of (8.11) as $R \rightarrow \infty$. Extending (1.41), we can write

$$
\begin{equation*}
u_{+}(r \theta, k \omega)=e^{-i k r(\theta \cdot \omega)}+e^{i k r} B(r, \theta, \omega, k), \tag{8.12}
\end{equation*}
$$

with

$$
\begin{equation*}
B \sim r^{-1} a(-\omega, \theta, k)+r^{-2} a_{2}(-\omega, \theta, k)+\cdots, \quad r \rightarrow \infty \tag{8.13}
\end{equation*}
$$

where $a(\omega, \theta, k)$ is the scattering amplitude and $a_{j}$ are further coefficients. Differentiating (8.12) yields the following (unfortunately rather long) formula for the integrand in (8.11):

$$
\begin{aligned}
\frac{\partial u_{+}}{\partial k} \frac{\partial \bar{u}_{+}}{\partial r} & -\frac{\partial^{2} u_{+}}{\partial r \partial k} \\
= & 2 k r(\theta \cdot \omega)^{2}+i(\theta \cdot \omega)-2 k i \bar{B} \frac{\partial B}{\partial k}+i r B \frac{\partial \bar{B}}{\partial r} \\
& +\left\{-i \bar{B} \frac{\partial(r B)}{\partial r}+\frac{\partial \bar{B}}{\partial r} \frac{\partial B}{\partial k}-\bar{B} \frac{\partial^{2} B}{\partial r \partial k}\right\} \\
+ & \left\{2 k r|B|^{2}-k r B e^{i k r[(\theta \cdot \omega)+1]}[(\theta \cdot \omega)-1]\right. \\
& \left.-k r \bar{B} e^{-i k r[(\theta \cdot \omega)+1]}\left[(\theta \cdot \omega)-(\theta \cdot \omega)^{2}\right]\right\}
\end{aligned}
$$

$$
\begin{aligned}
& +e^{i k r[(\theta \cdot \omega)+1]}\left\{i k \frac{\partial B}{\partial k}[(\theta \cdot \omega)-1]-i \frac{\partial(r B)}{\partial r}-\frac{\partial^{2} B}{\partial r \partial k}\right\} \\
& +e^{-i k r[(\theta \cdot \omega)+1]}\left\{-i r(\theta \cdot \omega) \frac{\partial \bar{B}}{\partial r}+i(\theta \cdot \omega) \bar{B}\right\} .
\end{aligned}
$$

A primary tool in the analysis of the integral of this quantity over $|x|=R$ will be the stationary phase method, which was established in Appendix B of Chap. 6.

We make some preliminary simplification of (8.14), using the fact that (8.11) is clearly real valued. Also, we can throw out some terms in (8.14) that contribute 0 in the limit $R \rightarrow \infty$, after being integrated over $|x|=R$. This includes all the terms in the first set of curly brackets above. Also, a stationary phase evaluation of the last two terms in the third set of curly brackets yields a 0 contribution in the limit $R \rightarrow \infty$. Thus, we can replace (8.14) by the real part of

$$
\begin{align*}
& 2 k r(\theta \cdot \omega)^{2}-2 k i \bar{B} \frac{\partial B}{\partial k}+\operatorname{ir} B \frac{\partial \bar{B}}{\partial r} \\
& \quad+\left\{2 k r|B|^{2}+k r B e^{i k r[\theta \cdot \omega+1]}(1-\theta \cdot \omega)^{2}\right\}  \tag{8.15}\\
& \quad+e^{i k r[\theta \cdot \omega+1]}\left\{i k \frac{\partial B}{\partial k}[\theta \cdot \omega-1]+i r \theta \cdot \omega \frac{\partial B}{\partial r}-i \theta \cdot \omega B\right\}
\end{align*}
$$

The first term on the right side of (8.15) integrates to $2 k$ times $(4 / 3) \pi R^{3}$, exactly canceling out $\int_{|x| \leq R} d x$. The contribution of the second and third terms to (8.11) is, in the limit $R \rightarrow \infty$,

$$
\begin{equation*}
-i \bar{a} \frac{\partial a}{\partial k}-\frac{i}{2 k}|a|^{2}, \quad \text { integrated with respect to } \theta \tag{8.16}
\end{equation*}
$$

We can neglect the second term in (8.16), since it is imaginary.
Terms in (8.15) appearing with a factor $e^{ \pm i k r[(\theta \cdot \omega)+1]}$ have an asymptotic behavior as $R \rightarrow \infty$ given by the stationary phase method, upon integration with respect to $\theta$. The leading part in the terms within the first set of brackets is seen to be (upon taking the real part)

$$
\begin{equation*}
\frac{2 k}{r}\left\{\int_{S^{2}}|a(-\omega, \theta, k)|^{2} d \theta+\frac{4 \pi}{k} \operatorname{Im} a(-\omega,-\omega, k)\right\}, \tag{8.17}
\end{equation*}
$$

which cancels, by the optical theorem, (3.18). This cancelation is necessary since, if (8.17) were nonzero, one would get an infinite contribution to (8.11) as $R \rightarrow \infty$. What gives a finite contribution to (8.11) is the $\theta$-integral of the next leading term in this part of (8.15); the contribution to (8.11) one gets from this, as $R \rightarrow \infty$, is (again upon taking the real part)

$$
\begin{align*}
& \int_{S^{2}}\left(a \bar{a}_{2}+\bar{a} a_{2}\right)(-\omega, \theta, k) d \theta  \tag{8.18}\\
& \quad+\frac{4 \pi}{k} \operatorname{Im} a_{2}(-\omega,-\omega, k)+\frac{8 \pi}{k} \operatorname{Re} a(-\omega,-\omega, k)
\end{align*}
$$

The rest of the terms in (8.15) also give a finite contribution to (8.11) as $R \rightarrow \infty$, via stationary phase, namely $-1 / 2 k$ times

$$
\begin{equation*}
4 \pi \frac{\partial a}{\partial k}-\frac{4 \pi}{k} \bar{a}, \text { at } \theta=-\omega, \tag{8.19}
\end{equation*}
$$

plus a term containing an oscillatory factor $e^{-2 i k r}$, which disappears after integration with respect to $\xi$. This disappearance is guaranteed, since the limit in (8.8) as $R \rightarrow \infty$ does exist. Putting together (8.16)-(8.19), we arrive at a computation of (8.9).

All these contributions are expressed in terms of the scattering amplitude $a$, except for (8.18), which involves also the coefficient $a_{2}$ appearing in (8.13). Now $a_{2}$ is related to $a$ in a simple fashion, because $\left(\Delta+k^{2}\right)\left(e^{i k r} B\right)=0$. Expressing $\Delta$ in polar coordinates gives a sequence of relations among the coefficients in the expansion of $B$ as $r \rightarrow \infty$. In particular, we get

$$
\begin{equation*}
2 i k a_{2}(\omega, \theta, k)=\Delta_{2} a(\omega, \theta, k) \tag{8.20}
\end{equation*}
$$

where $\Delta_{2}$ denotes the Laplace operator on the sphere $\{|\theta|=1\}$, applied to the second argument of $a(\omega, \theta, k)$. It follows that $\int a \bar{a}_{2}(-\omega, \theta, k) d \theta$ is purely imaginary, so the integral in (8.18) vanishes. In concert with the reciprocity formula (3.31), we can deduce that $4 i k a_{2}(\omega, \omega, k)=\Delta_{2} a(\omega, \omega, k)+\Delta_{1} a(-\omega,-\omega, k)$. Hence

$$
4 i k \int a_{2}(\omega, \omega, k) d \omega=\int\left(\Delta_{1}+\Delta_{2}\right) a(\omega, \omega, k) d \omega=0
$$

This disposes of the middle term in (8.18), upon integration with respect to $\omega$. Thus, in addition to (8.16) and (8.19), the last term in (8.18) remains.

Consequently, we have

$$
\begin{align*}
& \lim _{R \rightarrow \infty} \frac{k^{2}}{(2 \pi)^{3}} \iint_{B_{R} \times S^{2}}\left(\left|u_{+}(x, k \omega)\right|^{2}-1\right) d x d \omega \\
& =\operatorname{Re} \int_{S^{2}}\left\{\frac{-i k^{2}}{(2 \pi)^{3}} \int_{S^{2}} \bar{a} \frac{\partial a}{\partial k}(-\omega, \theta, k) d \theta-\frac{1}{(2 \pi)^{2}} a(-\omega,-\omega, k)\right.  \tag{8.21}\\
& \left.\quad-\frac{k}{(2 \pi)^{2}} \frac{\partial a}{\partial k}(-\omega,-\omega, k)\right\} d \omega .
\end{align*}
$$

On the other hand, $-(1 / 2 \pi i) S(k)\left(d S^{*} / d k\right)$ has integral kernel

$$
\begin{align*}
\frac{-1}{2 \pi i}\{ & \frac{-1}{2 \pi i} \bar{a}(\omega, \theta, k)+\frac{-k}{2 \pi i} \frac{\partial \bar{a}}{\partial k}(\theta, \omega, k) \\
& +\frac{k}{4 \pi^{2}} \int_{S^{2}} a(\omega, \tau, k) \bar{a}(\tau, \theta, k) d \tau  \tag{8.22}\\
& \left.+\frac{k^{2}}{4 \pi^{2}} \int_{S^{2}} a(\omega, \tau, k) \frac{\partial \bar{a}}{\partial k}(\tau, \omega, k) d \tau\right\} .
\end{align*}
$$

Noting that the trace of $-(1 / 2 \pi i) S(k)\left(d S^{*} / d k\right)$ must also be real, one sees that (8.21) is equal to the trace of this operator, which proves the following:

Proposition 8.2. For even $\varphi \in C_{0}^{\infty}(\mathbb{R})$,

$$
\begin{equation*}
\operatorname{Tr}\left[\varphi(\sqrt{-\Delta})-\varphi\left(\sqrt{-\Delta_{0}}\right)\right]=-\int_{0}^{\infty} \varphi(k) s^{\prime}(k) d k \tag{8.23}
\end{equation*}
$$

with

$$
\begin{equation*}
s^{\prime}(k)=\frac{1}{2 \pi i} \operatorname{Tr}\left(S(k)^{*} S^{\prime}(k)\right)=-\frac{1}{2 \pi i} \operatorname{Tr}\left(S(k) S^{\prime}(k)^{*}\right) \tag{8.24}
\end{equation*}
$$

where $S(k)$ is the scattering operator (3.7).
An equivalent characterization of (8.24) is $s^{\prime}(k)=d s(k) / d k$, with

$$
\begin{equation*}
s(k)=\frac{1}{2 \pi i} \log \operatorname{det} S(k)=\frac{1}{2 \pi} \arg \operatorname{det} S(k) \tag{8.25}
\end{equation*}
$$

The quantity $s(k)$ is called the scattering phase. It is real, for $k \in \mathbb{R}$, since the scattering operator is unitary. To give yet another formulation, if we set

$$
\begin{equation*}
D(k)=\operatorname{det} S(k) \tag{8.26}
\end{equation*}
$$

then

$$
\begin{equation*}
s^{\prime}(k)=\frac{1}{2 \pi i} \frac{D^{\prime}(k)}{D(k)} \tag{8.27}
\end{equation*}
$$

By both (8.24) and (8.27) it is clear that $s^{\prime}(k)$ extends from $k \in \mathbb{R}$ to a meromorphic function in the plane, with poles coinciding precisely with the poles of the scattering operator and their complex conjugates. For complex $k$, one replaces (8.24) by

$$
s^{\prime}(k)=\frac{1}{2 \pi i} \operatorname{Tr}\left(S(\bar{k})^{*} S^{\prime}(k)\right)
$$

As stated, Propositions 8.1 and 8.2 apply in disjoint situations, but note that the left side of (8.23) is defined for any even $\varphi \in \mathcal{S}(\mathbb{R})$ and defines a continuous linear functional of such $\varphi$. Thus the right side of (8.23) is well defined, at least in a distributional sense; in particular, we have $s^{\prime} \in \mathcal{S}^{\prime}(\mathbb{R})$. Also, replacing $\rho$ by its even part on the left side of (8.5) leaves this quantity unchanged. We deduce the following.

Proposition 8.3. Let $\rho \in C_{0}^{\infty}((2 R, \infty))$. Then

$$
\frac{1}{2} \sum_{\text {poles }} \hat{\rho}\left(z_{j}\right)=-\int_{0}^{\infty} \varphi(k) s^{\prime}(k) d k
$$

with

$$
\varphi(k)=\frac{1}{2}[\hat{\rho}(k)+\hat{\rho}(-k)] .
$$

Equivalently, with $s(k)=-s(-k)$ for $k \in \mathbb{R}$,

$$
\begin{equation*}
\sum_{\text {poles }} \hat{\rho}\left(z_{j}\right)=\int_{-\infty}^{\infty} \hat{\rho}^{\prime}(k) s(k) d k \tag{8.28}
\end{equation*}
$$

the integral interpreted a priori in the sense of tempered distributions.
In view of (8.27), this identity can be thought of as a "formal" consequence of the residue calculus, but a rigorous proof seems to require arguments as described above.

It can be proved that the integral above is actually absolutely convergent. Indeed, it has been shown that $s(k)$ has the asymptotic behavior

$$
\begin{equation*}
s(k)=C(\operatorname{vol} K) k^{3}+O\left(k^{2}\right), \text { as } k \rightarrow \infty, \text { in } \mathbb{R} \tag{8.29}
\end{equation*}
$$

This was established for $K$ strictly convex by A. Majda and J. Ralston [MjR], and for $K$ starshaped by A. Jensen and T. Kato [JeK]. We outline a proof for the starshaped case in the exercises (with a weaker remainder estimate).

The result (8.29) was extended to "nontrapping" $K$ by V. Petkov and G. Popov [PP] and finally to general smooth $K$ by Melrose [Me3]. Also, results of Melrose [Me1] extend (8.28) to all $\rho \in C_{0}^{\infty}\left(\mathbb{R}^{+}\right)$.

## Exercises

1. Use the formula (8.24) to establish the following formula for $s^{\prime}(k)$ :

$$
\begin{align*}
s^{\prime}(k) & =C \int_{\partial K} \int_{S^{2}}(x \cdot v)\left|\frac{\partial u_{+}}{\partial v}(x, k \theta)\right|^{2} d \theta d S(x)  \tag{8.30}\\
& =C \int_{S^{2}}\left((x \cdot v) \mathcal{N}(k) e_{k \theta}, \mathcal{N}(k) e_{k \theta}\right)_{L^{2}(\partial K)} d \theta
\end{align*}
$$

2. Conclude that if $K$ is starshaped, so one can arrange $x \cdot v>0$, then $s(k)$ is monotone.
3. Set $s(k)=-s(-k), k \in \mathbb{R}$, as in Proposition 8.3. Show that if $K$ is starshaped, $s^{\prime}(k)$ is a positive function that defines a tempered distribution on $\mathbb{R}$ and hence that $s(k)$ has a polynomial bound in $k$ :

$$
|s(k)| \leq C\langle k\rangle^{M} .
$$

4. Write (8.23) in the form

$$
\operatorname{Tr}\left[\varphi(\sqrt{-\Delta})-\varphi\left(\sqrt{-\Delta_{0}}\right)\right]=\frac{1}{2} \int_{-\infty}^{\infty} \varphi^{\prime}(k) s(k) d k
$$

for even $\varphi \in \mathcal{S}(\mathbb{R})$. If $K$ is starshaped, Exercise 3 implies that the integral on the right is absolutely convergent. Use $\varphi(k)=\varphi_{t}(k)=e^{-t k^{2}}$ and the results on heat kernel asymptotics of Chap. 7 to deduce that

$$
\begin{equation*}
t \int_{-\infty}^{\infty} e^{-t k^{2}} k s(k) d k=(4 \pi t)^{-3 / 2} \operatorname{vol} K+o\left(t^{-3 / 2}\right) \tag{8.31}
\end{equation*}
$$

as $t \searrow 0$.
5. Show that Karamata's Tauberian theorem (established in $\S 3$ of Chap. 8) applies to (8.31) to yield

$$
s(k)=C(\operatorname{vol} K) k^{3}+o\left(k^{3}\right), \quad k \rightarrow \infty .
$$

Evaluate $C$.

## 9. Scattering by a sphere

In this section we analyze solutions to problems of scattering by the unit sphere $S^{2} \subset \mathbb{R}^{3}$, starting with the scattering problem

$$
\begin{equation*}
\left(\Delta+k^{2}\right) v=0 \text { on } \Omega, v=f \text { on } S^{2}, r\left(\partial_{r} v-i k v\right) \rightarrow 0, \text { as } r \rightarrow \infty \tag{9.1}
\end{equation*}
$$

where $\Omega=\left\{x \in \mathbb{R}^{3}:|x|>1\right\}$, the complement of the unit ball. We start by considering real $k$. This problem can be solved by writing the Laplace operator $\Delta$ on $\mathbb{R}^{3}$ in polar coordinates,

$$
\begin{equation*}
\Delta=\partial_{r}^{2}+2 r^{-1} \partial_{r}+r^{-2} \Delta_{S} \tag{9.2}
\end{equation*}
$$

where $\Delta_{S}$ is the Laplace operator on the sphere $S^{2}$. Thus $v$ in (9.1) satisfies

$$
\begin{equation*}
r^{2} \partial_{r}^{2} v+2 r \partial_{r} v+\left(k^{2} r^{2}+\Delta_{S}\right) v=0 \tag{9.3}
\end{equation*}
$$

for $r>1$. In particular, if $\left\{\varphi_{j}\right\}$ is an orthonormal basis of $L^{2}\left(S^{2}\right)$ consisting of eigenfunctions of $\Delta_{S}$, with eigenvalue $-\lambda_{j}^{2}$, and we write

$$
\begin{equation*}
v(r \omega)=\sum_{j} v_{j}(r) \varphi_{j}(\omega), \quad r \geq 1 \tag{9.4}
\end{equation*}
$$

then the functions $v_{j}(r)$ satisfy

$$
\begin{equation*}
r^{2} v_{j}^{\prime \prime}(r)+2 r v_{j}^{\prime}(r)+\left(k^{2} r^{2}-\lambda_{j}^{2}\right) v_{j}(r)=0, \quad r>1 . \tag{9.5}
\end{equation*}
$$

As in (1.14), this is a modified Bessel equation, and the solution satisfying the radiation condition $r\left(v_{j}^{\prime}(r)-i k v_{j}(r)\right) \rightarrow 0$ as $r \rightarrow \infty$ is of the form

$$
\begin{equation*}
v_{j}(r)=a_{j} r^{-1 / 2} H_{v_{j}}^{(1)}(k r), \tag{9.6}
\end{equation*}
$$

where $H_{v}^{(1)}(\lambda)$ is the Hankel function, which arose in the proof of Lemma 1.2. We recall from (6.33) of Chap. 3 the integral formula

$$
\begin{equation*}
H_{v}^{(1)}(z)=\left(\frac{2}{\pi z}\right)^{1 / 2} \frac{e^{i(z-\pi \nu / 2-\pi / 4)}}{\Gamma\left(v+\frac{1}{2}\right)} \int_{0}^{\infty} e^{-s} s^{\nu-1 / 2}\left(1-\frac{s}{2 i z}\right)^{\nu-1 / 2} d s \tag{9.7}
\end{equation*}
$$

This is valid for $\operatorname{Re} v>-1 / 2$ and $-\pi / 2<\arg z<\pi$. Also, in (9.6), $v_{j}$ is given by

$$
\begin{equation*}
v_{j}=\left(\lambda_{j}^{2}+\frac{1}{4}\right)^{1 / 2} \tag{9.8}
\end{equation*}
$$

The coefficients $a_{j}$ in (9.6) are determined by the boundary condition $v_{j}(1)=$ $\left(f, \varphi_{j}\right)$, so

$$
\begin{equation*}
a_{j}=\frac{\left(f, \varphi_{j}\right)}{H_{\nu_{j}}^{(1)}(k)} \tag{9.9}
\end{equation*}
$$

Using these calculations, we can write the solution operator $\mathcal{B}(k)$ to (9.1), $v=$ $\mathcal{B}(k) f$, as follows. Introduce the self-adjoint operator

$$
\begin{equation*}
A=\left(-\Delta_{S}+\frac{1}{4}\right)^{1 / 2} \tag{9.10}
\end{equation*}
$$

so

$$
\begin{equation*}
A \varphi_{j}=v_{j} \varphi_{j} \tag{9.11}
\end{equation*}
$$

Then

$$
\begin{equation*}
\mathcal{B}(k) f(r \theta)=r^{-1 / 2} \varkappa(A, k, k r) f(\theta), \tag{9.12}
\end{equation*}
$$

where $\varkappa(v, k, k r)=H_{v}^{(1)}(k r) / H_{v}^{(1)}(k)$ and, for each $k, r, \varkappa(A, k, k r)$ is regarded as a function of the self-adjoint operator $A$. For convenience, we use the notation

$$
\begin{equation*}
\mathcal{B}(k) f(r \theta)=r^{-1 / 2} \frac{H_{A}^{(1)}(k r)}{H_{A}^{(1)}(k)} f(\theta), \quad \theta \in S^{2} . \tag{9.13}
\end{equation*}
$$

Similar families of functions of the operator $A$ will arise below.

Taking the $r$-derivative of (9.13), we have the following formula for the Neumann operator:

$$
\begin{equation*}
\mathcal{N}(k) f(\theta)=\left[k \frac{H_{A}^{(1) \prime}(k)}{H_{A}^{(1)}(k)}-\frac{1}{2}\right] f(\theta) . \tag{9.14}
\end{equation*}
$$

We also denote the operator on the right by $k Q(A, k)-1 / 2$, with

$$
\begin{equation*}
Q(v, k)=\frac{H_{v}^{(1) \prime}(k)}{H_{v}^{(1)}(k)} \tag{9.15}
\end{equation*}
$$

We will want to look at the Green function and scattering amplitude, but first we derive some properties of the operators (9.13) and (9.14) which follow from the special nature of the operator defined by (9.10). The analysis of the spectrum of the Laplace operator on $S^{2}$ given in Chap. 8 shows that

$$
\begin{equation*}
\operatorname{spec} A=\left\{m+\frac{1}{2}: m=0,1,2, \ldots\right\} \tag{9.16}
\end{equation*}
$$

Now, as shown in Chap. $3, H_{m+1 / 2}^{(1)}(\lambda)$ and the other Bessel functions of order $m+1 / 2$ are all elementary functions of $\lambda$. We have

$$
\begin{equation*}
H_{m+1 / 2}^{(1)}(\lambda)=\left(\frac{2 \lambda}{\pi}\right)^{1 / 2} h_{m}(\lambda) \tag{9.17}
\end{equation*}
$$

where

$$
\begin{align*}
h_{m}(\lambda) & =-i(-1)^{m}\left(\frac{1}{\lambda} \frac{d}{d \lambda}\right)^{m}\left(\frac{e^{i \lambda}}{\lambda}\right)  \tag{9.18}\\
& =\lambda^{-m-1} p_{m}(\lambda) e^{i \lambda}
\end{align*}
$$

and $p_{m}(\lambda)$ is a polynomial of order $m$ in $\lambda$, given by

$$
\begin{align*}
p_{m}(\lambda) & =i^{-m-1} \sum_{k=0}^{m}\left(\frac{i}{2}\right)^{k} \frac{(m+k)!}{k!(m-k)!} \lambda^{m-k}  \tag{9.19}\\
& =i^{m-1} \lambda^{m}+\cdots+\frac{1}{2^{m} i} \frac{(2 m)!}{m!} .
\end{align*}
$$

Consequently,

$$
\begin{equation*}
r^{-\frac{1}{2}} \varkappa\left(m+\frac{1}{2}, k, k r\right)=\frac{h_{m}(k r)}{h_{m}(k)}=r^{-m-1} e^{i k(r-1)} \frac{p_{m}(k r)}{p_{m}(k)} \tag{9.20}
\end{equation*}
$$

and

$$
\begin{equation*}
k Q\left(m+\frac{1}{2}, k\right)=i k-\left(m+\frac{1}{2}\right)+k \frac{p_{m}^{\prime}(k)}{p_{m}(k)} \tag{9.21}
\end{equation*}
$$

Each polynomial $p_{m}(\lambda)$ has $m$ complex zeros $\left\{\zeta_{m 1}, \ldots, \zeta_{m m}\right\}$, by the fundamental theorem of algebra, and the collection of all these $\zeta_{m j}$ is clearly the set of scattering poles for $S^{2}$. Note that (9.21) can be written as

$$
\begin{equation*}
k Q\left(m+\frac{1}{2}, k\right)=i k-\left(m+\frac{1}{2}\right)+k \sum_{j=1}^{m}\left(k-\zeta_{m j}\right)^{-1} . \tag{9.22}
\end{equation*}
$$

We now look at the expression for the Green kernel $G(x, y, k)$ for the operator $\left(\Delta+k^{2}\right)^{-1}$, for $k$ real. Thus we look for a solution to

$$
\begin{equation*}
\left(\Delta+k^{2}\right) u=f \text { on } \Omega, \quad u=0 \text { on } \partial K \tag{9.23}
\end{equation*}
$$

satisfying the radiation condition at infinity, given $f \in C_{0}^{\infty}(\Omega)$. If we write

$$
\begin{equation*}
f(r \theta)=\sum_{j} f_{j}(r) \varphi_{j}(\theta) \tag{9.24}
\end{equation*}
$$

using the eigenfunctions $\varphi_{j}$ as before, and

$$
\begin{equation*}
u(r \theta)=\sum_{j} u_{j}(r) \varphi_{j}(\theta), \tag{9.25}
\end{equation*}
$$

then the functions $u_{j}(r)$ satisfy

$$
\begin{equation*}
r^{2} u_{j}^{\prime \prime}(r)+2 r u_{j}^{\prime}(r)+\left(k^{2} r^{2}-\lambda_{j}^{2}\right) u_{j}(r)=r^{2} f_{j}(r), \quad r>1, \tag{9.26}
\end{equation*}
$$

together with the boundary condition $u_{j}(1)=0$ and, as a consequence of the radiation condition, $r\left(u_{j}^{\prime}(r)-i k u_{j}(r)\right) \rightarrow 0$ as $r \rightarrow \infty$. We will write the solution in the form

$$
\begin{equation*}
u_{j}(r)=\int_{1}^{\infty} G_{v_{j}}(r, s, k) f_{j}(s) s^{2} d s \tag{9.27}
\end{equation*}
$$

where the kernel $G_{\nu}(r, s, k)$ remains to be constructed, as the Green kernel for the ordinary differential operator

$$
\begin{equation*}
L_{v}=\frac{d^{2}}{d r^{2}}+\frac{2}{r} \frac{d}{d r}+\left(k^{2}-\frac{\lambda^{2}}{r^{2}}\right), \quad v=\left(\lambda^{2}+\frac{1}{4}\right)^{1 / 2} \tag{9.28}
\end{equation*}
$$

that is,

$$
\begin{equation*}
L_{\nu} g_{\nu}(\cdot, s, k)=s^{-2} \delta_{s} \quad \text { on }(1, \infty) \tag{9.29}
\end{equation*}
$$

satisfying the boundary condition of vanishing at $r=1$, together with the radiation condition as $r \rightarrow \infty$. This operator is self-adjoint on the space $L^{2}\left([1, \infty), r^{2} d r\right)$, and $G_{\nu}(r, s, k)$ satisfies the symmetry condition

$$
\begin{equation*}
G_{v}(r, s, k)=G_{v}(s, r, k) \tag{9.30}
\end{equation*}
$$

Thus it suffices to specify $G_{v}(r, s, k)$ for $r>s$. Since $G_{v}(\cdot, s, k)$ is annihilated by $L_{v}$ for $r>s$ and satisfies the radiation condition, we must have

$$
\begin{equation*}
G_{\nu}(r, s, k)=c_{\nu}(s, k) r^{-1 / 2} H_{v}^{(1)}(r k), \text { for } r>s \tag{9.31}
\end{equation*}
$$

for some coefficient $c_{v}(s, k)$ that remains to be determined. In view of the symmetry (9.30), $c_{v}(\cdot, k)$ satisfies the same sort of modified Bessel equation, and so is a linear combination of $s^{-1 / 2} J_{v}(s k)$ and $s^{-1 / 2} H_{v}^{(1)}(s k)$. The boundary condition gives $c_{v}(s, k)=0$ at $s=1$, so we can write

$$
\begin{equation*}
c_{v}(s, k)=b_{v}(k) s^{-1 / 2}\left(J_{v}(s k)-\frac{J_{v}(k)}{H_{v}^{(1)}(k)} H_{v}^{(1)}(s k)\right), \tag{9.32}
\end{equation*}
$$

where the coefficient $b_{v}(k)$ remains to be determined. This can be done by plugging (9.32) into (9.31), using (9.30) to write $G_{\nu}(r, s, k)$ for $r<s$, and examining the jump in the first derivative of $g_{v}$ with respect to $r$ across $r=s$. Achieving (9.29) then specifies $b_{v}(k)$ uniquely. A straightforward calculation shows that $b_{v}(k)$ is the following constant, independent of $v$ and $k$, in view of the Wronskian relation:

$$
\begin{equation*}
b_{v}(k)=b=\frac{s k}{J_{v}(s k) H_{v}^{(1)^{\prime}}(s k)-J_{v}^{\prime}(s k) H_{v}^{(1)}(s k)}=\frac{\pi}{2 i} . \tag{9.33}
\end{equation*}
$$

To summarize, $G_{v}(r, s, k)$ is given by

$$
\begin{array}{ll}
b(r s)^{-1 / 2}\left(J_{v}(s k)-\frac{J_{v}(k)}{H_{v}^{(1)}(k)} H_{v}^{(1)}(s k)\right) H_{v}^{(1)}(r k), & r \geq s,  \tag{9.34}\\
b(r s)^{-1 / 2}\left(J_{v}(r k)-\frac{J_{v}(k)}{H_{v}^{(1)}(k)} H_{v}^{(1)}(r k)\right) H_{v}^{(1)}(s k), \quad r \leq s
\end{array}
$$

In light of this, we can represent the Green kernel for the solution to (9.23) satisfying the radiation condition as follows. Using the Schwartz kernel theorem, we can identify an operator on functions on $\Omega$ with a (generalized) function of $r, s$ with values in the space of operators on functions on the sphere $S^{2}$. With this identification, we have

$$
\begin{equation*}
G(x, y, k)=\frac{1}{4 \pi} G_{A}(r, s, k) \tag{9.35}
\end{equation*}
$$

where $|x|=r,|y|=s$, and $A$ is given by (9.10). This is also the formula for the resolvent kernel of $\left(\Delta+k^{2}\right)^{-1}$, for $\operatorname{Im} k>0$.

The formula (9.34) for $G_{v}(r, s, k)$, as a sum of two terms, corresponds to the decomposition (1.30) for $G(x, y, k)$, that is,

$$
\begin{equation*}
G(x, y, k)=g(x, y, k)+h(x, y, k), \tag{9.36}
\end{equation*}
$$

where, as in (1.5),

$$
\begin{equation*}
g(x, y, k)=\frac{e^{i k|x-y|}}{4 \pi|x-y|} \tag{9.37}
\end{equation*}
$$

Now recall from Proposition 1.6 how we can obtain the eigenfunctions

$$
\begin{equation*}
u(x, \xi)=e^{-i x \cdot \xi}+v(x, \xi) \tag{9.38}
\end{equation*}
$$

from the asymptotic behavior of $G(x, y, k)$ as $|y| \rightarrow \infty$, via

$$
\begin{equation*}
h(x, r \omega, k)=\frac{e^{i k r}}{4 \pi r} v(x, k \omega)+O\left(r^{-2}\right), \quad r \rightarrow \infty \tag{9.39}
\end{equation*}
$$

proved in (1.37). We therefore have

$$
\begin{equation*}
v(r \theta, k \omega)=\lim _{s \rightarrow \infty} s e^{-i k s} h_{A}(r, s, k) \tag{9.40}
\end{equation*}
$$

where we set

$$
\begin{equation*}
h_{v}(r, s, k)=4 \pi b(r s)^{-1 / 2} \frac{J_{v}(k)}{H_{v}^{(1)}(k)} H_{v}^{(1)}(s k) H_{v}^{(1)}(r k) \tag{9.41}
\end{equation*}
$$

As before we identify a function of $(\theta, \omega)$ with an operator on $C^{\infty}\left(S^{2}\right)$, with $A$ acting on functions of $\theta$. To evaluate the limit in (9.40), we can use

$$
\begin{equation*}
H_{\nu}^{(1)}(\lambda)=\left(\frac{2}{\pi \lambda}\right)^{1 / 2} e^{i(\lambda-\pi \nu / 2-\pi / 4)}+o\left(\lambda^{-1 / 2}\right), \quad \lambda \rightarrow \infty \tag{9.42}
\end{equation*}
$$

which can be deduced from the integral formula (9.7). We obtain

$$
\begin{equation*}
v(r \theta, k \omega)=\mathcal{V}(A, r, k) \tag{9.43}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{V}(v, r, k)=2 \pi^{2} i\left(\frac{2}{\pi r k}\right)^{1 / 2} e^{-(1 / 2) \pi i(v+1 / 2)} \frac{J_{v}(k)}{H_{v}^{(1)}(k)} H_{v}^{(1)}(r k) . \tag{9.44}
\end{equation*}
$$

We can now evaluate the scattering amplitude, which satisfies

$$
\begin{equation*}
a(-\omega, \theta, k)=\lim _{r \rightarrow \infty} r e^{-i k r} v(r \theta, k \omega), \tag{9.45}
\end{equation*}
$$

according to (1.41). Using (9.42)-(9.44), we have

$$
\begin{equation*}
a(-\omega, \theta, k)=\frac{4 \pi}{k} \frac{J_{A}(k)}{H_{A}^{(1)}(k)} e^{-\pi i A} \tag{9.46}
\end{equation*}
$$

In other words, if the right side is $\Xi(A)$, then

$$
\Xi(A) f(\theta)=\int a(-\omega, \theta, k) f(\omega) d \omega
$$

Now, as shown in the study of harmonic analysis on spheres, in (4.44) of Chap. 8,

$$
\begin{equation*}
e^{-\pi i A} f(\omega)=-i f(-\omega), \quad f \in L^{2}\left(S^{2}\right) \tag{9.47}
\end{equation*}
$$

so we can write

$$
\begin{equation*}
a(\omega, \theta, k)=-\frac{4 \pi i}{k} \frac{J_{A}(k)}{H_{A}^{(1)}(k)} \tag{9.48}
\end{equation*}
$$

Recall that the scattering amplitude $a(\omega, \theta, k)$ is related to the scattering operator $S(k)$ by

$$
\begin{equation*}
S(k)=I+\frac{k}{2 \pi i} A(k) \tag{9.49}
\end{equation*}
$$

where $a(\omega, \theta, k)$ is the kernel of $A(k)$, by (3.14)-(3.15). In other words, $A(k)$ is the operator on the right side of (9.48). Therefore, the scattering operator itself has the form

$$
\begin{equation*}
S(k)=-\frac{H_{A}^{(2)}(k)}{H_{A}^{(1)}(k)} \tag{9.50}
\end{equation*}
$$

in view of the identity

$$
\begin{equation*}
H_{v}^{(1)}(\lambda)+H_{v}^{(2)}(\lambda)=2 J_{v}(\lambda) . \tag{9.51}
\end{equation*}
$$

We also note that

$$
\begin{equation*}
H_{v}^{(2)}(k)=\overline{H_{v}^{(1)}(k)}, \tag{9.52}
\end{equation*}
$$

for $v$ and $k$ real, so (9.50) explicitly displays the unitarity of the scattering operator, for real $k$.

The investigation of scattering by a sphere can be carried further, based on these formulas. For example, qualitative information on the zeros of $H_{v}^{(1)}(\lambda)$ yields qualitative information on the scattering poles. Some of the most delicate results on such scattering make use of the uniform asymptotic behavior of $H_{v}^{(1)}(\lambda)$ as $\nu$ and $\lambda$ both tend to $\infty$. A treatment of this in a modern spirit, touching on more general approaches to diffraction problems, is given in [T2] and [MT1], and, in more detail, in Appendix C of [MT2]. Also, [Nus] gives a lengthy analysis of scattering by a sphere, from a more classical perspective.

## Exercises

1. Derive from (9.7) that $H_{m+1 / 2}^{(1)}(z)=(2 z / \pi)^{1 / 2} z^{-m-1} p_{m}(z) e^{i z}$, with

$$
p_{m}(z)=\frac{(-i)^{m+1}}{m!} \int_{0}^{\infty} e^{-s} s^{m}\left(z-\frac{s}{2 i}\right)^{m} d s
$$

Show that this yields (9.19).
2. From the material on Bessel functions developed in Chap. 3, show that there is the Wronskian identity

$$
H_{\nu}^{(1) \prime}(\lambda) H_{\nu}^{(2)}(\lambda)-H_{\nu}^{(1)}(\lambda) H_{\nu}^{(2) \prime}(\lambda)=\frac{C}{\lambda},
$$

and evaluate $C$. Using this, prove that $H_{\nu}^{(1)}(\lambda)$ is not zero for any $\lambda \in(0, \infty)$, $v \in(0, \infty)$.
3. Use results on the location of scattering poles from $\S 7$ to show that (9.13) and (9.14) imply $H_{\nu}^{(1)}(z)$ has zeros only in $\operatorname{Im} z<0$, for $v=m+1 / 2, m=0,1,2, \ldots$.
It is known that this property holds for all $v \in[0, \infty)$. See [Wat], p. 511. There it is stated in terms of the zeros of $K_{v}(z)$, which is related to the Hankel function by $K_{v}(z)=(\pi i / 2) e^{\pi i v / 2} H_{v}^{(1)}(i z)$.
4. A formula of Nicholson (see [Olv], p. 340, or [Wat], p. 444) implies

$$
J_{v}(z)^{2}+Y_{v}(z)^{2}=\frac{8}{\pi^{2}} \int_{0}^{\infty} K_{0}(2 z \sinh t) \cosh 2 v t d t
$$

for $\operatorname{Re} z>0$. Here $K_{0}(r)$ is Macdonald's function, the $v=0$ case of the function mentioned in Exercise 3; cf. (6.50)-(6.54) in Chap. 3. $K_{0}(r)$ is a decreasing function of $r \in(0, \infty)$, and hence, for fixed $v>0, J_{v}(x)^{2}+Y_{\nu}(x)^{2}$ is a decreasing function of $x \in \mathbb{R}^{+}$. Show that this implies that

$$
\mathcal{B}(k, r): L^{2}\left(S^{2}\right) \longrightarrow L^{2}\left(S^{2}\right),
$$

defined by $\mathcal{B}(k, r) f(\theta)=\mathcal{B}(k) f(r \theta)$, has operator norm $\leq r^{-1 / 2}$, for $r \geq 1$. Consequently,

$$
\begin{equation*}
\|\mathcal{B}(k) f\|_{L^{2}\left(\Omega,|x|^{-4} d x\right)} \leq\|f\|_{L^{2}\left(S^{2}\right)} . \tag{9.53}
\end{equation*}
$$

Using the integral formula (6.50) of Chap. 3, show that $r K_{0}(r)$ is decreasing on $\mathbb{R}^{+}$, hence that $\left|r^{1 / 2} H_{v}^{(1)}(r)\right|$ is decreasing on $\mathbb{R}^{+}$, for fixed $v>0$. Use this to show that $\|\mathcal{B}(k, r)\| \leq r^{-1}$ for $r \geq 1$, and sharpen (9.53).
5. Let $\mathfrak{A}=\left\{x \in \mathbb{R}^{3}: 1<|x|<2\right\}$. With $u=\mathcal{B}(k) f$, use $\Delta u=-k^{2} u$ and estimates derivable from Chap. 5, in concert with Exercise 4, to show that

$$
\begin{equation*}
\|\mathcal{B}(k) f\|_{H^{2}(\mathfrak{A l})} \leq C\|f\|_{H^{3 / 2}\left(S^{2}\right)}+C k^{2}\|f\|_{L^{2}\left(S^{2}\right)} . \tag{9.54}
\end{equation*}
$$

Deduce that

$$
\begin{equation*}
\|\mathcal{N}(k) f\|_{H^{1 / 2}\left(S^{2}\right)} \leq C\|f\|_{H^{3 / 2}\left(S^{2}\right)}+k^{2}\|f\|_{L^{2}\left(S^{2}\right)} . \tag{9.55}
\end{equation*}
$$

6. Show that

$$
|k Q(m+1 / 2, k)| \leq C(|k|+m+1),
$$

for $k \in \mathbb{R}, m \geq 0$. Deduce that, for $s \in \mathbb{R}, k \in \mathbb{R}$,

$$
\begin{equation*}
\|\mathcal{N}(k) f\|_{H^{s}\left(S^{2}\right)} \leq C_{s}\|f\|_{H^{s+1}\left(S^{2}\right)}+C_{S}|k| \cdot\|f\|_{H^{s}\left(S^{2}\right)} \tag{9.56}
\end{equation*}
$$

Compare this with the bound on $\mathcal{N}(k)$ derived in the previous exercise.
(Hint: Consider uniform asymptotic expansions of Bessel and Hankel functions, discussed in [Erd] and in Chap. 11 of [Olv]. Compare a related analysis in [T2].)
7. Suppose an obstacle $K$ is contained in the unit ball $B_{1}=\{|x|<1\}$. Show that the solution to the scattering problem (1.1)-(1.3) is uniquely characterized on $\Omega_{1}=$ $\left(\mathbb{R}^{3} \backslash K\right) \cap B_{1}$ as the solution to

$$
\begin{equation*}
\left(\Delta+k^{2}\right) v=0 \text { on } \Omega_{1}, \quad v=f \text { on } \partial K, \quad \frac{\partial v}{\partial r}=\mathcal{N}(k) v \text { on } S^{2}, \tag{9.57}
\end{equation*}
$$

where $\mathcal{N}(k)$ is given by (9.14).
8. Derive the formulas of this section, particularly the formula analogous to (9.50) for $S(k)$, in the case of scattering by a sphere of radius $R$, centered at $p \in \mathbb{R}^{3}$, displaying explicitly the dependence of the various quantities on $R$ and $p$.
9. It follows from (9.46)-(9.48) that the scattering amplitude for $S^{2}$ satisfies

$$
\begin{equation*}
a(\omega, \theta, k)=a(\theta, \omega, k) \quad \text { and } \quad a(\omega, \theta, k)=a(-\omega,-\theta, k) \tag{9.58}
\end{equation*}
$$

Demonstrate these identities directly, for $\partial K=S^{2}$. How much more generally do they hold? Compare (3.31).
10. Suppose $v \in C^{\infty}\left(\mathbb{R}^{3}\right)$ solves $\left(\Delta+k^{2}\right) v=0$. Show that $v(r \theta)$ has the form

$$
v(r \theta)=\sum_{j} v_{j}(r) \varphi_{j}(\theta),
$$

where $\varphi_{j}$ is an eigenfunction of $\Delta_{S}$, as in (9.4), and $v_{j}(r)=b_{j} j_{v_{j-1 / 2}}(k r)$. (Hint: $v_{j}(r)$ solves (9.5) and does not blow up as $r \rightarrow 0$.)
Deduce that, for some coefficients $\beta_{\ell}$,

$$
\begin{equation*}
e^{i k r \omega \cdot \theta}=\sum_{\ell=0}^{\infty} \beta_{\ell} j_{\ell}(k r) P_{\ell}(\omega \cdot \theta) \tag{9.59}
\end{equation*}
$$

where $P_{\ell}(t)$ are the Legendre polynomials, defined in (4.36) of Chap. 8.

As shown in (4.49) of Chap. 8, this formula holds with $\beta_{\ell}=(2 \ell+1) i^{\ell}$, so

$$
\begin{equation*}
e^{i s t}=\sum_{\ell=0}^{\infty}(2 \ell+1) i^{\ell} j_{\ell}(s) P_{\ell}(t), \quad s \in \mathbb{R}, \quad t \in[-1,1] \tag{9.60}
\end{equation*}
$$

11. As noted in $\S 4$ of Chap. 8 , the identity (9.59), with $\beta_{\ell}=(2 \ell+1) i^{\ell}$, is equivalent to the assertion that $e^{i k r \omega \cdot \theta}$ is the integral kernel of

$$
\begin{equation*}
\Xi_{k r}(A)=4 \pi e^{(1 / 2) \pi i(A-1 / 2)} j_{A-1 / 2}(k r) \tag{9.61}
\end{equation*}
$$

Show that this is in turn equivalent to the $r=1$ case of (9.43)-(9.44).
(Hint: Use (9.47).)
12. Derive explicit formulas for scattering objects (e.g., $S(k)$ ), in the case of the quantum scattering problem for $H=-\Delta+V$, when

$$
\begin{aligned}
V(x)=b, & \text { for }|x| \leq R \\
0, & \text { otherwise }
\end{aligned}
$$

Keep track of the dependence on $b$ and $R$. If you fix $R=1$ and let $b$ decrease from $b=0$ to the first value $b=-\beta_{0}$, below which $-\Delta+V$ has a negative eigenvalue, what happens to some of the scattering poles?

## 10. Inverse problems I

By "inverse problems" we mean problems of determining a scatterer $\partial K$ in terms of information on the scattered waves. These problems are of practical interest. One might be given observations of the scattered wave $v(x, k \omega)$, for $x$ in a region not far from $\partial K, k$ belonging to some restricted set of frequencies (maybe a single frequency). Or one might have only the far field behavior, defined by the scattering amplitude $a(\omega, \theta, k)$, which we recall is related to $v(x, k \omega)$ by

$$
\begin{equation*}
v(r \theta, k \omega) \sim \frac{e^{i k r}}{r} a(-\omega, \theta, k), \quad r \rightarrow \infty \tag{10.1}
\end{equation*}
$$

In this section we examine the question of what scattering data are guaranteed to specify $\partial K$ uniquely, at least if the data are measured perfectly.

It is useful to begin with the following explicit connection between the scattered wave $v(x, k \omega)$ and the scattering amplitude.

Proposition 10.1. If $K \subset B_{R}(0)$, then, for $r \geq R$,

$$
\begin{equation*}
a(-\omega, \theta, k)=-i k^{-1} e^{(1 / 2) \pi i(A-1 / 2)} h_{A-1 / 2}(k r)^{-1} g(\theta) \tag{10.2}
\end{equation*}
$$

where $g=g_{r, \omega, k}$ is given by

$$
\begin{equation*}
g(\theta)=v(r \theta, k \omega) \tag{10.3}
\end{equation*}
$$

As in $\S 9, h_{A-1 / 2}(k r)^{-1}$ is regarded as a family of functions of the self-adjoint operator $A$ defined by (9.10). Recall that $h_{m}(\lambda)$ is given by (9.17)-(9.18).

Proof. This result follows easily from (9.12), which implies

$$
\begin{equation*}
\mathcal{B}(k) f(r \theta)=\frac{h_{A-1 / 2}(k r)}{h_{A-1 / 2}(k)} f(\theta), \tag{10.4}
\end{equation*}
$$

for $f \in C^{\infty}\left(S^{2}\right)$. To prove (10.2)-(10.3), we can suppose without loss of generality that $R=1$ and apply (10.4) with $f(\theta)=v_{+}(\theta, k \omega)$ to get

$$
v_{+}(r \theta, k \omega)=\frac{h_{A-1 / 2}(k r)}{h_{A-1 / 2}(k)} f(\theta) ; \quad f(\theta)=v(\theta, k \omega)
$$

Now compare the asymptotic behavior of both sides as $r \rightarrow \infty$. For the left side we have (10.1), while the behavior of the right side is governed by

$$
\begin{equation*}
h_{m}(k r) \sim i^{m-1} \frac{e^{i k r}}{k r} \tag{10.5}
\end{equation*}
$$

by (9.18)-(9.19), so (10.2) follows.
Now we can invert the operator in (10.2), to write

$$
\begin{equation*}
v(r \theta, k \omega)=i k e^{-(1 / 2) \pi i(A-1 / 2)} h_{A-1 / 2}(k r) a(-\omega, \theta, k), \tag{10.6}
\end{equation*}
$$

where the operator acts on functions of $\theta$. The operator $h_{A-1 / 2}(k r)$ is an unbounded operator on $L^{2}\left(S^{2}\right)$; indeed, it is not continuous from $C^{\infty}\left(S^{2}\right)$ to $\mathcal{D}^{\prime}\left(S^{2}\right)$, which has consequences for the inverse problem, as we will see in $\S 11$.

Suppose now that $K_{1}$ and $K_{2}$ are two compact obstacles in $\mathbb{R}^{3}$ giving rise to scattered waves which both agree with $v(x, k \omega)$ in some open set $\mathcal{O}$ in $\mathbb{R}^{3} \backslash\left(K_{1} \cup K_{2}\right)$. In other words $v_{j}(x, k \omega)=v(x, k \omega)$ for $x \in \mathcal{O}$, where the functions $v_{j}$ are solutions to

$$
\begin{equation*}
\left(\Delta+k^{2}\right) v_{j}=0 \text { on } \mathbb{R}^{3} \backslash K_{j}, \quad v_{j}=-e^{-i k x \cdot \omega} \text { on } \partial K_{j}, \tag{10.7}
\end{equation*}
$$

satisfying the radiation condition. We suppose the sets $K_{j}$ have no "cavities"; that is, each $\Omega_{j}=\mathbb{R}^{3} \backslash K_{j}$ has just one connected component. In this case, possibly the complement of $K_{1} \cup K_{2}$ is not connected; cf. Fig. 10.1. We will let $\mathcal{U}$ denote the unbounded, connected component of this complement, and consider $\mathbb{R}^{3} \backslash \mathcal{U}$, which we denote by $\widetilde{K}_{2}$, so $K_{1} \subset \widetilde{K}_{2}$. This is illustrated in Figs. 10.1 and 10.2. We assume $\mathcal{O} \subset \mathcal{U}$. Let $\mathcal{R}$ be any connected component of the interior of $\widetilde{K}_{2} \backslash K_{1}$. (Switch indices if $K_{2} \subset K_{1}$.)


Figure 10.1 Two Obstacles


Figure 10.2 Filled Obstacle
The functions $v_{1}$ and $v_{2}$ described above agree on $\mathcal{U}$, since they are real analytic and agree on $\mathcal{O}$. Thus $u_{1}$ and $u_{2}$ agree on $\mathcal{U}$, where $u_{j}(x)=v_{j}(x)+e^{-i k x \cdot \omega}$. Since each $u_{j}$ vanishes on $\partial K_{j}$, it follows that $u=\left.u_{1}\right|_{\mathcal{R}}$ vanishes on $\partial \mathcal{R}$, so

$$
\begin{equation*}
\left(\Delta+k^{2}\right) u=0 \text { on } \mathcal{R}, \quad u=0 \text { on } \partial \mathcal{R} \tag{10.8}
\end{equation*}
$$

In fact, $u \in H_{0}^{1}(\mathcal{R})$. However, $u$ does not vanish identically on $\mathcal{R}$. In particular, $u$ provides an eigenfunction of $\Delta$ on each connected component $\mathcal{R}$ of the interior of $\widetilde{K}_{2} \backslash K_{1}$, with Dirichlet boundary condition (and with eigenvalue $-k^{2}$ ) if $u$ is not identically zero, and if the symmetric difference $K_{1} \Delta K_{2}$ has nonempty interior. Now, there are circumstances where we can obtain bounds on

$$
\begin{equation*}
\left.\operatorname{dim} \operatorname{ker}\left(\Delta+k^{2}\right)\right|_{H_{0}^{1}(\mathcal{R})}=d(k) \tag{10.9}
\end{equation*}
$$

for example, if we know the obstacle is contained in a ball $B_{R}$. We then have the following uniqueness result:

Proposition 10.2. Let $k \in(0, \infty)$ be fixed. Suppose $\Sigma=\left\{\omega_{\ell}\right\}$ is a subset of $S^{2}$ whose cardinality is known to be greater than $d(k) / 2$. (If $\omega_{\ell}$ and $-\omega_{\ell}$ both belong to $\Sigma$, do not count them separately.) Then knowledge of $v_{+}\left(x, k \omega_{\ell}\right)$ for $x$ in an open set $\mathcal{O}$ uniquely determines the obstacle $K$. Hence knowledge of $a\left(-\omega_{\ell}, \theta, k\right)$ for $\theta \in S^{2}$ uniquely determines $K$.

Proof. If $K$ were not uniquely determined, there would be a nonempty set $\mathcal{R}$ such as described above. The corresponding $u_{\ell}(x)=v\left(x, k \omega_{\ell}\right)+e^{i k x \cdot \omega_{\ell}}$, together with their complex conjugates, which are all eigenfunctions on $\mathcal{R}$, must be linearly independent. Indeed, any linear dependence relation valid on $\mathcal{R}$ must continue on all of $\mathbb{R}^{3} \backslash\left(K_{1} \cap K_{2}\right)$; but near infinity, $u_{\ell}(x)=e^{i k \cdot \omega_{\ell}}+O\left(|x|^{-1}\right)$ guarantees independence.

We make a few complementary remarks. First, $a(-\omega, \theta, k)$ is analytic in its arguments, so for any given $\omega, k$, it is uniquely determined by its behavior for $\theta$ in any open subset of $S^{2}$. Next, for $k$ small enough, we can say that $d(k)=0$, so uniqueness holds in that case, for a single $\omega=\omega_{\ell}$. Note that even when $k^{2}$ is an eigenvalue of $-\Delta$ on $\mathcal{R}$, it would be a real coincidence for a corresponding eigenfunction to happen to continue to $\mathbb{R}^{3} \backslash\left(K_{1} \cap K_{2}\right)$ with the appropriate behavior at infinity. It is often speculated that knowledge of $a(-\omega, \theta, k)$, for $\theta \in S^{2}$ (or an open set) and both $k$ and $\omega$ fixed, always uniquely determines the obstacle $K$. This remains an interesting open problem.

Furthermore, suppose $a(-\omega, \theta, k)$ is known on $\theta \in S^{2}$, for a set $\left\{\omega_{\ell}\right\} \subset$ $S^{2}$ and a set $\left\{k_{m}\right\} \subset \mathbb{R}^{+}$. Then one has uniqueness provided $\operatorname{card}\left\{\omega_{\ell}\right\}>$ $\min d\left(k_{m}\right) / 2$. In particular, if $\left\{k_{m}\right\}$ consists of an interval $I$ (of nonzero length), then $\min d\left(k_{m}\right)=0$, so knowledge of $a(-\omega, \theta, k)$ for $\theta \in S^{2}, k \in I$, and a single $\omega$ uniquely determines $K$.

All of these considerations are subject to the standing assumption made throughout this chapter on the smoothness of $\partial K$. There are interesting cases of non-smooth obstacles, not equal to the closure of their interiors, to which the proof of Proposition 10.2 would not apply. We will discuss this further in $\S 12$.

We also mention that the method used to prove Proposition 10.2 is ineffective when one has the Neumann boundary condition. A uniqueness result in that case, using a different technique, can be found in [CK2]; see also [Isa].

One study that sheds light on the inverse problem is the linearized inverse problem. Here, given an obstacle $K$, denote by $\mathcal{B}_{K}(k)$ the solution operator (7.1)-(7.2) and by $S_{K}(k)$ the scattering operator (3.7), with corresponding scattering amplitude $a_{K}(\omega, \theta, k)$, as in (3.14)-(3.15). We want to compute the "derivative" with respect to $K$ of these objects, and study their inverses.

More precisely, if $K$ is given, $\partial K$ smooth, we can parameterize nearby smooth obstacles by a neighborhood of 0 in $C^{\infty}(\partial K)$, via the correspondence that, to $\psi \in C^{\infty}(\partial K)$ (real-valued), we associate the image $\partial K_{\psi}$ of $\partial K$ under the map

$$
\begin{equation*}
F_{\psi}(x)=x+\psi(x) N(x), \quad x \in \partial K, \tag{10.10}
\end{equation*}
$$

where $N(x)$ is the unit outward-pointing normal to $\partial K$, at $x$. Then, denote $\mathcal{B}_{K_{\psi}}(k)$ and $a_{K_{\psi}}(\omega, \theta, k)$ by $\mathcal{B}_{\psi}(k)$ and $a_{\psi}(\omega, \theta, k)$. We want to compute

$$
\begin{equation*}
D_{\psi} \mathcal{B}_{K}(k) f=\left.\frac{\partial}{\partial s} \mathcal{B}_{s \psi}(k) f\right|_{s=0} \tag{10.11}
\end{equation*}
$$

and $\quad D_{\psi} a_{K}(\omega, \theta, k)=\left.\partial_{s} a_{s \psi}(\omega, \theta, k)\right|_{s=0}$. The following is a straightforward exercise.

Proposition 10.3. If $f$ is smooth near $\partial K$ and $v_{\psi}(x)=\left.\partial_{s} \mathcal{B}_{s \psi}(k) f\right|_{s=0}$, for $x \in \mathbb{R}^{3} \backslash K$, then $v_{\psi}(x)$ is uniquely characterized by

$$
\begin{gather*}
\left(\Delta+k^{2}\right) v_{\psi}=0 \text { on } \mathbb{R}^{3} \backslash K \\
r\left(\frac{\partial v_{\psi}}{\partial r}-i k v_{\psi}\right) \rightarrow 0, \text { as } r \rightarrow \infty  \tag{10.12}\\
v_{\psi}=\psi(x)\left(\mathcal{N}(k) f-\frac{\partial f}{\partial v}\right) \text { on } \partial K
\end{gather*}
$$

Here, $\mathcal{N}(k)$ is the Neumann operator, defined by (7.55). In other words,

$$
\begin{equation*}
D_{\psi} \mathcal{B}_{K}(k) f=\mathcal{B}_{K}(k)\left\{\psi(x)\left(\mathcal{N}(k) f-\frac{\partial f}{\partial \nu}\right)\right\} \tag{10.13}
\end{equation*}
$$

The linearized problem is to find $\psi$.
Therefore, for a given smooth obstacle $K$, granted that the operators $\mathcal{B}_{K}(k)$ and $\mathcal{N}(k)$ have been constructed (e.g., by methods of $\S 7$ ), we can to some degree reduce the linearized inverse problem for $\psi$ to the following linear inverse problem:

Problem. Given (an approximation to) $w=\mathcal{B}(k) g(x)$ on $|x|=R_{1}$ (and assuming that $K \subset\left\{x:|x|<R_{1}\right\}$ ), find (an approximation to) $g$ on $\partial K$.

As for finding $\mathcal{B}_{K}(k)$ and $\mathcal{N}(k)$ via an integral-equation method, we mention that an integral equation of the form (7.18) is preferable to one of the form (7.12), since it is very inconvenient to deal with the set of values of $k$ for which (7.12) is not solvable. This point is made in many expositions on the subject, such as, [Co]. Solving (7.18) leads to the formula (7.32) for $\mathcal{B}_{K}(k)$.

We note that when we take $f=e^{-i k \omega \cdot x}$, the solution to the linearized inverse problem is unique:

Proposition 10.4. Given $K$ nonempty, smooth, and compact, such that $\mathbb{R}^{3} \backslash K$ is connected, define

$$
\begin{equation*}
\mathcal{L}_{K}(k, \omega): H^{s}(\partial K) \rightarrow C^{\infty}\left(\mathbb{R}^{3} \backslash K\right) \tag{10.14}
\end{equation*}
$$

by

$$
\begin{equation*}
\mathcal{L}_{K}(k, \omega) \psi=D_{\psi} \mathcal{B}_{K}(k) f, \quad f(x)=e^{-i k \omega \cdot x} . \tag{10.15}
\end{equation*}
$$

Then $\mathcal{L}_{K}(k, \omega)$ is always injective.
Proof. By (10.13), our claim is that

$$
\begin{equation*}
\mathcal{B}_{K}(k)\left\{\psi(x)\left(\mathcal{N}(k) f-\frac{\partial f}{\partial \nu}\right)\right\}=0 \text { on } \mathbb{R}^{3} \backslash K \Longrightarrow \psi=0 \text { on } \partial K \tag{10.16}
\end{equation*}
$$

Since $\left.\mathcal{B}_{K}(k) g\right|_{\partial K}=g$, the hypothesis in (10.16) implies $\psi(x)\left(\mathcal{N}(k) f-\partial_{\nu} f\right)=$ 0 on $\partial K$, so it suffices to show that

$$
\begin{equation*}
\mathcal{N}(k) f-\frac{\partial f}{\partial v} \text { vanishes on no open subset } \mathcal{O} \text { of } \partial K \tag{10.17}
\end{equation*}
$$

when $f(x)=e^{-i k \omega \cdot x}$. To see this, consider $w=\mathcal{B}(k) f-e^{-i k \omega \cdot x}$, which satisfies

$$
\begin{equation*}
\left(\Delta+k^{2}\right) w=0 \text { on } \mathbb{R}^{3} \backslash K, \quad w=0 \text { on } \partial K . \tag{10.18}
\end{equation*}
$$

If $\mathcal{N}(k) f-\partial_{\nu} f=0$ on $\mathcal{O}$, then

$$
\begin{equation*}
\frac{\partial w}{\partial v}=0 \text { on } \mathcal{O} \tag{10.19}
\end{equation*}
$$

But if $\mathcal{O}$ is a nonempty, open subset of $\partial K$, then (10.18)-(10.19) imply that $w$ is identically zero, by uniqueness in the Cauchy problem for $\Delta+k^{2}$. This is impossible, so the proof is complete.

Parallel to (10.13), we have

$$
\begin{align*}
D_{\psi} a_{K}(-\omega, \theta, k) & =\mathcal{A}_{K}(k)\left\{\psi(x)\left(\mathcal{N}(k) f-\frac{\partial f}{\partial \nu}\right)\right\}(\theta),  \tag{10.20}\\
f(x) & =e^{-i k \omega \cdot x}
\end{align*}
$$

where $\mathcal{A}_{K}(k)$ is as in (3.33)-(3.34). Note that (10.2) extends readily to the identity

$$
\begin{equation*}
\mathcal{A}_{K}(k) f=-i k^{-1} e^{(1 / 2) \pi i(A-1 / 2)} h_{A-1 / 2}(k r)^{-1} \mathcal{B}_{K r}(k) f . \tag{10.21}
\end{equation*}
$$

In view of the injectivity of the operator acting on $\mathcal{B}_{K r}(k) f$, on the right side of (10.21) we see that, under the hypotheses of Proposition 10.4, we have

$$
\begin{equation*}
\widetilde{\mathcal{L}}_{K}(k, \omega): H^{s}(\partial K) \longrightarrow C^{\infty}\left(S^{2}\right) \quad \text { injective }, \tag{10.22}
\end{equation*}
$$

for each $k \in \mathbb{R}, \omega \in S^{2}$, where

$$
\begin{equation*}
\widetilde{\mathcal{L}}_{K}(k, \omega) \psi=D_{\psi} \mathcal{A}_{K}(k) f, \quad f=e^{-i k \omega \cdot x} \tag{10.23}
\end{equation*}
$$

## Exercises

1. Fix $k \in(0, \infty)$. Show that a given obstacle $K$ is a ball centered at 0 if and only if

$$
a(\omega, \theta, k)=a(R(\omega), R(\theta), k),
$$

for every rotation $R: S^{2} \rightarrow S^{2}$. (Hint: For the "if" part, make use of Proposition 10.2 to compare $K$ and its image under a rotation.)
2. Suppose you are given that $K$ is a ball, but you are not given its radius or its center. How can you determine these quantities from the scattering amplitude? How little information on $a(\omega, \theta, k)$ will suffice?
3. The set $\mathcal{R}$ arising in the proof of Proposition 10.2 might not have smooth boundary, so how do you know that $u=\left.u_{1}\right|_{\mathcal{R}}$, which vanishes on $\partial \mathcal{R}$, belongs to $H_{0}^{1}(\mathcal{R})$ ?
4. Suppose $K$ is known to be contained in the unit cube $Q=\left\{x \in \mathbb{R}^{3}: 0 \leq x_{j} \leq 1\right\}$. Let $\omega \in S^{2}, k \in \mathbb{R}$ be fixed. Show that exact knowledge of $a(-\omega, \theta, k)$, for $\theta \in S^{2}$, uniquely determines $K$, as long as

$$
|k|<\sqrt{6} \pi .
$$

Given $\omega_{1}, \omega_{2} \in S^{2}$, such that $\omega_{1}, \omega_{2},-\omega_{1}$, and $-\omega_{2}$ are distinct, show that $a\left(-\omega_{j}, \theta, k\right)$, for $k$ fixed, $\theta \in S^{2}, j=1,2$, uniquely determines $K$, as long as

$$
|k|<3 \pi
$$

Can you improve these results?
5. Give a detailed proof of Proposition 10.3.

## 11. Inverse problems II

In this section we describe some of the methods used to determine an obstacle $K$ (approximately) when given a measurement of scattering data, and we deal with some aspects of the "ill-posed" nature of such an inverse problem.

For simplicity, suppose you know that $B_{1} \subset K \subset B_{R_{0}}$, where $B_{r}=\{x \in$ $\left.\mathbb{R}^{3}:|x| \leq r\right\}$. Suppose you have a measurement of $a(-\omega, \theta, k)$ on $\theta \in S^{2}$, with $k$ fixed and $\omega$ fixed. One strategy is to minimize

$$
\begin{align*}
\Phi(f, K)= & \left\|\mathcal{A}_{1}(k) f-a(-\omega, \cdot, k)\right\|_{L^{2}\left(S^{2}\right)}^{2} \\
& +\left\|\mathcal{B}_{1 K}(k) f+e^{-i k \omega \cdot x}\right\|_{L^{2}(\partial K)}^{2} \tag{11.1}
\end{align*}
$$

with $f$ and $K$ varying over certain compact sets, determined by a priori hypotheses on the scatterer. This is close to some methods of Angell and Kleinman, Kirsch and Kress, as described at the end of [Co2].

Here we use the following notation: $\mathcal{A}_{r}(k)=\mathcal{A}_{B_{r}}(k)$, where $\mathcal{A}_{K}(k)$ is as in (10.20), that is,

$$
\begin{equation*}
\mathcal{A}_{K}(k) f(\theta)=\lim _{r \rightarrow \infty} r e^{-i k r} \mathcal{B}_{K}(k) f(r \theta) \tag{11.2}
\end{equation*}
$$

Also, if $K_{1}$ is contained in the interior of $K_{2}$, then $g=\left.\mathcal{B}_{K_{1}}(k) f\right|_{\partial K_{2}}$ defines a bounded operator

$$
\begin{equation*}
\mathcal{B}_{K_{1} K_{2}}(k): H^{s}\left(\partial K_{1}\right) \longrightarrow C^{\infty}\left(\partial K_{2}\right), \tag{11.3}
\end{equation*}
$$

and if either $K_{1}=B_{r}$ or $K_{2}=B_{\rho}$, we use the notation $\mathcal{B}_{r K_{2}}(k)$ or $\mathcal{B}_{K_{1} \rho}(k)$; if both $K_{1}$ and $K_{2}$ are such balls, we use the notation $\mathcal{B}_{r \rho}(k)$.

More generally, we might have measurements of $a\left(-\omega_{j}, \theta, k\right)$ on $\theta \in S^{2}$, for a sequence of directions $\omega_{j}$. Then one might take

$$
\begin{align*}
\Phi= & \sum_{j=1}^{N}\left\|\mathcal{A}_{1}(k) f_{j}-a\left(-\omega_{j}, \cdot, k\right)\right\|_{L^{2}\left(S^{2}\right)}^{2} \\
& +\sum_{j=1}^{N}\left\|\mathcal{B}_{1 K}(k) f_{j}+e^{-i k \omega_{j} \cdot x}\right\|_{L^{2}(\partial K)}^{2} \tag{11.4}
\end{align*}
$$

and minimize over $\left(f_{1}, \ldots, f_{N} ; K\right)$. One might also consider weighted sums, and perhaps stronger norms.

Note that

$$
\begin{equation*}
\mathcal{A}_{1}(k) f_{j}=\mathcal{A}_{K}(k) \mathcal{B}_{1 K}(k) f_{j} \tag{11.5}
\end{equation*}
$$

The feasibility of approximating the actual scattered wave by such a function follows from the next lemma, provided $K$ is connected and has connected complement.

Lemma 11.1. If $K_{j}$ are compact sets in $\mathbb{R}^{3}$ (with connected complement) such that $K_{1} \subset \stackrel{\circ}{K}_{2}$, then for any $k \in \mathbb{R}$ the map $\mathcal{B}_{K_{1} K_{2}}(k)$ is injective. If also $K_{2}$ is connected, this map has dense range.

Proof. If $u=\mathcal{B}_{K_{1}}(k) f$ vanishes on $\partial K_{2}$, then $u$ restricted to $\mathbb{R}^{3} \backslash K_{2}$ is an outgoing solution to the basic scattering problem (1.1), with $K=K_{2}$, so by the uniqueness of solutions to (1.1)-(1.3), we have $u=0$ on $\mathbb{R}^{3} \backslash K_{2}$. Then unique continuation forces $u=0$ on $\mathbb{R}^{3} \backslash K_{1}$, so the injectivity of (11.3) is established.

As for the second claim, note that if $y \in \stackrel{\circ}{K}_{1}$, then

$$
\begin{equation*}
|x-y|^{-1} e^{i k|x-y|}=g_{y}(x) \in \operatorname{Range} \mathcal{B}_{K_{1}}(k) \tag{11.6}
\end{equation*}
$$

Thus if $f \in L^{2}\left(\partial K_{2}\right)$ is in the orthogonal complement of the range of $\mathcal{B}_{K_{1} K_{2}}(k)$, we deduce that

$$
\begin{equation*}
F(x)=\int_{\partial K_{2}} f(y) g_{x}(y) d S(y) \tag{11.7}
\end{equation*}
$$

is zero for $x \in \stackrel{\circ}{K}_{1}$, hence for $x \in \stackrel{\circ}{K}_{2}$ (if $\stackrel{\circ}{K}_{2}$ is connected). Also material in $\S 7$ implies that $F$ is continuous across $\partial K_{2}$ and is an outgoing solution of (1.1) on $\mathbb{R}^{3} \backslash K_{2}$. The uniqueness of solutions to (1.1)-(1.3) forces $F=0$ on $\mathbb{R}^{3} \backslash K_{2}$. Since, by (7.25), the jump of $\partial_{\nu} F$ across $\partial K_{2}$ is proportional to $f$, this implies $f=0$, proving denseness.

If $K$ is not known to be connected, one could use several spherical bodies as domains of $f_{j}$ in (11.4), provided it is known that each connected component of $K$ contains one of them, as can be seen by a variant of the proof of Lemma 11.1.

Instead of minimizing (11.4) over $\left(f_{1}, \ldots, f_{N} ; K\right)$, an alternative is first to minimize the first term of (11.4), thus choosing $f_{j}$, within some compact set of functions, and then to pick $K$ to minimize the second term, within some compact set of obstacles.

An attack pursued in [Rog] and [MTW] takes a guess $K_{\mu}$ of $K$, solves (approximately) a linearized inverse problem, given $K_{\mu}$, and applies an iteration, provided by Newton's method, to approximate $K$. See also [Kir].

If one has a measurement of the scattered wave $v(x, k \omega)$ on the sphere $|x|=r$, say for $k$ fixed and $\omega=\omega_{1}, \ldots, \omega_{N}$, instead of a measurement of $a(-\omega, \theta, k)$, then parallel to (11.4) one might take

$$
\begin{align*}
\Phi= & \sum_{j=1}^{N}\left\|\mathcal{B}_{1 r}(k) f_{j}-v\left(\cdot, k \omega_{j}\right)\right\|_{L^{2}\left(S_{r}^{2}\right)}^{2} \\
& +\sum_{j=1}^{N}\left\|\mathcal{B}_{1 K}(k) f_{j}+e^{-i k \omega_{j} \cdot x}\right\|_{L^{2}(\partial K)}^{2} \tag{11.8}
\end{align*}
$$

and minimize over $\left(f_{1}, \ldots, f_{N} ; K\right)$. Alternatively, first minimize the first sum over $f_{j}$ (in some compact set of functions) and then minimize the second sum over $K$ (in some compact set of obstacles).

In fact, a number of approaches to the inverse problem, when measurements of the scattering amplitude $a(-\omega, \theta, k)$ are given, start by first constructing an approximation to $v(x, k \omega)$ on some sphere $|x|=r$, such that $K \subset B_{r}$, and then proceed from there to tackle the problem of approximating $K$. Recall the relation established in $\S 10$ :

$$
\begin{equation*}
v(r \theta, k \omega)=i k e^{-(1 / 2) \pi i(A-1 / 2)} h_{A-1 / 2}(k r) a(-\omega, \theta, k) \tag{11.9}
\end{equation*}
$$

where the operator acts on functions of $\theta$. As noted there, the operator $h_{A-1 / 2}(k r)$ is a seriously unbounded operator on $L^{2}\left(S^{2}\right)$. In fact, this phenomenon is behind the ill-posed nature of recovering the near field behavior $v(x, k \omega)$ from the far field behavior defined by the scattering amplitude $a(-\omega, \theta, k)$. As this is one of the simplest examples of an ill-posed problem, we will discuss the following problem. Suppose you know that an obstacle $K$ is contained in a ball $B_{R_{0}}$. Fix $k \in \mathbb{R}, \omega \in S^{2}$.

Problem A. Given an approximation $b(-\omega, \theta, k)$ to the scattering amplitude, with

$$
\begin{equation*}
\|a(-\omega, \cdot, k)-b(-\omega, \cdot, k)\|_{L^{2}\left(S^{2}\right)} \leq \varepsilon, \tag{11.10}
\end{equation*}
$$

how well can you approximate the scattered wave $v(x, k \omega)$, for $x$ on the shell $|x|=R_{1}$, given $R_{1}>R_{0}$ ?

As we have said, what makes this problem difficult is the failure of the operator $h_{A-1 / 2}(k r)$ appearing in (11.9) to be bounded, even from $C^{\infty}\left(S^{2}\right)$ to $\mathcal{D}^{\prime}\left(S^{2}\right)$. Indeed, for fixed $s \in(0, \infty)$, one has the asymptotic behavior, as $v \rightarrow+\infty$,

$$
\begin{equation*}
H_{v}^{(1)}(s) \sim-i\left(\frac{2}{\pi v}\right)^{1 / 2}\left(\frac{2 v}{e s}\right)^{v} \tag{11.11}
\end{equation*}
$$

(see the exercises) and hence

$$
\begin{equation*}
h_{v-1 / 2}(s) \sim-i(s v)^{-1 / 2}\left(\frac{2 v}{e s}\right)^{v} \tag{11.12}
\end{equation*}
$$

Consequently, an attempt to approximate $v_{+}(x, k \omega)$ for $x=R_{1} \theta$ by

$$
\begin{equation*}
v_{0}(\theta)=i k e^{-(1 / 2) \pi i(A-1 / 2)} h_{A-1 / 2}\left(k R_{1}\right) b(-\omega, \theta, k) \tag{11.13}
\end{equation*}
$$

could lead to nonsense. We will describe a method below that is well behaved. But first we look further into the question of how well can we possibly hope to approximate $v(x, k \omega)$ on the shell $|x|=R_{1}$ with the data given.

In fact, it is necessary to have some further a priori bound on $v_{+}$to make progress here. We will work under the hypothesis that a bound on $v(x, k \omega)$ is known on the sphere $|x|=R_{0}$ :

$$
\begin{equation*}
\left\|v\left(R_{0} \theta, k \omega\right)\right\|_{L^{2}\left(S_{\theta}^{2}\right)} \leq E . \tag{11.14}
\end{equation*}
$$

Now, if we are given that (11.10) and (11.14) are both true and we have $b(-\omega, \theta, k)$ in hand (for $\omega, k$ fixed, $\theta \in S^{2}$ ), then we can consider the set $\mathcal{F}$ of functions $f(\theta)$ such that

$$
\begin{equation*}
\|f-b(-\omega, \cdot, k)\|_{L^{2}\left(S^{2}\right)} \leq \varepsilon \tag{11.15}
\end{equation*}
$$

and such that

$$
\begin{equation*}
\left\|k h_{A-1 / 2}\left(k R_{0}\right) f\right\|_{L^{2}\left(S^{2}\right)} \leq E \tag{11.16}
\end{equation*}
$$

knowing that $\mathcal{F}$ is nonempty. We know that $a(\theta)=a(-\omega, \theta, k)$ belongs to $\mathcal{F}$, and that is all we know about $a(-\omega, \theta, k)$, in the absence of further data. The greatest accuracy of an approximation $v_{1}(\theta)$ to $v\left(R_{1} \theta, k \omega\right)$ that we can count on, measured in the $L^{2}\left(S^{2}\right)$ norm, is

$$
\begin{equation*}
\left\|v_{1}(\theta)-v\left(R_{1} \theta, k \omega\right)\right\|_{L^{2}\left(S_{\theta}^{2}\right)} \leq 2 M(\varepsilon, E) \tag{11.17}
\end{equation*}
$$

where $M(\varepsilon, E)$ is defined as follows. Denote by

$$
\begin{equation*}
T_{j}: \mathcal{F} \longrightarrow L^{2}\left(S^{2}\right), \quad j=0,1 \tag{11.18}
\end{equation*}
$$

the maps

$$
\begin{equation*}
T_{j} f(\theta)=i k e^{-(1 / 2) \pi i(A-1 / 2)} h_{A-1 / 2}\left(k R_{j}\right) f(\theta) \tag{11.19}
\end{equation*}
$$

Then we set

$$
\begin{equation*}
2 M(\varepsilon, E)=\sup \left\{\left\|T_{1} f-T_{1} g\right\|_{L^{2}\left(S^{2}\right)}: f, g \in \mathcal{F}\right\} \tag{11.20}
\end{equation*}
$$

that is,

$$
\begin{equation*}
M(\varepsilon, E)=\sup \left\{\left\|T_{1} f\right\|_{L^{2}}:\|f\|_{L^{2}} \leq \varepsilon \text { and }\left\|T_{0} f\right\|_{L^{2}} \leq E\right\} \tag{11.21}
\end{equation*}
$$

One way to obtain as accurate as possible an approximation to $v$ on $|x|=$ $R_{1}$ would be to pick any $f \in \mathcal{F}$ and evaluate $T_{1} f$. However, it might not be straightforward to obtain elements of $\mathcal{F}$. We describe a method, from [Mr2] and [MrV], which is effective in producing a "nearly best possible" approximation.

We formulate a more general problem. We have a linear equation

$$
\begin{equation*}
S v=a \tag{11.22}
\end{equation*}
$$

where $S$ is a bounded operator on a Hilbert space $H$, which is injective, but $S^{-1}$ is unbounded (with domain a proper linear subspace of $H$ ). Given an approximate measurement $b$ of $a$, we want to find an approximation to the solution $v$. This is a typical ill-posed linear problem. As a priori given information, we assume that

$$
\begin{equation*}
\|b-a\|_{H} \leq \varepsilon, \quad\left\|T_{0} a\right\|_{H} \leq E \tag{11.23}
\end{equation*}
$$

$T_{0}$ is an auxiliary operator. In the example above, $H=L^{2}\left(S_{\theta}^{2}\right)$, and $T_{0}$ and $T_{1}$ are given by (11.19). Generalizing (11.20)-(11.21), we have a basic measurement of error:

$$
\begin{align*}
M(\varepsilon, E) & =\sup \left\{\left\|T_{1} f\right\|_{H}:\|f\|_{H} \leq \varepsilon \text { and }\left\|T_{0} f\right\|_{H} \leq E\right\} \\
& =\frac{1}{2} \sup \left\{\left\|T_{1} f-T_{1} g\right\|_{H}: f, g \in \mathcal{F}\right\}, \tag{11.24}
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{F}=\left\{f \in H:\|f-b\|_{H} \leq \varepsilon,\left\|T_{0} f\right\|_{H} \leq E\right\} \tag{11.25}
\end{equation*}
$$

Now, if all one knows about $a$ in (11.22) is that it belongs to $\mathcal{F}$, then the greatest accuracy of an approximation $v_{1}$ to the solution $v$ of (11.22) one can count on is

$$
\begin{equation*}
\left\|v_{1}-v\right\|_{H} \leq 2 M(\varepsilon, E) \tag{11.26}
\end{equation*}
$$

This recaps the estimates in (11.14)-(11.21). Now we proceed. An approximation method is called nearly best possible (up to a factor $\gamma$ ) if it yields a $v_{1} \in H$ such that

$$
\begin{equation*}
\left\|v_{1}-v\right\|_{H} \leq 2 \gamma M(\varepsilon, E) \tag{11.27}
\end{equation*}
$$

We now describe one nearly best possible method for approximating $v$, in cases where $T_{0}$ is a self-adjoint operator, with discrete spectrum accumulating only at $+\infty$. Then, pick an orthonormal basis $\left\{u_{j}: 1 \leq j<\infty\right\}$ of $H$, consisting of eigenvectors, such that

$$
\begin{equation*}
T_{0} u_{j}=\alpha_{j} u_{j}, \quad \alpha_{j} \nearrow+\infty \tag{11.28}
\end{equation*}
$$

When $T_{0}$ is given by (11.19), this holds as a consequence of (11.12). It is essential that the $\alpha_{j}$ be monotonic, so the eigenvectors need to be ordered correctly. Now let

$$
\begin{equation*}
f_{\ell}=P_{\ell} b, \quad P_{\ell} u=\sum_{j=1}^{\ell}\left(u, u_{j}\right) u_{j} \tag{11.29}
\end{equation*}
$$

Now let $N$ be the first $\ell$ such that

$$
\begin{equation*}
\left\|f_{\ell}-b\right\|_{H} \leq 2 \varepsilon \tag{11.30}
\end{equation*}
$$

We then claim that

$$
\begin{equation*}
\left\|T_{0} f_{N}\right\|_{H} \leq 2 E \tag{11.31}
\end{equation*}
$$

This can be deduced from:
Lemma 11.2. If the set $\mathcal{F}$ defined by (11.25) is nonempty, and if $M+1$ is the first $j$ such that $\alpha_{j}>E / \varepsilon$, then

$$
\begin{equation*}
\left\|f_{M}-b\right\|_{H} \leq 2 \varepsilon \text { and }\left\|T_{0} f_{M}\right\|_{H} \leq 2 E \tag{11.32}
\end{equation*}
$$

Proof of lemma. The key facts about $M$ are the following:

$$
\begin{gather*}
\left\|P_{M} g\right\| \leq \varepsilon \Longrightarrow\left\|T_{0} P_{M} g\right\| \leq E,  \tag{11.33}\\
\|\left(T_{0}\left(1-P_{M}\right) h\|\leq E \Longrightarrow\|\left(1-P_{M}\right) h \| \leq \varepsilon .\right.
\end{gather*}
$$

We are given that there exists $f$ such that

$$
\begin{equation*}
\|f-b\| \leq \varepsilon \text { and }\left\|T_{0} f\right\| \leq E \tag{11.34}
\end{equation*}
$$

The first part of (11.34) implies $\left\|P_{M} f-f_{M}\right\| \leq \varepsilon$, which via the first part of (11.33) yields the second part of (11.32). The second part of (11.34) implies $\left\|T_{0}\left(1-P_{M}\right) f\right\| \leq E$, which by the second part of $(11.33)$ gives $\left\|\left(1-P_{M}\right) f\right\|$ $\leq \varepsilon$. Since $\|f-b\| \leq \varepsilon$, this yields the first part of (11.32).

Having the lemma, we see that $N \leq M$, so $\left\|T_{0} f_{N}\right\| \leq\left\|T_{0} f_{M}\right\|$, giving (11.31). Then (11.30) and (11.31), together with (11.23), yield

$$
\begin{equation*}
\left\|f_{N}-a\right\|_{H} \leq 3 \varepsilon \text { and }\left\|T_{0}\left(f_{N}-a\right)\right\|_{H} \leq 3 E . \tag{11.35}
\end{equation*}
$$

We have established:
Proposition 11.3. Under the hypotheses (11.23), if we set $v_{N}=T_{1} f_{N}$, where $N$ is the smallest $\ell$ such that (11.30) holds, we have

$$
\begin{equation*}
\left\|v_{N}-v\right\|_{H} \leq 3 M(\varepsilon, E) . \tag{11.36}
\end{equation*}
$$

Hence this method of approximating $v$ is nearly best possible. Note that the value of the estimate $E$ of (11.14) does not play an explicit role in the method described above for producing the approximation $v_{N}$; it plays a role in estimating the error $v_{N}-v$.

The method described above provides a technique for solving a certain class of ill-posed problems. Other related problems involve the analytic continuation of functions and solving backwards heat equations. Further discussions of this and other techniques, can be found in papers of K. Miller [Mr1], [Mr2], and references given there.

We now turn to the task of estimating $M(\varepsilon, E)$, for our specific problem, defined by (11.18)-(11.21). Thus, with $R_{0}<R_{1}$, we want to estimate $\left\|h_{A-1 / 2}\left(k R_{1}\right)\right\|_{L^{2}}$, given that $\|f\|_{L^{2}} \leq \varepsilon$ and $\left\|h_{A-1 / 2}\left(k R_{0}\right) f\right\|_{L^{2}} \leq E$. If we also assume that $k$ lies in a bounded interval, this is basically equivalent to estimating $\left\|A^{-1 / 2} e^{-\beta A} A^{A} f\right\|_{L^{2}}$, given that

$$
\|f\|_{L^{2}} \leq \varepsilon, \quad\left\|A^{-1 / 2} e^{-\alpha A} A^{A} f\right\|_{L^{2}} \leq E
$$

where $e^{-\alpha}=2 / e R_{0}$ and $e^{-\beta}=2 / e R_{1}$, so $\alpha<\beta$. We can get a hold on this using the inequality

$$
\begin{equation*}
v^{-1 / 2} e^{-\beta v} v^{v} \leq e^{-(\beta-\alpha) x}\left(v^{-1 / 2} e^{-\alpha v} v^{v}\right)+\sqrt{2} x^{x} \tag{11.37}
\end{equation*}
$$

valid for $v \geq 1 / 2,0<x<\infty$, to write

$$
\begin{equation*}
\left\|T_{1} f\right\|_{L^{2}} \leq C \inf _{x \in \mathbb{R}^{+}}\left(e^{-\gamma x} E+x^{x} \varepsilon\right) \tag{11.38}
\end{equation*}
$$

where $\gamma=\beta-\alpha$, given $\|f\| \leq \varepsilon,\left\|T_{0} f\right\| \leq E$. While picking $x$ to minimize the last quantity is not easy, we can obtain a reasonable estimate by picking

$$
\begin{equation*}
x=\frac{\log E / \varepsilon}{\log \log E / \varepsilon} \tag{11.39}
\end{equation*}
$$

in which case

$$
e^{-\gamma x}=\left(\frac{\varepsilon}{E}\right)^{\gamma \alpha(E / \varepsilon)}, \quad \varepsilon x^{x}=E\left(\frac{\varepsilon}{E}\right)^{\beta(E / \varepsilon)},
$$

with $\alpha(E / \varepsilon)=1 /(\log \log E / \varepsilon)$ and $\beta(E / \varepsilon)=(\log \log \log E / \varepsilon) /(\log \log E / \varepsilon)$. Consequently,

$$
\begin{equation*}
M(\varepsilon, E) \leq C E\left[\left(\frac{\varepsilon}{E}\right)^{\gamma \alpha(E / \varepsilon)}+\left(\frac{\varepsilon}{E}\right)^{\beta(E / \varepsilon)}\right] \tag{11.40}
\end{equation*}
$$

As for the exponents that appear in (11.40), note the following values (to three digits):

| $\varepsilon / E$ | $\alpha(E / \varepsilon)$ | $\beta(E / \varepsilon)$ |
| :--- | :--- | :--- |
| $10^{-2}$ | .655 | .277 |
| $10^{-3}$ | .517 | .341 |
| $10^{-4}$ | .450 | .359 |
| $10^{-5}$ | .409 | .366 |
| $10^{-6}$ | .381 | .368 |
| $10^{-7}$ | .360 | .368 |

The close agreement of the last two figures in the right column is due to the fact that $f(y)=(\log \log \log y) /(\log \log y)$ achieves its maximum value of $1 / e$ at $y=e^{e^{e}} \approx 3.81 \times 10^{6}$ and is very slowly varying in this region. As for the close agreement of the two figures corresponding to $\varepsilon=10^{-7}$, note that $\log \log \log$ $e^{e^{e}}=1$. An estimate similar to (11.40) is also given in [Isa].

Even though the analysis in (11.13)-(11.39) does not directly deal with the problem of describing $\partial K$ given an approximation $b(\omega, \theta, k)$ to the scattering
amplitude $a(\omega, \theta, k)$, to some degree it reduces this problem to that of describing $\partial K$, given the solution $u=\mathcal{B}(k) f$ to the scattering problem (1.1)-(1.3) (i.e., to (7.1)), with $u(x)$ evaluated near $|x|=R_{1}$, for a certain class of boundary data, namely $f(x)=\left.e^{-k \omega \cdot x}\right|_{\partial K}$ (where $k$ and $\omega$ belong to a specified subset of $\mathbb{R}$ and $S^{2}$, respectively). One assumes it given that $K \subset\left\{x:|x|<R_{0}\right\}$, where $R_{0}<R_{1}$. This reduction is an intermediate step in many studies of inverse problems. Thus Problem A is complemented by:

Problem B. Approximate $v=\mathcal{B}(k) f$ on $|x|=R_{0}$, given (an approximation to) $v$ on $|x|=R_{1}$ and having some a priori estimate of $v$ on $|x|=R_{0}$, but not on a smaller sphere.

Rescaling, we can consider the case $R_{0}=1, R_{1}=R>1$. By (10.4), we have

$$
\begin{equation*}
g=v(\theta) \text { and } w=v(R \theta) \Longrightarrow g=\frac{h_{A-1 / 2}(k)}{h_{A-1 / 2}(k R)} w=\mathcal{C}_{R}(k) w, \tag{11.41}
\end{equation*}
$$

where the last identity is the definition of the unbounded operator $\mathcal{C}_{R}(k)$ on $L^{2}\left(S^{2}\right)$. In view of (11.12), we have, for fixed $k \in(0, \infty), R>1$,

$$
\begin{equation*}
\frac{h_{v-1 / 2}(k)}{h_{v-1 / 2}(k R)} \sim R^{v+1 / 2}=C e^{\gamma v}, \quad v \rightarrow+\infty \tag{11.42}
\end{equation*}
$$

where $\gamma=\log R>0$.
Parallel to (11.14)-(11.21), we consider the problem of estimating $\mathcal{C}_{R}(k) w$ in $L^{2}\left(S^{2}\right)$, given a small bound on $\|w\|_{L^{2}\left(S^{2}\right)}$ (estimate on observational error) and an a priori bound on $\mathcal{C}_{R}(k) w$ in $H^{\ell}\left(S^{2}\right)$, for some $\ell>0$. That is, we want to estimate

$$
\begin{equation*}
M(\varepsilon, E)=\sup \left\{\left\|\mathcal{C}_{R}(k) w\right\|_{L^{2}}:\|w\|_{L^{2}} \leq \varepsilon,\left\|\mathcal{C}_{R}(k) w\right\|_{H^{\ell}} \leq E\right\} \tag{11.43}
\end{equation*}
$$

Parallel to (11.37)-(11.38), we can attack this by writing

$$
\begin{equation*}
e^{\gamma v} \leq\left(v x^{-1}\right)^{\ell} e^{\gamma v}+e^{\gamma x} \tag{11.44}
\end{equation*}
$$

valid for $v, x \in(0, \infty)$. Thus, if $\|g\|_{H^{\ell}}=\left\|A^{\ell} g\right\|_{L^{2}}$, we have

$$
\begin{equation*}
\left\|\mathcal{C}_{R}(k) w\right\|_{L^{2}} \leq C_{k} \inf _{x>0}\left(x^{-\ell} E+e^{\gamma x} \varepsilon\right) \tag{11.45}
\end{equation*}
$$

We get a decent upper bound by setting $x=(1 / 2 \gamma) \log (\ell E / \varepsilon \gamma)$. This yields

$$
\begin{equation*}
M(\varepsilon, E) \leq C_{k}(2 \gamma)^{\ell} E\left(\log \frac{\ell E}{\gamma \varepsilon}\right)^{-\ell}+C_{k}\left(\frac{\ell E \varepsilon}{\gamma}\right)^{1 / 2} \tag{11.46}
\end{equation*}
$$

This is bad news; $\varepsilon$ would have to be terribly tiny for $M(\varepsilon, E)$ to be small. Fortunately, this is not the end of the story.

As a preliminary to deriving a more satisfactory estimate, we produce a variant of the "bad" estimate (11.46). Fix $\psi \in C_{0}^{\infty}(\mathbb{R})$, supported on $[-1,1]$, such that $\psi(0)=1$. Instead of (11.43), we estimate

$$
\begin{equation*}
M_{\delta}(\varepsilon, E)=\sup \left\{\left\|\psi(\delta A) \mathcal{C}_{R}(k) w\right\|_{L^{2}}:\|w\|_{L^{2}} \leq \varepsilon,\left\|\mathcal{C}_{R}(k) w\right\|_{L^{2}} \leq E\right\} \tag{11.47}
\end{equation*}
$$

We proceed via

$$
\begin{equation*}
\psi(\delta v) e^{\gamma v} \leq e^{-\gamma x}\left[\psi(\delta v) e^{\gamma v}\right] e^{\gamma v}+e^{\gamma x} \psi(\delta v), \tag{11.48}
\end{equation*}
$$

to get

$$
\begin{equation*}
\left\|\psi(\delta A) e^{\gamma A} w\right\|_{L^{2}} \leq \inf _{x>0}\left[C(\gamma, \delta) e^{-\gamma x} C_{k}^{\prime} E+e^{\gamma x} \varepsilon\right] \tag{11.49}
\end{equation*}
$$

where

$$
\begin{equation*}
C(\gamma, \delta)=\sup _{\nu>0} \psi(\delta \nu) e^{\gamma v} \leq e^{\gamma / \delta}=R^{1 / \delta} \tag{11.50}
\end{equation*}
$$

Using (11.42) again, we have the estimate

$$
\begin{equation*}
M_{\delta}(\varepsilon, E) \leq C_{k} R^{1 / 2 \delta} \sqrt{E \varepsilon} \tag{11.51}
\end{equation*}
$$

Now we do want to be able to take $\delta$ small, to make $\psi(\delta A) f$ close to $f$, but $R^{1 / 2 \delta}=e^{\gamma / 2 \delta}$ blows up very rapidly as $\delta \searrow 0$, so this gives no real improvement over (11.46). Compare (11.51) with the estimate

$$
\begin{equation*}
\left\|\psi(\delta A) \mathcal{C}_{R}(k) w\right\|_{L^{2}} \leq C_{k} R^{1 / \delta}{ }_{\varepsilon} \tag{11.52}
\end{equation*}
$$

when $\|w\|_{L^{2}} \leq \varepsilon$, involving no use of the a priori estimate $\left\|\mathcal{C}_{R}(k) w\right\|_{L^{2}} \leq E$.
We now show that a different technique yields a useful bound on the quantity $M_{\delta}(\varepsilon, E)$, when $\delta$ lies in the range $\delta>1 / k$.

Proposition 11.4. Let $R>1$ and $\alpha>1$ be fixed. Then there is an estimate

$$
\begin{equation*}
\left\|\psi(\delta A) \mathcal{C}_{R}(k) w\right\|_{L^{2}\left(S^{2}\right)} \leq C\|w\|_{L^{2}\left(S^{2}\right)}, \text { for } \frac{\alpha}{k} \leq \delta \tag{11.53}
\end{equation*}
$$

In particular, $C$ is independent of $k$.
Proof. Since $\psi(\delta A)$ and $\mathcal{C}_{R}(k)$ commute, it suffices to show that

$$
\begin{equation*}
\left\|\mathcal{C}_{R}(k) w\right\|_{L^{2}} \leq C\|w\|_{L^{2}}, \text { for } w \in \text { Range } \chi(\delta A) \tag{11.54}
\end{equation*}
$$

given $\alpha / k \leq \delta$, where $\chi(\lambda)$ is the characteristic function of $[0,1]$. Thus

$$
\begin{equation*}
0 \leq A \leq\left(k \alpha^{-1}\right) I \quad \text { on Range } \chi(\delta A) \tag{11.55}
\end{equation*}
$$

Equivalently, we claim that an outgoing solution $u(r, \omega)$ to the reduced wave equation $\left(\Delta+k^{2}\right) u=0$ satisfies

$$
\begin{equation*}
\|u(1, \cdot)\|_{L^{2}\left(S^{2}\right)} \leq C\|u(R, \cdot)\|_{L^{2}\left(S^{2}\right)}, \text { for } u(R, \cdot) \in \text { Range } \chi(\delta A) \tag{11.56}
\end{equation*}
$$

given $\alpha / k \leq \delta$.
Now $u$ satisfies the equation

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial r^{2}}+\frac{2}{r} \frac{\partial u}{\partial r}+\left(k^{2}-r^{-2} L\right) u=0, \quad L=A^{2}-\frac{1}{4}=-\Delta_{S} \tag{11.57}
\end{equation*}
$$

We can replace $u(r, \omega)$ by $v(r, \omega)=r u(r, \omega)$, satisfying

$$
\begin{equation*}
\frac{\partial^{2} v}{\partial r^{2}}+\left(k^{2}-r^{-2} L\right) v=0 \tag{11.58}
\end{equation*}
$$

and it suffices to establish

$$
\begin{equation*}
\|v(1, \cdot)\|_{L^{2}\left(S^{2}\right)} \leq C\|v(R, \cdot)\|_{L^{2}\left(S^{2}\right)} \tag{11.59}
\end{equation*}
$$

given $v(R, \cdot) \in$ Range $\chi(\delta A)$, and assuming that $v=r u, u$ an outgoing solution to (11.57); let us denote by $\mathcal{V}_{k \delta}$ the vector space of such functions $v$.

It will be convenient to use a family of norms, depending on $r$ and $k$, given by

$$
\begin{equation*}
N_{k r}(v)^{2}=\left(\left(1-(k r)^{-2} L\right) v, v\right)_{L^{2}\left(S^{2}\right)}+k^{-2}\left\|\frac{\partial v}{\partial r}\right\|_{L^{2}\left(S^{2}\right)}^{2} \tag{11.60}
\end{equation*}
$$

where $v=v(r, \cdot) \in \mathcal{V}_{k \delta}$. Note that $\partial v / \partial r=\left[\mathcal{N}_{r}(k)+r^{-1}\right] v(r, \cdot)$, where $\mathcal{N}_{r}(k)$ is the Neumann operator (7.55), for the obstacle $\{|x|=r\}$. By (9.56), extended to treat balls of radius $r \in[1, R]$,

$$
\begin{align*}
\left\|\mathcal{N}_{r}(k) f\right\|_{L^{2}\left(S^{2}\right)}^{2} & \leq C\|f\|_{H^{1}\left(S^{2}\right)}^{2}+C k^{2}\|f\|_{L^{2}\left(S^{2}\right)}^{2} \\
& \leq C k^{2}\left[\left(k^{-2} L f, f\right)_{L^{2}}+\|f\|_{L^{2}}^{2}\right] . \tag{11.61}
\end{align*}
$$

Now, by (11.55),

$$
\begin{equation*}
0 \leq(k r)^{-2} L \leq \alpha^{-2} I \text { on Range } \chi(\delta A), \tag{11.62}
\end{equation*}
$$

given $\alpha / k \leq \delta$ and $r \geq 1$. Consequently, if $\alpha>1$, we have constants $C_{j} \in$ $(0, \infty)$, independent of $k$, such that

$$
\begin{equation*}
C_{0}\|v(r)\|_{L^{2}\left(S^{2}\right)}^{2} \leq N_{k r}(v(r))^{2} \leq C_{1}\|v(r)\|_{L^{2}\left(S^{2}\right)}^{2} \tag{11.63}
\end{equation*}
$$

for all $v \in \mathcal{V}_{k \delta}$.
We now show that, for $v \in \mathcal{V}_{k \delta}, N_{k r}(v(r))^{2}=E(r)$ is a monotonically increasing function of $r \in[1, R]$; this will establish the estimate (11.59) and hence complete the proof of Proposition 11.4. To see this, write

$$
\begin{align*}
\frac{d E}{d r}= & 2 \operatorname{Re}\left(\left(1-(k r)^{-2} L\right) \frac{\partial v}{\partial r}, v\right) \\
& +\frac{2}{k^{2} r^{3}}(L v, v)+2 \operatorname{Re}\left(k^{-2} \frac{\partial^{2} v}{\partial r^{2}}, \frac{\partial v}{\partial r}\right) \tag{11.64}
\end{align*}
$$

and use (11.58) to replace $k^{-2} \partial^{2} v / \partial r^{2}$ by $-\left(1-(k r)^{-2} L\right) v$. We obtain

$$
\begin{equation*}
\frac{d E}{d r}=\frac{2}{r}\left((k r)^{-2} L v, v\right) \geq 0 \tag{11.65}
\end{equation*}
$$

and the proof is complete.
We can place the analysis in (11.60)-(11.65) in the following more general context. Suppose

$$
\begin{equation*}
\frac{\partial^{2} v}{\partial r^{2}}+A(r) v=0 \tag{11.66}
\end{equation*}
$$

where each $A(r)$ is positive-definite, all having the same domain. If we set

$$
\begin{equation*}
Q_{r}(v)=(A(r) v, v)+\left\|\partial_{r} v\right\|^{2} \tag{11.67}
\end{equation*}
$$

then

$$
\begin{align*}
\frac{d}{d r} Q_{r}(v)= & 2 \operatorname{Re}\left(A(r) v, \partial_{r} v\right)+2 \operatorname{Re}\left(\partial_{r}^{2} v, \partial_{r} v\right)  \tag{11.68}\\
& +\left(A^{\prime}(r) v, v\right)=\left(A^{\prime}(r) v, v\right)
\end{align*}
$$

If $A^{\prime}(r)$ can be bounded by $A(r)$, then we have an estimate

$$
\begin{equation*}
\left|\frac{d}{d r} Q_{r}(v)\right| \leq C Q_{r}(v) \tag{11.69}
\end{equation*}
$$

Of course, if $A^{\prime}(r)$ is positive-semidefinite, we have monotonicity of $Q_{r}(v)$, as in (11.65).

This result indicates that, using signals of wavelength $\lambda=1 / k$, one can expect to "regularize" inverse problems, to perceive details in an unknown obstacle on a length scale $\sim \lambda$. Further analytical estimates with the goal of making this precise are given in [T4]. This idea is very much consistent with intuition and experience. For example, a well-known statement on the limitations of an optical microscope
is that if it has perfect optics, one can use it to examine microscopic detail on a length scale approximately equal to, but not smaller than, the wavelength of visible light.

We emphasize that this limitation applies to discerning detail on an obstacle whose diameter is much larger than $1 / k$. If one has a single obstacle whose diameter is $\sim 1 / k$, then one is said to be dealing with an inverse problem in the "resonance region," and, given some a priori hypotheses on the obstacle, one can hope to make out some details of its structure to a higher precision than one wavelength. This sort of problem is discussed in a number of papers on inverse problems, such as [ACK], [AKR], [JM], and [MTW].

## Exercises

1. Using the power series for $J_{\nu}(z)$ given as (6.19) of Chap. 3, show that, for fixed $s \in$ $(0, \infty)$, as $v \rightarrow+\infty$,

$$
J_{v}(s) \sim(2 \pi v)^{-1 / 2}\left(\frac{e s}{2 v}\right)^{v} .
$$

Modify this argument to establish (11.11).
2. Generalize Proposition 11.3 to the case where different Hilbert spaces (or even different Banach spaces) $H_{j}$ are involved, that is, $S: H_{1} \rightarrow H_{2}$ and $T_{j}: V_{j} \rightarrow H_{j}, j=0,1$, where $V_{j} \subset H_{2}, a \in V_{0} \cap V_{1}$.

## 12. Scattering by rough obstacles

In the previous sections we have restricted attention to scattering of waves by compact obstacles in $\mathbb{R}^{3}$ with smooth boundary. Here we extend some of this material to the case of compact $K \subset \mathbb{R}^{3}$, which is not assumed to have smooth boundary. We do assume that $\Omega=\mathbb{R}^{3} \backslash K$ is connected.

The first order of business is to construct the solution (in a suitable sense) to the problem

$$
\begin{equation*}
\left(\Delta+k^{2}\right) v=0 \text { on } \Omega=\mathbb{R}^{3} \backslash K, \quad v=f \text { on } \partial K \tag{12.1}
\end{equation*}
$$

satisfying the radiation condition

$$
\begin{equation*}
|r v(x)| \leq C, \quad r\left(\frac{\partial v}{\partial r}-i k v\right) \rightarrow 0, \quad \text { as } r \rightarrow \infty, \tag{12.2}
\end{equation*}
$$

given $k>0$. Our analysis will use a method from §5 of Chap. 5; we take compact $K_{j}$ with smooth boundary such that


Set $\Omega_{j}=\mathbb{R}^{3} \backslash K_{j}$, so $\Omega_{j} \nearrow \Omega$.

Let us assume $\left.f\right|_{\partial K}$ is the restriction to $\partial K$ of some $f \in C_{0}^{2}\left(\mathbb{R}^{3}\right)$. We will extend the method of proof of Theorem 1.3. For $\varepsilon>0, j \in \mathbb{Z}^{+}$, let $w_{\varepsilon j} \in$ $L^{2}\left(\Omega_{j}\right)$ be the solution to

$$
\begin{equation*}
\left(\Delta+(k+i \varepsilon)^{2}\right) w_{\varepsilon j}=h_{\varepsilon} \text { on } \Omega_{j},\left.\quad w_{\varepsilon j}\right|_{\partial K_{j}}=0 \tag{12.4}
\end{equation*}
$$

where

$$
\begin{equation*}
h_{\varepsilon}=-\left(\Delta+(k+i \varepsilon)^{2}\right) f, \text { on } \Omega . \tag{12.5}
\end{equation*}
$$

Set $w_{\varepsilon j}=0$ on $K_{j}$. Then set $v_{\varepsilon j}=f+w_{\varepsilon j}$, so

$$
\begin{equation*}
\left(\Delta+(k+i \varepsilon)^{2}\right) v_{\varepsilon j}=0 \text { on } \Omega_{j},\left.\quad v_{\varepsilon j}\right|_{\partial K_{j}}=f . \tag{12.6}
\end{equation*}
$$

By methods of Chap. 5, §5, for fixed $\varepsilon>0$, as $j \rightarrow \infty, w_{\varepsilon j} \rightarrow w_{\varepsilon}$ in $H_{0}^{1}(\Omega)$, the domain of $(-\Delta)^{1 / 2}$, when $\Delta$ is the self-adjoint operator on $L^{2}(\Omega)$ with the Dirichlet boundary condition on $\partial \Omega=\partial K$, and

$$
\begin{equation*}
w_{\varepsilon}=\left(\Delta+(k+i \varepsilon)^{2}\right)^{-1} h_{\varepsilon} \in H_{0}^{1}(\Omega) . \tag{12.7}
\end{equation*}
$$

We have $\left.w_{\varepsilon}\right|_{\partial K}=0$ in a generalized sense. It follows that $v_{\varepsilon j} \rightarrow v_{\varepsilon}=w_{\varepsilon}+f$ in $H^{1}(\Omega)$, and

$$
\begin{equation*}
\left(\Delta+(k+i \varepsilon)^{2}\right) v_{\varepsilon}=0 \text { on } \Omega,\left.\quad v_{\varepsilon}\right|_{\partial K}=f \tag{12.8}
\end{equation*}
$$

the boundary condition holding in a generalized sense. Furthermore, $v_{\varepsilon}$ is the unique solution to (12.8) with the property that $v_{\varepsilon}-f \in H_{0}^{1}(\Omega)$.

If $f \in C_{0}^{2}\left(\mathbb{R}^{3}\right)$ is supported in $B_{A}=\{|x| \leq A\}$, then elliptic estimates imply $w_{\varepsilon j} \rightarrow w_{\varepsilon}$ in $C^{\infty}\left(\mathbb{R}^{3} \backslash B_{A}\right)$, hence $v_{\varepsilon j} \rightarrow v_{\varepsilon}$ in $C^{\infty}\left(\mathbb{R}^{3} \backslash B_{A}\right)$. It follows that, for any fixed $A_{1}>A$, if $\Sigma=\left\{|x|=A_{1}\right\}$, then

$$
\begin{equation*}
v_{\varepsilon}(x)=\int_{\Sigma}\left[v_{\varepsilon}(y) \frac{\partial g_{\varepsilon}}{\partial v}-g_{\varepsilon} \frac{\partial v_{\varepsilon}(y)}{\partial v}\right] d S(y), \quad|x|>A_{1} \tag{12.9}
\end{equation*}
$$

where $g_{\varepsilon}=g(x, y, k+i \varepsilon)$ is given by (1.6). Compare with the identity (1.24).
We now state a result parallel to Theorem 1.3.
Theorem 12.1. For $v_{\varepsilon}$ constructed above, we have, as $\varepsilon \searrow 0$, a unique limit

$$
\begin{equation*}
v_{\varepsilon} \rightarrow v=\mathcal{B}(k) f, \tag{12.10}
\end{equation*}
$$

satisfying (12.1)-(12.2). Convergence occurs in the norm topology of the space $L^{2}\left(\Omega,\langle x\rangle^{-1-\delta} d x\right)$, for any $\delta>0$, as well as weakly in $H^{1}(\Omega \cap\{|x|<R\})$, for any $R<\infty$, and the limit $v$ satisfies the identity

$$
\begin{equation*}
v(x)=\int_{\Sigma}\left[v(y) \frac{\partial g}{\partial v}-g \frac{\partial v(y)}{\partial v}\right] d S(y), \quad|x|>A_{1} \tag{12.11}
\end{equation*}
$$

More generally, we can replace the boundary condition on $v_{\varepsilon}$ in (12.8) by $v_{\varepsilon}=f_{\varepsilon}$ on $\partial K$, with $f_{\varepsilon} \rightarrow f$ in $C_{0}^{2}\left(\mathbb{R}^{3}\right)$.

As in $\S 1$, we begin the proof by establishing a uniqueness result.
Lemma 12.2. Given $k>0$, if $v$ satisfies (12.1)-(12.2) with $f=0$, then $v=0$.
Proof. Here, to say $v=0$ on $\partial K$ means $\chi v \in H_{0}^{1}(\Omega)$, for some $\chi \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$, chosen so $\chi(x)=1$ for $|x| \leq A$. The proof of Proposition 1.1 works here, with a minor change in the identity (1.8). Namely, write the equation

$$
\begin{equation*}
\left(\Delta+k^{2}\right) v=0 \text { on } B_{R} \backslash K,\left.\quad v\right|_{\partial K}=0,\left.\quad v\right|_{S_{R}}=v \tag{12.12}
\end{equation*}
$$

in the weak form

$$
\begin{equation*}
\int_{B_{R} \backslash K}\left[-\langle d v, d \varphi\rangle+k^{2} v \varphi\right] d x=\int_{S_{R}} v \frac{\partial \varphi}{\partial v} d S, \tag{12.13}
\end{equation*}
$$

for all $\varphi \in H^{1}\left(B_{R} \backslash K\right)$ such that $\left.\varphi\right|_{\partial K}=0$ and $\varphi$ is smooth near $S_{R}$. This applies to $\varphi=\bar{v}$, yielding

$$
\begin{equation*}
\int_{B_{R} \backslash K}\left[-\langle d v, d \bar{v}\rangle+k^{2} v \bar{v}\right] d x=\int_{S_{R}} v \bar{v}_{r} d S . \tag{12.14}
\end{equation*}
$$

Also, we can interchange the roles of $v$ and $\bar{v}$ and subtract the resulting identity from (12.14), obtaining

$$
\begin{equation*}
\int_{S_{R}}\left(v \bar{v}_{r}-\bar{v} v_{r}\right) d S=0 \tag{12.15}
\end{equation*}
$$

as in (1.8). The rest of the proof proceeds exactly as in the proof of Proposition 1.1.
We continue with the proof of Theorem 12.1. Pick $R>A_{1}$ and set $\mathcal{O}_{R}=$ $\Omega \cap\{|x|<R\}$. Parallel to Lemma 1.4, we have

Lemma 12.3. Assume $\left.v_{\varepsilon}\right|_{\mathcal{O}_{R}}$ is bounded in $L^{2}\left(\mathcal{O}_{R}\right)$ as $\varepsilon \searrow 0$. Then the conclusions of Theorem 12.1 hold.

Proof. Fix $S \in\left(A_{1}, R\right)$. Elliptic estimates imply that if $\left\|v_{\varepsilon}\right\|_{L^{2}\left(\mathcal{O}_{R}\right)}$ is bounded, then

$$
\begin{equation*}
\left\|v_{\varepsilon}\right\|_{H^{1}\left(\mathcal{O}_{S}\right)} \leq C \tag{12.16}
\end{equation*}
$$

Passing to a subsequence, which we continue to denote by $v_{\varepsilon}$, we have

$$
\begin{equation*}
v_{\varepsilon} \rightarrow v \text { weakly in } H^{1}\left(\mathcal{O}_{S}\right) . \tag{12.17}
\end{equation*}
$$

Also, $w_{\varepsilon}=v_{\varepsilon}-f_{\varepsilon} \rightarrow w=v-f$, and for $\chi \in C_{0}^{\infty}(|x|<S)$ such that $\chi=1$ on a neighborhood of $K$, we have $\chi w_{\varepsilon} \rightarrow \chi w$ in $H_{0}^{1}\left(\mathcal{O}_{S}\right)$. Thus $\left.v\right|_{\partial K}=f$, in our current sense.

Since $\left(\Delta+(k+i \varepsilon)^{2}\right) v_{\varepsilon}=0$ on $\mathcal{O}_{R}$, elliptic estimates imply that if $\left.v_{\varepsilon}\right|_{\mathcal{O}_{R}}$ is bounded in $L^{2}\left(\mathcal{O}_{R}\right)$, then $v_{\varepsilon}$ is bounded in $C^{\infty}(A<|x|<R)$. Thus we obtain (12.11) from (12.9), and (12.11) implies the radiation condition (12.2) and also the convergence $v_{\varepsilon} \rightarrow v$ in $L^{2}\left(\Omega,\langle x\rangle^{-1-\delta} d x\right)$.

So far we have convergence for subsequences, but by Lemma 12.2 this limit is unique, so Lemma 12.3 is proved. The proof of Theorem 12.1 is completed by:

Lemma 12.4. The hypotheses of Theorem 12.1 imply that the family $\left\{v_{\varepsilon}\right\}$ is bounded in the space $L^{2}\left(\Omega,\langle x\rangle^{-1-\delta} d x\right)$, for any $\delta>0$.

The proof is the same as that of Lemma 1.5.
The fact that, for each $j \in \mathbb{Z}^{+}, v_{\varepsilon j}$ converges as $\varepsilon \rightarrow 0$ to a limit $v_{j}$ solving the scattering problem

$$
\begin{equation*}
\left(\Delta+k^{2}\right) v_{j}=0 \text { on } \Omega_{j}, \quad v_{j}=f \text { on } \partial K_{j} \tag{12.18}
\end{equation*}
$$

plus the radiation condition, is a consequence of Theorem 1.3. The following approximation result is useful. Extend $v_{j}$ to be equal to $f$ on $\Omega \backslash \Omega_{j}$.

Proposition 12.5. For any $R \in(A, \infty), \delta>0$, we have

$$
\begin{equation*}
v_{j} \rightarrow v \text { in } C^{\infty}\left(\Omega_{1}\right) \cap L^{2}\left(\Omega,\langle x\rangle^{-1-\delta} d x\right) . \tag{12.19}
\end{equation*}
$$

More generally, we can replace the boundary condition by $v_{j}=f_{j}$ on $\partial K_{j}$, where $f_{j} \rightarrow f$ in $C_{0}^{2}\left(\mathbb{R}^{3}\right)$. Furthermore,

$$
\begin{equation*}
v_{j} \rightarrow v \text { in } H^{1}\left(\mathcal{O}_{R}\right), \text { in norm. } \tag{12.20}
\end{equation*}
$$

Proof. To establish (12.19), an argument parallel to that used for Lemmas 1.4 and 12.3 shows that it suffices to demonstrate that $\left\{v_{j}\right\}$ is bounded in the space $L^{2}\left(\mathcal{O}_{R}\right)$, and then an argument parallel to that used for Lemmas 1.5 and 12.4 shows that indeed $\left\{v_{j}\right\}$ is bounded in $L^{2}\left(\Omega,\langle x\rangle^{-1-\delta} d x d x\right)$.

Arguments such as those used to prove Theorems 1.3 and 12.1 also show that $v_{j} \rightarrow v$ weakly in $H^{1}\left(\mathcal{O}_{R}\right)$. To get the norm convergence stated in (12.20), note that, parallel to (12.14),

$$
\begin{equation*}
\int_{\mathcal{O}_{R}}\left[-\left\langle d v_{j}, d \bar{v}_{j}\right\rangle+k^{2}\left|v_{j}\right|^{2}\right] d x=\int_{S_{R}} v_{j}\left(\partial_{r} \bar{v}_{j}\right) d S \tag{12.21}
\end{equation*}
$$

Since $v_{j} \rightarrow v$ in $L^{2}\left(\mathcal{O}_{R}\right)$ and $v_{j} \rightarrow v$ in $C^{\infty}$ on a neighborhood of $S_{R}=$ $\{|x|=R\}$, we have $\int_{\mathcal{O}_{R}} k^{2}\left|v_{j}\right|^{2} d x \rightarrow \int_{\mathcal{O}_{R}} k^{2}|v|^{2} d x$ and $\int_{S_{R}} v_{j}\left(\partial_{r} \bar{v}_{j}\right) d S \rightarrow$ $\int_{S_{R}} v\left(\partial_{r} \bar{v}\right) d S$. Consequently,

$$
\int_{\mathcal{O}_{R}}\left|d v_{j}\right|^{2} d x \longrightarrow \int_{\mathcal{O}_{R}}|d v|^{2} d x
$$

so

$$
\begin{equation*}
\left\|v_{j}\right\|_{H^{1}\left(\mathcal{O}_{R}\right)} \longrightarrow\|v\|_{H^{1}\left(\mathcal{O}_{R}\right)} \tag{12.22}
\end{equation*}
$$

This, together with weak convergence, yields (12.20).
It is useful to note that if we extend $v_{j}$ to be $f_{j}$ on $K_{j}$ and extend $v$ to be $f$ on $K$, then (12.20) can be sharpened to

$$
\begin{equation*}
v_{j} \longrightarrow v \text { in } H^{1}\left(B_{R}\right), \text { in norm. } \tag{12.23}
\end{equation*}
$$

Now, we have a well-defined operator

$$
\begin{equation*}
\mathcal{B}_{K}(k): C^{2}(K) \longrightarrow C^{\infty}\left(\mathbb{R}^{3} \backslash K\right) \tag{12.24}
\end{equation*}
$$

for any $k>0$, any compact $K \subset \mathbb{R}^{3}$, extending (1.19). By (12.11), we have asymptotic results on $\mathcal{B}_{K}(k) f(x)$, as $|x| \rightarrow \infty$, of the same nature as derived in $\S 1$. In particular, the scattering amplitude $a_{K}(-\omega, \theta, k)$ is defined as before, in terms of the asymptotic behavior of $\mathcal{B}_{K}(k) f(r \theta)$, when $f(x)=-e^{-i k x \cdot \omega}$ on $\partial K$.

We next want to discuss the uniqueness of the scatterer, when $K$ is not required to be smooth. A special case of Proposition 10.2 is that if $K \subset B_{R}$ is assumed to be smooth and one has fixed $k \in(0, \infty)$ and sufficiently many $\omega_{\ell} \in S^{2}$, then the knowledge that $a_{K}\left(-\omega_{\ell}, \theta, k\right)=0, \forall \theta \in S^{2}$, implies $K$ is empty. The appropriate statement of this result when $K$ is not required to have any smoothness is the following:
Proposition 12.6. Given compact $K \subset B_{R}$, fixed $k \in(0, \infty)$, and $\theta \in S^{2}$, then if

$$
\begin{equation*}
a_{K}\left(-\omega_{\ell}, \theta, k\right)=0, \quad \forall \theta \in S^{2}, \tag{12.25}
\end{equation*}
$$

for a single $\omega_{\ell} \in S^{2}$, it follows that

$$
\begin{equation*}
\operatorname{cap} K=0 \tag{12.26}
\end{equation*}
$$

Here "cap $K$ " is the Newtonian capacity of $K$, which is discussed in detail in $\S 6$ of Chap. 11. One characterization is

$$
\begin{equation*}
\operatorname{cap} K=\inf \left\{\int|\nabla f(x)|^{2} d x: f \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right), f=1 \text { on nbd of } K\right\} . \tag{12.27}
\end{equation*}
$$

One can derive the estimate that if $f \in \operatorname{Lip}\left(\mathbb{R}^{3}\right)$ has compact support and $\lambda>0$, then

$$
\begin{equation*}
\operatorname{cap}\left(\left\{x \in \mathbb{R}^{3}:|f(x)| \geq \lambda\right\}\right) \leq \lambda^{-2}\|\nabla f\|_{L^{2}}^{2} . \tag{12.28}
\end{equation*}
$$

See (6.64)-(6.65) of Chap. 11.
To prove the proposition, first note that, as in the proof of Proposition 10.2, the hypothesis (12.25) implies

$$
\begin{equation*}
u\left(x, k \omega_{\ell}\right)=e^{-i k \omega_{\ell} \cdot x}, \tag{12.29}
\end{equation*}
$$

for $x \in \mathbb{R}^{3} \backslash \widehat{K}$, the unbounded, connected component of $\mathbb{R}^{3} \backslash K$; we may as well suppose that $\widehat{K}=K$. Fix $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$ so that $\varphi=1$ on a neighborhood of $K$. Then (12.29) implies

$$
\begin{equation*}
\varphi(x) e^{-i k \omega_{\ell} \cdot x} \in H_{0}^{1}\left(\mathbb{R}^{3} \backslash K\right) . \tag{12.30}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\varphi \in H_{0}^{1}\left(\mathbb{R}^{3} \backslash K\right) \tag{12.31}
\end{equation*}
$$

We claim this implies cap $K=0$. Indeed, take $\varphi_{v} \in C_{0}^{\infty}\left(\mathbb{R}^{3} \backslash K\right)$ so that $\varphi_{\nu} \rightarrow \varphi$ in $H^{1}$-norm. Then $f_{v}=\varphi-\varphi_{\nu} \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right), f_{v}=1$ on a neighborhood of $K$, and $\int\left|\nabla f_{v}(x)\right|^{2} d x \rightarrow 0$. By (12.27), this implies cap $K=0$, so the proposition is proved.

We now want to compare two nonempty obstacles, $K_{1}$ and $K_{2}$, with identical scattering data $a(-\omega, \theta, k)$, perhaps for $(\omega, k)$ running over some set. Our next step is to push the arguments used in the proof of Proposition 10.2 to show that under certain conditions the symmetric difference $K_{1} \Delta K_{2}$ has empty interior. After doing that, we will take up the question of whether $\operatorname{cap}\left(K_{1} \Delta K_{2}\right)=0$.

So, as in the proof of Proposition 10.2, suppose $K_{1}$ and $K_{2}$ are two compact obstacles in $\mathbb{R}^{3}$ giving rise to scattered waves $v_{j}$ that agree on an open set $\mathcal{O}$ in the unbounded, connected component of $\mathbb{R}^{3} \backslash\left(K_{1} \cup K_{2}\right)$. In other words, $u_{j}=e^{-i k \omega \cdot x}+v_{j}(x, k \omega)$ has the properties

$$
\begin{equation*}
\left(\Delta+k^{2}\right) u_{j}=0 \text { on } \mathbb{R}^{3} \backslash K_{j}, \quad \varphi u_{j} \in H_{0}^{1}\left(\mathbb{R}^{3} \backslash K_{j}\right), \tag{12.32}
\end{equation*}
$$

and $v_{j}=u_{j}-e^{-i k \omega \cdot x}$ satisfies the radiation condition. Here, we fix $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$ such that $\varphi=1$ on a ball containing $K_{1} \cup K_{2}$ in its interior. We suppose the sets $K_{j}$ have no cavities, so each $\Omega_{j}=\mathbb{R}^{3} \backslash K_{j}$ has just one connected component. As before, $\mathbb{R}^{3} \backslash\left(K_{1} \cup K_{2}\right)$ might not be connected, so let $\mathcal{U}$ be its unbounded component, and consider $\widetilde{K}=\mathbb{R}^{3} \backslash \mathcal{U}$. If $K_{1} \neq K_{2}$, then either $K_{1}$ or $K_{2}$ is a proper subset of $\widetilde{K}$. Let us suppose $K_{1}$ is.

Note that the functions $u_{1}$ and $u_{2}$ agree on $\mathcal{U}$, since they are real analytic and agree on $\mathcal{O}$.

Proposition 12.7. For any $(\omega, k)$ for which $K_{1}$ and $K_{2}$ have identical scattering data (for all $\theta$ ), so do $K_{1}$ and $\widetilde{K}$.

Proof. By the uniqueness result, Lemma 12.2, it suffices to show that

$$
\begin{equation*}
u=u_{1}=u_{2} \quad \text { on } \mathcal{U} \tag{12.33}
\end{equation*}
$$

has the property that $\varphi u \in H_{0}^{1}(\mathcal{U})$, for any $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$ equal to 1 on a neighborhood of $\widetilde{K}$. In turn, this is a consequence of the following general result.

Lemma 12.8. Let $\Omega_{j}$ be open in $\mathbb{R}^{n}, f_{j} \in H_{0}^{1}\left(\Omega_{j}\right)$. Let $\mathcal{O}$ be a connected component of $\Omega_{1} \cap \Omega_{2}$. Then

$$
\begin{equation*}
f_{1}=f_{2}=f \quad \text { on } \mathcal{O} \Longrightarrow f \in H_{0}^{1}(\mathcal{O}) \tag{12.34}
\end{equation*}
$$

Proof. It suffices to assume that the functions $f_{j}$ are real-valued. The hypotheses imply $f_{j}^{+} \in H_{0}^{1}\left(\Omega_{j}\right)$ and $f_{1}^{+}=f_{2}^{+}=f^{+}$on $\mathcal{O}$. Thus it suffices to assume in addition that $f_{j} \geq 0$ on $\Omega_{j}$. Now we can find $g_{v} \in C_{0}^{\infty}\left(\Omega_{1}\right)$ and $h_{v} \in C_{0}^{\infty}\left(\Omega_{2}\right)$ such that $g_{\nu} \rightarrow f_{1}$ in $H^{1}\left(\Omega_{1}\right)$ and $h_{v} \rightarrow f_{2}$ in $H^{1}\left(\Omega_{2}\right)$. Hence $g_{\nu}^{+} \rightarrow f_{1}$ and $h_{v}^{+} \rightarrow f_{2}$ in $H^{1}$-norm. Now

$$
\varphi_{v}=\left.\min \left(g_{v}^{+}, h_{v}^{+}\right)\right|_{\mathcal{O}}
$$

has the properties

$$
\varphi_{\nu} \in H_{0}^{1}(\mathcal{O}), \quad \varphi_{\nu} \rightarrow f \text { in } H^{1} \text {-norm }
$$

so (12.34) is proved.
Thus we replace $K_{2}$ by $\widetilde{K}$ (which we relabel as $K_{2}$ ), and we investigate whether $K_{1} \subset K_{2}$ can have identical scattering data, for $(k, \omega)$ belonging to some set. We return to the considerations of the functions $u_{j}$, as in (12.32). (Now, $\mathcal{U}=\Omega_{2}$.)

Suppose $K_{2} \backslash K_{1}$ has nonempty interior $\mathcal{R}$. Note that $\partial \mathcal{R} \backslash \partial \Omega_{1} \subset \Omega_{1} \cap \partial \Omega_{2}$. We claim that $w=\left.u_{1}\right|_{\mathcal{R}}$ has the property

$$
\begin{equation*}
w \in H_{0}^{1}(\mathcal{R}) \tag{12.35}
\end{equation*}
$$

This is a consequence of the following general result.
Lemma 12.9. Let $\mathcal{R} \subset \Omega$ be open. Then

$$
\begin{equation*}
f \in H_{0}^{1}(\Omega) \cap C(\Omega), f=0 \text { on }\left.\partial \mathcal{R} \backslash \partial \Omega \Longrightarrow f\right|_{\mathcal{R}} \in H_{0}^{1}(\mathcal{R}) \tag{12.36}
\end{equation*}
$$

Proof. It suffices to assume $f$ is real-valued. Then the hypotheses apply to $f^{+}$ and $f^{-}$, so it suffices to assume $f \geq 0$ on $\Omega$. Take $f_{v} \in C_{0}^{\infty}(\Omega), f_{v} \rightarrow f$ in $H^{1}$-norm. Then $f_{v}^{+} \rightarrow f$ in $H^{1}$-norm. Also, if we define $\eta_{\varepsilon}(s)$ for $s \geq 0$ to be

$$
\begin{align*}
\eta_{\varepsilon}(s)= & 0  \tag{12.37}\\
s-\varepsilon & \text { if } 0 \leq s \leq \varepsilon \\
& \text { if } s \geq \varepsilon
\end{align*}
$$

and extend $\eta_{\varepsilon}$ to be an odd function, we have $\eta_{\varepsilon}(f) \rightarrow f$ in $H^{1}$-norm. Now set

$$
\begin{equation*}
g_{v}=\left.\min \left(f_{v}^{+}, \eta_{1 / v}(f)\right)\right|_{\mathcal{R}} \tag{12.38}
\end{equation*}
$$

We see that $g_{v} \in H_{0}^{1}(\mathcal{R})$ and $g_{v} \rightarrow f$ in $H^{1}$-norm, so we have (12.36).
Now return to $w=\left.u_{1}\right|_{\mathcal{R}}$. We claim this function satisfies the hypotheses of (12.36), with $\Omega=\Omega_{1}$. To see that $w$ vanishes on $\partial \mathcal{R} \backslash \partial \Omega_{1}$, we use the fact that $u_{1}=u_{2}$ on $\Omega_{2}$ and argue that $u_{2}$ vanishes pointwise on a dense subset of $\partial \mathcal{R} \backslash \partial \Omega_{1}$. In fact, a dense subset satisfies an exterior sphere condition (with respect to $\Omega_{2}$ ). Hence, a barrier construction (applied to the harmonic function $e^{k y} u_{2}$ ) gives this fact. Thus we have (12.35). Also,

$$
\begin{equation*}
\left(\Delta+k^{2}\right) w=0 \quad \text { on } \mathcal{R} \tag{12.39}
\end{equation*}
$$

Of course, $w$ is not identically zero on $\mathcal{R}$, so $k^{2}$ must be an eigenvalue of $-\Delta$ on $\mathcal{R}$. Hence we have the following parallel to Proposition 10.2. Suppose we have a bound on

$$
\begin{equation*}
\left.\operatorname{dim} \operatorname{ker}\left(\Delta+k^{2}\right)\right|_{H_{0}^{1}(\mathcal{R})}=d(k) \tag{12.40}
\end{equation*}
$$

Proposition 12.10. Let $K_{1}$ and $K_{2}$ be arbitrary compact obstacles, with no cavities. Let $k \in(0, \infty)$ be fixed. Suppose $\Sigma=\left\{\omega_{\ell}\right\}$ is a subset of $S^{2}$ whose cardinality is known to be greater than $d(k) / 2$. (If $\omega_{\ell}$ and $-\omega_{\ell}$ both belong to $\Sigma$, do not count them separately.) Then

$$
\begin{equation*}
a_{K_{1}}\left(-\omega_{\ell}, \theta, k\right)=a_{K_{2}}\left(-\omega_{\ell}, \theta, k\right), \quad \forall \omega_{\ell} \in \Sigma, \theta \in S^{2} \tag{12.41}
\end{equation*}
$$

implies that $K_{1} \Delta K_{2}$ has empty interior.
We next show that under stronger hypotheses we can draw a stronger conclusion.

Proposition 12.11. If $K_{1} \subset K_{2}$ are compact sets without cavities in $\mathbb{R}^{3}$ and

$$
\begin{equation*}
a_{K_{1}}(-\omega, \theta, k)=a_{K_{2}}(-\omega, \theta, k), \quad \forall \omega, \theta \in S^{2}, k \in(0, \infty), \tag{12.42}
\end{equation*}
$$

then every compact subset of $K_{2} \backslash K_{1}$ is negligible.
Proof. What we need to show is that if $L$ is a compact subset of $K_{2} \backslash K_{1}$, and if $\beta \in H^{-1}\left(\mathbb{R}^{3}\right)$ is supported on $L$, then $\beta=0$.

By Proposition 12.10, the current hypotheses imply that $K_{2} \backslash K_{1}$ has empty interior. Hence $K_{2} \backslash K_{1} \subset \partial \Omega_{2}$, so $K_{2} \backslash K_{1}=\Omega_{1} \cap \partial \Omega_{2}$. Also, as in the
considerations above, we have $u_{1}(x, k \omega)=u_{2}(x, k \omega)$ for all $x \in \Omega_{2}$; this time, for all $k \omega \in \mathbb{R}^{3} \backslash 0$. We claim that this implies, for all compact $L \subset \Omega_{1} \cap \partial \Omega_{2}$,

$$
\begin{equation*}
\beta \in H^{-1}\left(\mathbb{R}^{3}\right), \quad \operatorname{supp} \beta \subset L \Longrightarrow\left\langle u_{1}(\cdot, k \omega), \beta\right\rangle=0 \tag{12.43}
\end{equation*}
$$

To see this, we argue as follows (suppressing the parameters $k, \omega$ ): Pick $\varphi \in C_{0}^{\infty}\left(\Omega_{1}\right)$, equal to 1 on a neighborhood of $L$. Then $\varphi u_{2} \in H_{0}^{1}\left(\Omega_{2}\right)$, so we can take a sequence $f_{v} \in C_{0}^{\infty}\left(\Omega_{2}\right)$ such that $f_{v} \rightarrow \varphi u_{2}$ in $H^{1}\left(\Omega_{2}\right)$-norm. We can also regard $f_{v}$ as an element of $C_{0}^{\infty}\left(\Omega_{1}\right)$, and of course $\left(f_{v}\right)$ is Cauchy in $H_{0}^{1}\left(\Omega_{1}\right)$. We claim that

$$
\begin{equation*}
f_{v} \rightarrow \varphi u_{1} \text { in } H^{1}\left(\Omega_{1}\right) \tag{12.44}
\end{equation*}
$$

Indeed, we have $f_{v} \rightarrow w$ for some $w \in H_{0}^{1}\left(\Omega_{1}\right)$, and hence $w=\varphi u_{2}$ on $\Omega_{2}$. We want to show that $w=\varphi u_{1}$ on $\Omega_{1}$. Since $u_{1}=u_{2}$ on $\Omega_{2}$, we have $w=\varphi u_{1}$ on $\Omega_{2}$, so

$$
\begin{equation*}
\operatorname{supp}\left(w-\varphi u_{1}\right) \subset \Omega_{1} \cap K_{2} \tag{12.45}
\end{equation*}
$$

a set that, in the current setting, is equal to $\Omega_{1} \cap \partial \Omega_{2}$. Of course, if $\Omega_{1} \cap \partial \Omega_{2}$ has three-dimensional Lebesgue measure 0 , we can deduce $w=\varphi u_{1}$. If it has positive measure, we argue as follows. First, the characterization $w=\lim f_{v}$ clearly implies $w=0$ on $\Omega_{1} \cap K_{2}$. Furthermore, material on regular points discussed in Chap. 11, $\S 6$, applied to the harmonic functions $e^{k y} u_{j}(x)$, implies that $\lim _{x \rightarrow x_{0}} u_{2}(x, k \omega)=0$ for all $x_{0} \in \partial \Omega_{2}$ except for a set of interior capacity zero; in the current situation this implies $u_{1}=0$ a.e. on $\Omega_{1} \cap \partial \Omega_{2}$. Hence we again have $w=\varphi u_{1}$, so (12.44) holds. On the other hand, (12.43) follows from (12.44).

Having (12.43), for all $\xi=k \omega \in \mathbb{R}^{3} \backslash 0$, we deduce that, given $F \in C_{0}^{\infty}$ $\left(\mathbb{R}^{3} \backslash 0\right)$, if we set

$$
\begin{equation*}
g(x)=\int u_{1}(x, \xi) F(\xi) d \xi \tag{12.46}
\end{equation*}
$$

then

$$
\begin{equation*}
\beta \in H^{-1}\left(\mathbb{R}^{3}\right), \quad \operatorname{supp} \beta \subset L \Longrightarrow\langle g, \beta\rangle=0 \tag{12.47}
\end{equation*}
$$

However, the set of functions of the form (12.46) is dense in $H_{0}^{1}\left(\Omega_{1}\right)$, by the isomorphism (4.10), which continues to hold in this setting. Thus

$$
\begin{equation*}
\beta \in H^{-1}\left(\mathbb{R}^{3}\right), \quad \text { supp } \beta \subset L \Longrightarrow \beta=0 \tag{12.48}
\end{equation*}
$$

As discussed in Chap. 5, this means $L$ is negligible.

A consequence of material in $\S 6$ of Chap. 11 is that if a compact set is negligible, then its capacity is zero. Thus, by Proposition 12.11 (in conjunction with Proposition 12.7), when (12.43) holds, $K_{1} \Delta K_{2}$ has "inner capacity" zero; see $\S 6$ of Chap. 11 for further discussion of inner capacity.

## Exercises

1. Extend results of $\S \S 1-6$ to obstacles considered here, with particular attention to results needed in the proof of Proposition 12.11.
2. Show that, for any open $\Omega \subset \mathbb{R}^{n}$, the map $u \mapsto|u|$ is continuous on $H^{1}(\Omega)$. Use this to justify the limiting arguments made in the proofs of Lemmas 12.8 and 12.9.

## A. Lidskii's trace theorem

The purpose of this appendix is to prove the following result of V. Lidskii, which is used for (8.2):

Theorem A.1. If $A$ is a trace class operator on a Hilbert space $H$, then

$$
\begin{equation*}
\operatorname{Tr} A=\sum\left(\operatorname{dim} V_{j}\right) \lambda_{j}, \tag{A.1}
\end{equation*}
$$

where $\left\{\lambda_{j}: j \geq 1\right\}=\operatorname{Spec} A \backslash\{0\}$ and $V_{j}$ is the generalized $\lambda_{j}$-eigenspace of $A$.

We will make use of elementary results about trace class operators, established in $\S 6$ of Appendix A, Functional Analysis. In particular, if $\left\{u_{j}\right\}$ is any orthonormal basis of $H$, then

$$
\begin{equation*}
\operatorname{Tr} A=\sum\left(A u_{j}, u_{j}\right), \tag{A.2}
\end{equation*}
$$

the result being independent of the choice of orthonormal basis, provided $A$ is trace class.

To begin the proof, let $E_{\ell}=\bigoplus_{j \leq \ell} V_{j}$, and let $P_{\ell}=Q_{1}+\cdots+Q_{\ell}$ denote the orthogonal projection of $H$ onto $E_{\ell}$. Thus

$$
A P_{\ell}=P_{\ell} A P_{\ell},
$$

restricted to $E_{\ell}$, has spectrum $\left\{\lambda_{j}: 1 \leq j \leq \ell\right\}$. We will choose an orthonormal set $\left\{u_{j}: j \geq 1\right\}$ according to the following prescription: $\left\{u_{j}: 1+\operatorname{dim} E_{\ell-1} \leq j \leq\right.$ $\left.\operatorname{dim} E_{\ell}\right\}$ will be an orthonormal basis of $\mathcal{R}\left(Q_{\ell}\right)$, with the property that $Q_{\ell} A Q_{\ell}$ (restricted to $\mathcal{R}\left(Q_{\ell}\right)$ ) is upper triangular. That this can be done is proved in Theorem 4.7 of Chap. 1. Note that $\left\{u_{j}: 1 \leq j \leq \operatorname{dim} E_{\ell}\right\}$ is then an orthonormal basis of $E_{\ell}$, with respect to which $A P_{\ell}=P_{\ell} A P_{\ell}$ is upper triangular. It follows
that the diagonal entries of $\left.P_{\ell} A P_{\ell}\right|_{E_{\ell}}$ with respect to this basis are precisely $\lambda_{j}, 1 \leq j \leq \ell$, counted with multiplicity $\operatorname{dim} V_{j}$. Inductively, we conclude that the diagonal entries of each block $Q_{\ell} A Q_{\ell}$ consist of $\operatorname{dim} V_{\ell}$ copies of $\lambda_{\ell}$.

Let $H_{0}$ denote the closed linear span of $\left\{u_{j}: j \geq 1\right\}$, and $H_{1}$ the orthogonal complement of $H_{0}$ in $H$, and let $R_{v}$ be the orthogonal projection of $H$ on $H_{v}$. We can write $A$ in block form

$$
A=\left(\begin{array}{cc}
A_{0} & B  \tag{A.3}\\
0 & A_{1}
\end{array}\right)
$$

where $A_{v}=R_{v} A R_{v}$, restricted to $H_{v}$. Clearly, $A_{0}$ and $A_{1}$ are trace class and, by the construction above plus (A.2), we have

$$
\begin{equation*}
\operatorname{Tr} A_{0}=\sum\left(\operatorname{dim} V_{j}\right) \lambda_{j} \tag{A.4}
\end{equation*}
$$

Thus (A.1) will follow if we can show that $\operatorname{Tr} A_{1}=0$. If $H_{1}=0$, there is no problem.

Lemma A.2. If $H_{1} \neq 0$, then Spec $A_{1}=\{0\}$.
Proof. Suppose Spec $A_{1}$ contains an element $\mu \neq 0$. Since $A_{1}$ is compact on $H_{1}$, there must exist a unit vector $v \in H_{1}$ such that $A_{1} v=\mu v$. Let $\mathcal{H}=H_{0}+(v)$. Note that

$$
A v=\mu v+w, \quad w \in H_{0}
$$

Hence $\mathcal{H}$ is invariant under $A$; let $\mathcal{A}$ denote $A$ restricted to $\mathcal{H}$. Of course, $H_{0}$ is invariant under $\mathcal{A}$, and $\mathcal{A}$ restricted to $H_{0}$ is $A_{0}$.

Note that both $T_{\mu}=A_{0}-\mu I$ (on $H_{0}$ ) and $\mathcal{T}_{\mu}=\mathcal{A}-\mu I$ (on $\mathcal{H}$ ) are Fredholm operators of index zero, and that

$$
\operatorname{Codim} \mathcal{T}_{\mu}(\mathcal{H})=1+\operatorname{Codim} T_{\mu}\left(H_{0}\right)
$$

Hence

$$
\operatorname{Dim} \operatorname{Ker}(\mathcal{A}-\mu I)=1+\operatorname{Dim} \operatorname{Ker}\left(A_{0}-\mu I\right)
$$

It follows that the $\mu$-eigenspace of $\mathcal{A}$ is bigger than the $\mu$-eigenspace of $A_{0}$. But this is impossible, since by construction, for any $\mu \neq 0$, the $\mu$-eigenspace of $A_{0}$ is the entire $\mu$-eigenspace of $A$. Thus the lemma is proved.

A linear operator $K$ is said to be quasi-nilpotent provided Spec $K=\{0\}$. If this holds, then $(I+z K)^{-1}$ is an entire holomorphic function of $z$. The convergence of its power series implies

$$
\begin{equation*}
\sup _{j}|z|^{j}\left\|K^{j}\right\|<\infty, \quad \forall z \in \mathbb{C} \tag{A.5}
\end{equation*}
$$

a condition that is in fact equivalent to $\operatorname{Spec} K=\{0\}$. To prove Theorem A.1, it suffices to demonstrate the following.

Lemma A.3. If $K$ is a trace-class operator on a Hilbert space and $K$ is quasinilpotent, then $\operatorname{Tr} K=0$.

To prove Lemma A.3, we use results on the determinant established in $\S 6$ of Appendix A, Functional Analysis. Thus, we consider the entire holomorphic function

$$
\begin{equation*}
\varphi(z)=\operatorname{det}(I+z K), \tag{A.6}
\end{equation*}
$$

which is well defined for trace class $K$. By (6.45) of Appendix A,

$$
\begin{equation*}
|\varphi(z)| \leq C_{\varepsilon} e^{\varepsilon|z|}, \quad \forall \varepsilon>0 \tag{A.7}
\end{equation*}
$$

Also, by Proposition 6.16 of Appendix $\mathrm{A}, \varphi(z) \neq 0$ whenever $I+z K$ is invertible. Now, if $K$ is quasi-nilpotent, then, as remarked above, $I+z K$ is invertible for all $z \in \mathbb{C}$. Hence $\varphi(z)$ is nowhere vanishing, so we can write

$$
\begin{equation*}
\varphi(z)=e^{f(z)}, \tag{A.8}
\end{equation*}
$$

with $f(z)$ holomorphic on $\mathbb{C}$. Now (A.7) implies $\operatorname{Re} f(z) \leq C_{\varepsilon}+\varepsilon|z|$ for all $\varepsilon>0$, and a Harnack inequality argument applied to this gives

$$
\begin{equation*}
|\operatorname{Re} f(z)| \leq C_{\varepsilon}^{\prime}+\varepsilon|z|, \quad \forall \varepsilon>0 \tag{A.9}
\end{equation*}
$$

See Chap. 3, §2, Exercises 13-16. The estimate (A.9) in turn (e.g., by Proposition 4.6 of Chap. 3) implies that $\operatorname{Re} f$ is constant, so $f$ is constant, and hence $\varphi$ is constant. But, by (6.41) of Appendix A, we have

$$
\begin{equation*}
\operatorname{Tr} K=\varphi^{\prime}(0) \tag{A.10}
\end{equation*}
$$

so the lemma is proved. Hence the proof of Theorem A. 1 is complete.
A proof of Lidskii's theorem-avoiding the first part of the argument given above, and simply using determinants, but making heavier use of complex function theory-is given in [Si2].
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# Dirac Operators and Index Theory 

## Introduction

The physicist P. A. M. Dirac constructed first-order differential operators whose squares were Laplace operators, or more generally wave operators, for the purpose of extending the Schrodinger-Heisenberg quantum mechanics to the relativistic setting. Related operators have been perceived to have central importance in the interface between PDE and differential geometry, and we discuss some of this here.

We define various classes of "Dirac operators," some arising on arbitrary Riemannian manifolds, some requiring some special geometrical structure, such as a spin structure, discussed in $\S 3$, or a spin ${ }^{c}$ structure, discussed in $\S 8$.

Dirac operators on compact Riemannian manifolds are elliptic and have an index. Evaluating this index, in terms of an integrated "curvature," is the essence of the famous Atiyah-Singer index theorem. We present a proof of this index formula here, using a "heat-equation" method of proof. Such a proof was first suggested in $[\mathrm{McS}]$, but it seemed difficult to carry out, as it required understanding of a coefficient in the asymptotic expansion of the traces of $e^{-t L_{j}}$, for a pair of positive, second-order, elliptic operators $L_{j}$, well below the principal term. Ingenious arguments, beginning with V. Patodi [Pt1, Pt2], led to a proof in Atiyah-Bott-Patodi [ABP]. Later, physicists, motivated by ideas from "supersymmetry," proposed more direct heat-equation proofs. Such proposals were first made by E. Witten [Wit]; particularly elegant mathematical treatments were given by E. Getzler in [Gt1] and [Gt2]. We present a heat-equation proof in §6, using Getzler's method of exploiting an analogue of Mehler's formula for the exponential of the harmonic oscillator Hamiltonian. Our analytical details differ from Getzler's; instead of introducing a noncommutative symbol calculus as in [Gt1], or the dilation argument of [Gt2], we fit the analysis more into a "classical" examination of heat-equation asymptotics, such as dealt with in Chap. 7. One major achievement of Getzler's approach is to make the appearance of the (rather subtle) $\hat{A}$-genus of $M$ in the index formula arise quite naturally.

We present two specific examples of the index formula here. In $\S 7$ we derive the Chern-Gauss-Bonnet formula, giving the Euler characteristic $\chi(M)$
of a compact, orientable Riemannian manifold in terms of an integral of the "Pfaffian" applied to its curvature tensor. In $\S 9$ (following a discussion in §8 of $\operatorname{spin}^{c}$ structures) we discuss the Riemann-Roch formula, a tool for understanding holomorphic (and meromorphic) sections of line bundles over Riemann surfaces (of real dimension 2), which is important in the study of the structure and function theory of Riemann surfaces. These are the simplest applications of the Atiyah-Singer formula; both were established well before the general formula. From a technical point of view, both have in common that the $\hat{A}$-genus of $M$ is effectively discarded.

Other examples of the index formula include higher-dimensional Riemann-Roch formulas and signature formulas. Further material on these can be found in [Pal] and [Gil]. There is also an operator associated with "self-dual" connections on bundles over 4-manifolds, whose index plays an important role in the study of the Yang-Mills equations; see [AHS] and [FU]. For a recent variant, arising from the Seiberg-Witten equations, see [D] and [Mor].

The heat-equation proof of the Chern-Gauss-Bonnet theorem was Patodi's [Pt1] first step in this circle of results. An exposition of the heat-equation proof of this result due to B. Simon is given in the last chapter of [CS]. Another proof of the Chern-Gauss-Bonnet theorem, celebrating closely physicists' ideas about supersymmetry, is given in [Rog].

Due to the low dimension, one can give a direct proof of the Riemann-Roch theorem, using techniques of $[\mathrm{McS}]$; such a proof is given in [Kot]. Such a direct approach, with a good bit more effort, could be expected to be effective in other low dimensions (e.g., complex dimension 2 ); in a sense, the sort of analysis required to accomplish this is what was done in [Ko1]. In §10, we give a direct proof of an index formula for first-order, elliptic differential operators of Dirac type on a 2-manifold $M$, in terms of a direct calculation of the second term in the expansion of the heat kernel, carried out in $\S 14$ of Chap. 7, using the Weyl calculus. We show how this formula yields the Gauss-Bonnet formula and the Riemann-Roch formula.

There are also other heat-equation proofs of the index theorem, particularly [Bi1] and [BV]. In [Bi2] the heat equation method is applied to families of operators; see also [Don] and [BiC]. There are several recent books devoted to expositions of heat-equation proofs of the index theorem, including [BGV,Gil,Mel], and [Roe].

A systematic "blow up" of the original proof of the Atiyah-Singer index theorem has led to the interesting subject of operator $K$-theory. An introductory exposition is given in Blackadar [B1]. Further developments are described in [Con].

In §11 we change course, and produce an index formula for a class of elliptic $k \times k$ systems on Euclidean space $\mathbb{R}^{n}$. We do this for the class of pseudodifferential operators of harmonic oscillator type, introduced in $\S 15$ of Chap. 7. The proof here makes no use of heat-equation techniques. It uses some results from topology, particularly results on the homotopy groups of the unitary groups $U(k)$, including the Bott periodicity theorem, results for which we refer to [Mil] for proof. Section 11 can be read independently of the other sections of this chapter.

## 1. Operators of Dirac type

Let $M$ be a Riemannian manifold, $E_{j} \rightarrow M$ vector bundles with Hermitian metrics. A first-order, elliptic differential operator

$$
\begin{equation*}
D: C^{\infty}\left(M, E_{0}\right) \longrightarrow C^{\infty}\left(M, E_{1}\right) \tag{1.1}
\end{equation*}
$$

is said to be of Dirac type provided $D^{*} D$ has scalar principal symbol. This implies

$$
\begin{equation*}
\sigma_{D^{*} D}(x, \xi)=g(x, \xi) I: E_{0 x} \longrightarrow E_{0 x} \tag{1.2}
\end{equation*}
$$

where $g(x, \xi)$ is a positive quadratic form on $T_{x}^{*} M$. Thus $g$ itself arises from a Riemannian metric on $M$. Now the calculation of (1.2) is independent of the choice of Riemannian metric on $M$. We will suppose $M$ is endowed with the Riemannian metric inducing the form $g(x, \xi)$ on $T^{*} M$.

If $E_{0}=E_{1}$ and $D=D^{*}$, we say $D$ is a symmetric Dirac-type operator. Given a general operator $D$ of Dirac type, if we set $E=E_{0} \oplus E_{1}$ and define $\tilde{D}$ on $C^{\infty}(M, E)$ as

$$
\tilde{D}=\left(\begin{array}{cc}
0 & D^{*}  \tag{1.3}\\
D & 0
\end{array}\right)
$$

then $D$ is a symmetric Dirac-type operator.
Let $\vartheta(x, \xi)$ denote the principal symbol of a symmetric Dirac-type operator. With $x \in M$ fixed, set $\vartheta(\xi)=\vartheta(x, \xi)$. Thus $\vartheta$ is a linear map from $T_{x}^{*} M=\{\xi\}$ into $\operatorname{End}\left(E_{x}\right)$, satisfying

$$
\begin{equation*}
\vartheta(\xi)=\vartheta(\xi)^{*} \tag{1.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\vartheta(\xi)^{2}=\langle\xi, \xi\rangle I . \tag{1.5}
\end{equation*}
$$

Here, $\langle$,$\rangle is the inner product on T_{x}^{*} M$; let us denote this vector space by $V$. We will show how $\vartheta$ extends from $V$ to an algebra homomorphism, defined on a Clifford algebra $C l(V, g)$, which we now proceed to define.

Let $V$ be a finite-dimensional, real vector space, $g$ a quadratic form on $V$. We allow $g$ to be definite or indefinite if nondegenerate; we even allow $g$ to be degenerate. The Clifford algebra $C l(V, g)$ is the quotient algebra of the tensor algebra

$$
\begin{equation*}
\bigotimes V=\mathbb{R} \oplus V \oplus(V \otimes V) \oplus(V \otimes V \otimes V) \oplus \cdots \tag{1.6}
\end{equation*}
$$

by the ideal $\mathcal{I} \subset \bigotimes V$ generated by

$$
\begin{equation*}
\{v \otimes w+w \otimes v-2\langle v, w\rangle \cdot 1: v, w \in V\} \tag{1.7}
\end{equation*}
$$

where $\langle$,$\rangle is the symmetric bilinear form on V$ arising from $g$. Thus, in $C l(V, g), V$ occurs naturally as a linear subspace, and there is the anticommutation relation

$$
\begin{equation*}
v w+w v=2\langle v, w\rangle \cdot 1 \text { in } C l(V, g), \quad v, w \in V \tag{1.8}
\end{equation*}
$$

We will look more closely at the structure of Clifford algebras in the next section.
Now if $\vartheta: V \rightarrow \operatorname{End}(E)$ is a linear map of the $V$ into the space of endomorphisms of a vector space $E$, satisfying (1.5), i.e.,

$$
\begin{equation*}
\vartheta(v)^{2}=\langle v, v\rangle I, \quad v \in V, \tag{1.9}
\end{equation*}
$$

it follows from expanding $\vartheta(v+w)^{2}=[\vartheta(v)+\vartheta(w)]^{2}$ that

$$
\begin{equation*}
\vartheta(v) \vartheta(w)+\vartheta(w) \vartheta(v)=2\langle v, w\rangle I, \quad v, w \in V . \tag{1.10}
\end{equation*}
$$

Then, from the construction of $C l(V, g)$, it follows that $\vartheta$ extends uniquely to an algebra homomorphism

$$
\begin{equation*}
\vartheta: C l(V, g) \longrightarrow \operatorname{End}(E), \quad \vartheta(1)=I . \tag{1.11}
\end{equation*}
$$

This gives $E$ the structure of a module over $C l(V, g)$, or a Clifford module. If $E$ has a Hermitian metric and (1.4) also holds, that is,

$$
\begin{equation*}
\vartheta(v)=\vartheta(v)^{*}, \quad v \in V \tag{1.12}
\end{equation*}
$$

we call $E$ a Hermitian Clifford module. For this notion to be useful, we need $g$ to be positive-definite.

In the case where $E=E_{0} \oplus E_{1}$ is a direct sum of Hermitian vector spaces, we say a homomorphism $\vartheta: C l(V, g) \rightarrow \operatorname{End}(E)$ gives $E$ the structure of a graded Clifford module provided $\vartheta(v)$ interchanges $E_{0}$ and $E_{1}$, for $v \in V$, in addition to the hypotheses above. The principal symbol of (1.3) has this property if $D$ is of Dirac type.

Let us give some examples of operators of Dirac type. If $M$ is a Riemannian manifold, the exterior derivative operator

$$
\begin{equation*}
d: \Lambda^{j} M \longrightarrow \Lambda^{j+1} M \tag{1.13}
\end{equation*}
$$

has a formal adjoint

$$
\begin{equation*}
\delta=d^{*}: \Lambda^{j+1} M \longrightarrow \Lambda^{j} M \tag{1.14}
\end{equation*}
$$

discussed in Chap. 2, $\S 10$, and in Chap. 5, $\S \S 8$ and 9. Thus we have

$$
\begin{equation*}
d+\delta: \Lambda^{*} M \longrightarrow \Lambda^{*} M \tag{1.15}
\end{equation*}
$$

where, with $n=\operatorname{dim} M$,

$$
\Lambda^{*} M=\bigoplus_{j=0}^{n} \Lambda^{j} M
$$

As was shown in Chap. $2,(d+\delta)^{*}(d+\delta)=d^{*} d+d d^{*}$ is the negative of the Hodge Laplacian on each $\Lambda^{j} M$, so (1.15) is a symmetric Dirac-type operator. There is more structure. Indeed, we have

$$
\begin{equation*}
d+\delta: \Lambda^{\text {even }} M \longrightarrow \Lambda^{\text {odd }} M \tag{1.16}
\end{equation*}
$$

If $D$ is this operator, then $D^{*}=d+\delta: \Lambda^{\text {odd }} M \rightarrow \Lambda^{\text {even }} M$, and an operator of type (1.3) arises. If $M$ is compact, the operator (1.16) is Fredholm, with index equal to the Euler characteristic of $M$, in view of the Hodge decomposition. A calculation of this index in terms of an integrated curvature gives rise to the generalized Gauss-Bonnet formula, as will be seen in $\S 7$.

Computations implying that (1.15) is of Dirac type were done in $\S 10$ of Chap. 2, leading to (10.22) there. If we define

$$
\begin{equation*}
\wedge_{v}: \Lambda^{j} V \longrightarrow \Lambda^{j+1} V, \quad \wedge_{v}\left(v_{1} \wedge \cdots \wedge v_{j}\right)=v \wedge v_{1} \wedge \cdots \wedge v_{j} \tag{1.17}
\end{equation*}
$$

on a vector space $V$ with a positive-definite inner product, and then define

$$
\begin{equation*}
\iota_{v}: \Lambda^{j+1} V \longrightarrow \Lambda^{j} V \tag{1.18}
\end{equation*}
$$

to be its adjoint, then the principal symbol of $d+\delta$ on $V=T_{x}^{*} M$ is $1 / i$ times $\wedge_{\xi}-\iota_{\xi}$. That is to say,

$$
\begin{equation*}
i M(v)=\wedge_{v}-\iota_{v} \tag{1.19}
\end{equation*}
$$

defines a linear map from $V$ into $\operatorname{End}\left(\Lambda_{\mathbb{C}}^{*} V\right)$ which extends to an algebra homomorphism

$$
M: C l(V, g) \longrightarrow \operatorname{End}\left(\Lambda_{\mathbb{C}}^{*} V\right)
$$

Given $\wedge_{v} \wedge_{w}=-\wedge_{w} \wedge_{v}$ and its analogue for $\iota$, the anticommutation relation

$$
\begin{equation*}
M(v) M(w)+M(w) M(v)=2\langle v, w\rangle I \tag{1.20}
\end{equation*}
$$

follows from the identity

$$
\begin{equation*}
\wedge_{v} \iota_{w}+\iota_{w} \wedge_{v}=\langle v, w\rangle I . \tag{1.21}
\end{equation*}
$$

In this context we note the role that (1.21) played as the algebraic identity behind Cartan's formula for the Lie derivative of a differential form:

$$
\begin{equation*}
\left.\left.\mathcal{L}_{X} \alpha=d(\alpha\rfloor X\right)+(d \alpha)\right\rfloor X \tag{1.22}
\end{equation*}
$$

cf. Chap. 1, Proposition 13.1, and especially (13.51).

Another Dirac-type operator arises from (1.15) as follows. Suppose $\operatorname{dim} M=$ $n=2 k$ is even. Recall from Chap. $5, \S 8$, that $d^{*}=\delta$ is given in terms of the Hodge star operator on $\Lambda^{j} M$ by

$$
\begin{align*}
d^{*} & =(-1)^{j(n-j)+j} * d * \\
& =* d * \quad \text { if } n=2 k . \tag{1.23}
\end{align*}
$$

Also recall that, on $\Lambda^{j} M$,

$$
\begin{equation*}
*^{2}=(-1)^{j(n-j)}=(-1)^{j} \quad \text { if } n=2 k \tag{1.24}
\end{equation*}
$$

Now, on the complexification $\Lambda_{\mathbb{C}}^{*} M$ of the real vector bundle $\Lambda^{*} M$, define

$$
\begin{equation*}
\alpha: \Lambda_{\mathbb{C}}^{j} M \longrightarrow \Lambda_{\mathbb{C}}^{n-j} M \tag{1.25}
\end{equation*}
$$

by

$$
\begin{equation*}
\alpha=i^{j(j-1)+k} * \quad \text { on } \Lambda_{\mathbb{C}}^{j} M \tag{1.26}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
\alpha^{2}=1 \tag{1.27}
\end{equation*}
$$

and

$$
\begin{equation*}
\alpha(d+\delta)=-(d+\delta) \alpha \tag{1.28}
\end{equation*}
$$

Thus we can write

$$
\begin{equation*}
\Lambda_{\mathbb{C}}^{*} M=\Lambda^{+} M \oplus \Lambda^{-} M, \text { with } \alpha= \pm I \text { on } \Lambda^{ \pm} M \tag{1.29}
\end{equation*}
$$

and we have

$$
\begin{equation*}
D_{H}^{ \pm}=d+\delta: C^{\infty}\left(M, \Lambda^{ \pm}\right) \longrightarrow C^{\infty}\left(M, \Lambda^{\mp}\right) \tag{1.30}
\end{equation*}
$$

Thus $D_{H}^{+}$is an operator of Dirac type, with adjoint $D_{H}^{-}$. This operator is called the Hirzebruch signature operator, and its index is called the Hirzebruch signature of $M$.

Other examples of operators of Dirac type will be considered in the following sections.

Both of the examples just discussed give rise to Hermitian Clifford modules. We now show conversely that generally such modules produce operators of Dirac type. More precisely, if $M$ is a Riemannian manifold, $T_{x}^{*} M$ has an induced inner product, giving rise to a bundle $C l(M) \rightarrow M$ of Clifford algebras. We suppose
$E \rightarrow M$ is a Hermitian vector bundle such that each fiber is a Hermitian $C l_{x}(M)$ module (in a smooth fashion). Let $E \rightarrow M$ have a connection $\nabla$, so

$$
\begin{equation*}
\nabla: C^{\infty}(M, E) \longrightarrow C^{\infty}\left(M, T^{*} \otimes E\right) \tag{1.31}
\end{equation*}
$$

Now if $E_{x}$ is a $C l_{x}(M)$-module, the inclusion $T_{x}^{*} \hookrightarrow C l_{x}$ gives rise to a linear map

$$
\begin{equation*}
m: C^{\infty}\left(M, T^{*} \otimes E\right) \longrightarrow C^{\infty}(M, E) \tag{1.32}
\end{equation*}
$$

called "Clifford multiplication." We compose these two operators; set

$$
\begin{equation*}
D=i m \circ \nabla: C^{\infty}(M, E) \longrightarrow C^{\infty}(M, E) . \tag{1.33}
\end{equation*}
$$

We see that, for $v \in E_{x}$,

$$
\begin{equation*}
\sigma_{D}(x, \xi) v=m(\xi \otimes v)=\xi \cdot v, \tag{1.34}
\end{equation*}
$$

so $\sigma_{D}(x, \xi)$ is $|\xi|_{x}$ times an isometry on $E_{x}$. Hence $D$ is of Dirac type.
If $U$ is an open subset of $M$, on which we have an orthonormal frame $\left\{e_{j}\right\}$ of smooth vector fields, with dual orthonormal frame $\left\{v_{j}\right\}$ of 1-forms, then, for a section $\varphi$ of $E$,

$$
\begin{equation*}
D \varphi=i \sum v_{j} \cdot \nabla_{e_{j}} \varphi \quad \text { on } U . \tag{1.35}
\end{equation*}
$$

Note that $\sigma_{D}(x, \xi)^{*}=\sigma_{D}(x, \xi)$, so $D$ can be made symmetric by altering it at most by a zero-order term. Given a little more structure, we have more. We say $\nabla$ is a "Clifford connection" on $E$ if $\nabla$ is a metric connection that is also compatible with Clifford multiplication, in that

$$
\begin{equation*}
\nabla_{X}(v \cdot \varphi)=\left(\nabla_{X} v\right) \cdot \varphi+v \cdot \nabla_{X} \varphi, \tag{1.36}
\end{equation*}
$$

for a vector field $X$, a 1-form $v$, and a section $\varphi$ of $E$. Here, of course, $\nabla_{X} v$ arises from the Levi-Civita connection on $M$.

Proposition 1.1. If $\nabla$ is a Clifford connection on $E$, then $D$ is symmetric.
Proof. Let $\varphi, \psi \in C_{0}^{\infty}(M, E)$. We want to show that

$$
\begin{equation*}
\int_{M}[\langle D \varphi, \psi\rangle-\langle\varphi, D \psi\rangle] d V=0 \tag{1.37}
\end{equation*}
$$

We can suppose $\varphi, \psi$ have compact support in a set $U$ on which local orthonormal frames $e_{j}, v_{j}$ as above are given. Define a vector field $X$ on $U$ by

$$
\langle X, v\rangle=\langle\varphi, v \cdot \psi\rangle, \quad v \in \Lambda^{1} U
$$

If we show that, pointwise in $U$,

$$
\begin{equation*}
i \operatorname{div} X=\langle D \varphi, \psi\rangle-\langle\varphi, D \psi\rangle \tag{1.38}
\end{equation*}
$$

then (1.37) will follow from the divergence theorem. Indeed, starting with

$$
\begin{equation*}
\operatorname{div} X=\sum\left\langle\nabla_{e_{j}} X, v_{j}\right\rangle \tag{1.39}
\end{equation*}
$$

and using the metric and derivation properties of $\nabla$, we have

$$
\begin{aligned}
\operatorname{div} X & =\sum\left[e_{j} \cdot\left\langle X, v_{j}\right\rangle-\left\langle X, \nabla_{e_{j}} v_{j}\right\rangle\right] \\
& =\sum\left[e_{j}\left\langle\varphi, v_{j} \cdot \psi\right\rangle-\left\langle\varphi,\left(\nabla_{e_{j}} v_{j}\right) \cdot \psi\right\rangle\right]
\end{aligned}
$$

Looking at the last quantity, we expand the first part into a sum of three terms, one of which cancels the last part, and obtain

$$
\begin{equation*}
\operatorname{div} X=\sum\left[\left\langle\nabla_{e_{j}} \varphi, v_{j} \cdot \psi\right\rangle+\left\langle\varphi, v_{j} \cdot \nabla_{e_{j}} \psi\right\rangle\right] \tag{1.40}
\end{equation*}
$$

which gives (1.38) and completes the proof.
If $E=E_{0} \oplus E_{1}$ is a graded Hermitian $C l(M)$-module, if $E_{0}$ and $E_{1}$ are each provided with metric connections, and if (1.36) holds, then the construction above gives an operator of Dirac type, of the form (1.3).

The examples in (1.15) and (1.30) described above can be obtained from Hermitian Clifford modules via Clifford connections. The Clifford module is $\Lambda^{*} M \rightarrow M$, with natural inner product on each factor $\Lambda^{k} M$ and $C l(M)$-module structure given by (1.19). The connection is the natural connection on $\Lambda^{*} M$, extending that on $T^{*} M$, so that the derivation identity

$$
\begin{equation*}
\nabla_{X}(\varphi \wedge \psi)=\left(\nabla_{X} \varphi\right) \wedge \psi+\varphi \wedge\left(\nabla_{X} \psi\right) \tag{1.41}
\end{equation*}
$$

holds for a $j$-form $\varphi$ and a $k$-form $\psi$. In this case it is routine to verify the compatibility condition (1.36) and to see that the construction (1.33) gives rise to the operator $d+d^{*}$ on differential forms.

We remark that it is common to use Clifford algebras associated to negativedefinite forms rather than positive-definite ones. The two types of algebras are simply related. If a linear map $\vartheta: V \rightarrow \operatorname{End}(E)$ extends to an algebra homomorphism $C l(V, g) \rightarrow \operatorname{End}(E)$, then $i \vartheta$ extends to an algebra homomorphism $C l(V,-g) \rightarrow \operatorname{End}(E)$. If one uses a negative form, the condition (1.12) that $E$ be a Hermitian Clifford module should be changed to $\vartheta(v)=-\vartheta(v)^{*}, v \in V$. In such a case, we should drop the factor of $i$ in (1.33) to associate the Dirac-type operator $D$ to a $C l(M)$-module $E$. In fact, getting rid of this factor of $i$ in (1.33) and (1.35) is perhaps the principal reason some people use the negative-definite quadratic form to construct Clifford algebras.

## Exercises

1. Let $E$ be a $C l(M)$-module with connection $\nabla$. If $\varphi$ is a section of $E$ and $f$ is a scalar function, show that

$$
D(f \varphi)=f D \varphi+i(d f) \cdot \varphi,
$$

where the last term involves a Clifford multiplication.
2. If $\nabla$ is a Clifford connection on $E$ and $u$ is a 1 -form, show that

$$
D(u \cdot \varphi)=-u \cdot D \varphi+2 i \nabla_{U} \varphi+i(\mathcal{D} u) \cdot \varphi,
$$

where $U$ is the vector field corresponding to $u$ via the metric tensor on $M$, and

$$
\mathcal{D}: C^{\infty}\left(M, \Lambda^{1}\right) \longrightarrow C^{\infty}(M, C l)
$$

is given by

$$
\mathcal{D} u=i \sum v_{j} \cdot \nabla_{e_{j}} u,
$$

with respect to local dual orthonormal frames $e_{j}, v_{j}$, and $\nabla$ arising from the LeviCivita connection.
3. Show that $\mathcal{D}(d f)=i \Delta f$.

Note: Compare with Exercise 6 of $\$ 2$.
4. If $D$ arises from a Clifford connection on $E$, show that

$$
D^{2}(f \varphi)=f D^{2} \varphi-2 \nabla_{\operatorname{grad} f} \varphi-(\Delta f) \varphi
$$

## 2. Clifford algebras

In this section we discuss some further results about the structure of Clifford algebras, which were defined in $\S 1$.

First we note that, by construction, $C l(V, g)$ has the following universal property. Let $A_{0}$ be any associative algebra over $\mathbb{R}$, with unit, containing $V$ as a linear subset, generated by $V$, such that the anticommutation relation (1.8) holds in $A_{0}$, for all $v, w \in V$; that is, $v w+w v=2\langle v, w\rangle \cdot 1$ in $A_{0}$. Then there is a natural surjective homomorphism

$$
\begin{equation*}
\alpha: C l(V, g) \longrightarrow A_{0} . \tag{2.1}
\end{equation*}
$$

If $\left\{e_{1}, \ldots, e_{n}\right\}$ is a basis of $V$, any element of $C l(V, g)$ can be written as a polynomial in the $e_{j}$. Since $e_{j} e_{k}=-e_{k} e_{j}+2\left\langle e_{j}, e_{k}\right\rangle \cdot 1$ and in particular $e_{j}^{2}=$ $\left\langle e_{j}, e_{j}\right\rangle \cdot 1$, we can, starting with terms of highest order, rearrange each monomial in such a polynomial so the $e_{j}$ appear with $j$ in ascending order, and no exponent greater than 1 occurs on any $e_{j}$. In other words, each element $w \in C l(V, g)$ can be written in the form

$$
\begin{equation*}
w=\sum_{i_{\nu}=0 \text { or } 1} a_{i_{1} \cdots i_{n}} e_{1}^{i_{1}} \cdots e_{n}^{i_{n}}, \tag{2.2}
\end{equation*}
$$

with real coefficients $a_{i_{1} \cdots i_{n}}$.

Denote by $A$ the set of formal expressions of the form (2.2), a real vector space of dimension $2^{n}$; we have a natural inclusion $V \subset A$. We can define a "product" $A \otimes A \rightarrow A$ in which a product of monomials $\left(e_{1}^{i_{1}} \cdots e_{n}^{i_{n}}\right) \cdot\left(e_{1}^{j_{1}} \cdots e_{n}^{j_{n}}\right)$, with each $i_{\nu}$ and each $j_{\mu}$ equal to either 0 or 1 , is a linear combination of monomials of such a form, by pushing each $e_{\mu}^{j_{\mu}}$ past the $e_{v}^{i_{v}}$ for $v>\mu$, invoking the anticommutation relations. It is routine to verify that this gives $A$ the structure of an associative algebra, generated by $V$. The universal property mentioned above implies that $A$ is isomorphic to $C l(V, g)$. Thus each $w \in C l(V, g)$ has a unique representation in the form (2.2), and $\operatorname{dim} C l(V, g)=2^{n}$ if $\operatorname{dim} V=n$.

Recall from §1 the algebra homomorphism $M: C l(V, g) \rightarrow \operatorname{End}\left(\Lambda^{*} V\right)$, defined there provided $g$ is positive-definite (which can be extended to include general $g$ ). Then, we can define a linear map

$$
\begin{equation*}
\tilde{M}: C l(V, g) \longrightarrow \Lambda^{*} V ; \quad \tilde{M}(w)=M(w)(1) \tag{2.3}
\end{equation*}
$$

for $w \in C l(V, g)$. Note that if $v \in V \subset C l(V, g)$, then $\tilde{M}(v)=v$. Comparing the anticommutation relations of $C l(V, g)$ with those of $\Lambda^{*} V$, we see that if $w \in$ $C l(V, g)$ is one of the monomials in (2.2), say $w=e_{1}^{j_{1}} \cdots e_{n}^{j_{n}}$, all $j_{\nu}$ either 0 or 1 , $k=j_{1}+\cdots+j_{n}$, then

$$
\begin{equation*}
\tilde{M}\left(e_{1}^{j_{1}} \cdots e_{n}^{j_{n}}\right)-e_{1}^{j_{1}} \wedge \cdots \wedge e_{n}^{j_{n}} \in \Lambda^{k-1} V \tag{2.4}
\end{equation*}
$$

It follows easily that (2.3) is an isomorphism of vector spaces. This observation also shows that the representation of an element of $C l(V, g)$ in the form (2.2) is unique. If $g$ is positive-definite and $e_{j}$ is an orthonormal basis of $V$, the difference in (2.4) vanishes.

In the case $g=0$, the anticommutation relation (1.8) becomes $v w=-w v$, for $v, w \in V$, and we have the exterior algebra

$$
C l(V, 0)=\Lambda^{*} V
$$

Through the remainder of this section we will restrict attention to the case where $g$ is positive-definite. We denote $\langle v, v\rangle$ by $|v|^{2}$. For $V=\mathbb{R}^{n}$ with $g$ its standard Euclidean inner product, we denote $C l(V, g)$ by $C l(n)$.

It is useful to consider the complexified Clifford algebra

$$
\mathbb{C} l(n)=\mathbb{C} \otimes C l(n),
$$

as it has a relatively simple structure, specified as follows.

## Proposition 2.1. There are isomorphisms of complex algebras

$$
\begin{equation*}
\mathbb{C} l(1) \approx \mathbb{C} \oplus \mathbb{C}, \quad \mathbb{C} l(2) \approx \operatorname{End}\left(\mathbb{C}^{2}\right) \tag{2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{C} l(n+2) \approx \mathbb{C} l(n) \otimes \mathbb{C} l(2) \tag{2.6}
\end{equation*}
$$

hence, with $\kappa=2^{k}$,

$$
\begin{equation*}
\mathbb{C} l(2 k) \approx \operatorname{End}\left(\mathbb{C}^{\kappa}\right), \quad \mathbb{C} l(2 k+1) \approx \operatorname{End}\left(\mathbb{C}^{\kappa}\right) \oplus \operatorname{End}\left(\mathbb{C}^{\kappa}\right) \tag{2.7}
\end{equation*}
$$

Proof. The isomorphisms (2.5) are simple exercises. To prove (2.6), imbed $\mathbb{R}^{n+2}$ into $\mathbb{C} l(n) \otimes \mathbb{C} l(2)$ by picking an orthonormal basis $\left\{e_{1}, \ldots, e_{n+2}\right\}$ and taking

$$
\begin{align*}
& e_{j} \mapsto i e_{j} \otimes e_{n+1} e_{n+2}, \text { for } 1 \leq j \leq n,  \tag{2.8}\\
& e_{j} \mapsto 1 \otimes e_{j}, \text { for } j=n+1 \text { or } n+2
\end{align*}
$$

Then the universal property of $\mathbb{C l}(n+2)$ leads to the isomorphism (2.6). Given (2.5) and (2.6), (2.7) follows by induction.

While, parallel to (2.5), one has $C l(1)=\mathbb{R} \oplus \mathbb{R}$ and $C l(2)=\operatorname{End}\left(\mathbb{R}^{2}\right)$, other algebras $C l(n)$ are more complicated than their complex analogues; in place of (2.6) one has a form of periodicity with period 8 . We refer to [LM] for more on this.

It follows from Proposition 2.1 that $\mathbb{C}^{2^{k}}$ has the structure of an irreducible $C l(2 k)$-module, though making the identification (2.7) explicit involves some untangling, in a way that depends strongly on a choice of basis. It is worthwhile to note the following explicit, invariant construction, for $V$, a vector space of real dimension $2 k$, with a positive inner product $\langle$,$\rangle , endowed with one other piece$ of structure, namely a complex structure $J$. Assume $J$ is an isometry for $\langle$,$\rangle .$ Denote the complex vector space $(V, J)$ by $\mathcal{V}$, which has complex dimension $k$. On $\mathcal{V}$ we have a positive Hermitian form

$$
\begin{equation*}
(u, v)=\langle u, v\rangle+i\langle u, J v\rangle . \tag{2.9}
\end{equation*}
$$

Form the complex exterior algebra

$$
\begin{equation*}
\Lambda_{\mathbb{C}}^{*} \mathcal{V}=\bigoplus_{j=0}^{k} \Lambda_{\mathbb{C}}^{j} \mathcal{V} \tag{2.10}
\end{equation*}
$$

with its natural Hermitian form. For $v \in \mathcal{V}$, one has the exterior product $v \wedge$ : $\Lambda_{\mathbb{C}}^{j} \mathcal{V} \rightarrow \Lambda_{\mathbb{C}}^{j+1} \mathcal{V}$; denote its adjoint, the interior product, by $j_{v}: \Lambda_{\mathbb{C}}^{j+1} \mathcal{V} \rightarrow$ $\Lambda_{\mathbb{C}}^{j} \mathcal{V}$. Set

$$
\begin{equation*}
i \mu(v) \varphi=v \wedge \varphi-j_{v} \varphi, \quad v \in \mathcal{V}, \quad \varphi \in \Lambda_{\mathbb{C}}^{*} \mathcal{V} \tag{2.11}
\end{equation*}
$$

Note that $v \wedge \varphi$ is $\mathbb{C}$-linear in $v$ and $j_{v} \varphi$ is conjugate linear in $v$, so $\mu(v)$ is only $\mathbb{R}$-linear in $v$. As in (1.20), we obtain

$$
\begin{equation*}
\mu(u) \mu(v)+\mu(v) \mu(u)=2\langle u, v\rangle \cdot I, \tag{2.12}
\end{equation*}
$$

so $\mu: V \rightarrow \operatorname{End}\left(\Lambda_{\mathbb{C}}^{*} \mathcal{V}\right)$ extends to a homomorphism of algebras

$$
\begin{equation*}
\mu: C l(V, g) \longrightarrow \operatorname{End}\left(\Lambda_{\mathbb{C}}^{*} \mathcal{V}\right) \tag{2.13}
\end{equation*}
$$

hence to a homomorphism of $\mathbb{C}$-algebras

$$
\begin{equation*}
\mu: \mathbb{C} l(V, g) \longrightarrow \operatorname{End}\left(\Lambda_{\mathbb{C}}^{*} \mathcal{V}\right) \tag{2.14}
\end{equation*}
$$

where $\mathbb{C} l(V, g)$ denotes $\mathbb{C} \otimes C l(V, g)$.
Proposition 2.2. The homomorphism (2.14) is an isomorphism when $V$ is a real vector space of dimension $2 k$, with complex structure $J, \mathcal{V}$ the associated complex vector space.

Proof. We already know that both $\mathbb{C} l(V, g)$ and $\operatorname{End}\left(\Lambda_{\mathbb{C}}^{*} \mathcal{V}\right)$ are isomorphic to $\operatorname{End}\left(\mathbb{C}^{\kappa}\right), \kappa=2^{k}$. We will make use of the algebraic fact that this is a complex algebra with no proper two-sided ideals. Now the kernel of $\mu$ in (2.14) would have to be a two-sided ideal, so either $\mu=0$ or $\mu$ is an isomorphism. But for $v \in V, \mu(v) \cdot 1=v$, so $\mu \neq 0$; thus $\mu$ is an isomorphism.

We next mention that a grading can be put on $C l(V, g)$. Namely, let $C l^{0}(V, g)$ denote the set of sums of the form (2.2) with $i_{1}+\cdots+i_{n}$ even, and let $C l^{1}(V, g)$ denote the set of sums of that form with $i_{1}+\cdots+i_{n}$ odd. It is easy to see that this specification is independent of the choice of basis $\left\{e_{j}\right\}$. Also we clearly have

$$
\begin{equation*}
u \in C l^{j}(V, g), w \in C l^{k}(V, g) \Longrightarrow u w \in C l^{j+k}(V, g) \tag{2.15}
\end{equation*}
$$

where $j$ and $k$ are each 0 or 1 , and we compute $j+k \bmod 2$. If $(V, g)$ is $\mathbb{R}^{n}$ with its standard Euclidean metric, we denote $C l^{j}(V, g)$ by $C l^{j}(n), j=0$ or 1 .

We note that there is an isomorphism

$$
\begin{equation*}
j: C l(2 k-1) \longrightarrow C l^{0}(2 k) \tag{2.16}
\end{equation*}
$$

uniquely specified by the property that, for $v \in \mathbb{R}^{2 k-1}, j(v)=v e_{2 k}$, where $\left\{e_{1}, \ldots, e_{2 k-1}\right\}$ denotes the standard basis of $\mathbb{R}^{2 k-1}$, with $e_{2 k}$ added to form a basis of $\mathbb{R}^{2 k}$. This will be useful in the next section for constructing spinors on odd-dimensional spaces.

We can construct a finer grading on $C l(V, g)$. Namely, set

$$
\begin{equation*}
C l^{[k]}(V, g)=\text { set of sums of the form (2.2), with } i_{1}+\cdots+i_{n}=k \tag{2.17}
\end{equation*}
$$

Thus $C l^{[0]}(V, g)$ is the set of scalars and $C l^{[1]}(V, g)$ is $V$. If we insist that $\left\{e_{j}\right\}$ be an orthonormal basis of $V$, then $C l^{[k]}(V, g)$ is invariantly defined, for all $k$. In fact, using the isomorphism (2.3), we have

$$
\begin{equation*}
C l^{[k]}(V, g)=\tilde{M}^{-1}\left(\Lambda^{k} V\right) \tag{2.18}
\end{equation*}
$$

Note that

$$
C l^{0}(V, g)=\bigoplus_{k \text { even }} C l^{[k]}(V, g) \text { and } C l^{1}(V, g)=\bigoplus_{k \text { odd }} C l^{[k]}(V, g)
$$

Let us also note that $C l^{[2]}(V, g)$ has a natural Lie algebra structure. In fact, if $\left\{e_{j}\right\}$ is orthonormal,

$$
\begin{align*}
{\left[e_{i} e_{j}, e_{k} e_{\ell}\right] } & =e_{i} e_{j} e_{k} e_{\ell}-e_{k} e_{\ell} e_{i} e_{j} \\
& =2\left(\delta_{j k} e_{i} e_{\ell}-\delta_{\ell j} e_{i} e_{k}+\delta_{i k} e_{\ell} e_{j}-\delta_{\ell i} e_{k} e_{j}\right)
\end{align*}
$$

The construction (2.17) makes $C l(V, g)$ a graded vector space, but not a graded algebra, since typically $C l^{[j]}(V, g) \cdot C l^{[k]}(V, g)$ is not contained in $C l^{[j+k]}(V, g)$, as (2.19) illustrates. We can set

$$
\begin{equation*}
C l^{(k)}(V, g)=\bigoplus\left\{C l^{[j]}(V, g): j \leq k, j=k \bmod 2\right\}, \tag{2.20}
\end{equation*}
$$

and then $C l^{(j)}(V, g) \cdot C l^{(k)}(V, g) \subset C l^{(j+k)}(V, g)$. As $k$ ranges over the even or the odd integers, the spaces (2.20) provide filtrations of $C l^{0}(V, g)$ and $C l^{1}(V, g)$.

## Exercises

1. Let $V$ have an oriented orthonormal basis $\left\{e_{1}, \cdots, e_{n}\right\}$. Set

$$
\begin{equation*}
v=e_{1} \cdots e_{n} \in C l(V, g) \tag{2.21}
\end{equation*}
$$

Show that $v$ is independent of the choice of such a basis.
Note: $\tilde{M}(\nu)=e_{1} \wedge \cdots \wedge e_{n} \in \Lambda^{n} V$, with $\tilde{M}$ as in (2.3).
2. Show that $v^{2}=(-1)^{n(n-1) / 2}$.
3. Show that, for all $u \in V, v u=(-1)^{n-1} u v$.
4. With $\mu$ as in (2.11)-(2.14), show that

$$
\mu(\nu)^{*}=(-1)^{n(n-1) / 2} \mu(v) \text { and } \mu(v)^{*} \mu(v)=I .
$$

5. Show that

$$
\tilde{M}(\nu w)=c_{n k} * \tilde{M}(w),
$$

for $w \in C l^{[k]}(V, g)$, where $*: \Lambda^{k} V \rightarrow \Lambda^{n-k} V$ is the Hodge star operator. Find the constants $c_{n k}$.
6. Let $\mathcal{D}: C^{\infty}\left(M, T^{*}\right) \rightarrow C^{\infty}(M, C l)$ be as in Exercise 2 of $\S 1$, namely,

$$
\mathcal{D} u=i \sum v_{j} \cdot \nabla_{e_{j}} u,
$$

where $\left\{e_{j}\right\}$ is a local orthonormal frame of vector fields, $\left\{v_{j}\right\}$ the dual frame. Show that

$$
\tilde{M}(\mathcal{D} v)=-i\left(d+d^{*}\right) v .
$$

7. Show that End $\left(\mathbb{C}^{m}\right)$ has no proper two-sided ideals. (Hint: Suppose $M_{0} \neq 0$ belongs to such an ideal $\mathcal{I}$ and $v_{0} \neq 0$ belongs to the range of $M_{0}$. Show that every $v \in \mathbb{C}^{m}$ belongs to the range of some $M \in \mathcal{I}$, and hence that every one-dimensional projection belongs to $\mathcal{I}$.)

## 3. Spinors

We define the spinor groups $\operatorname{Pin}(V, g)$ and $\operatorname{Spin}(V, g)$, for a vector space $V$ with a positive-definite quadratic form $g$; set $|v|^{2}=g(v, v)=\langle v, v\rangle$. We set

$$
\begin{equation*}
\operatorname{Pin}(V, g)=\left\{v_{1} \cdots v_{k} \in C l(V, g): v_{j} \in V,\left|v_{j}\right|=1\right\} \tag{3.1}
\end{equation*}
$$

with the induced multiplication. Since $\left(v_{1} \cdots v_{k}\right)\left(v_{k} \cdots v_{1}\right)=1$, it follows that $\operatorname{Pin}(V, g)$ is a group. We can define an action of $\operatorname{Pin}(V, g)$ on $V$ as follows. If $u \in V$ and $x \in V$, then $u x+x u=2\langle x, u\rangle \cdot 1$ implies

$$
\begin{equation*}
u x u=-x u u+2\langle x, u\rangle u=-|u|^{2} x+2\langle x, u\rangle u . \tag{3.2}
\end{equation*}
$$

If also $y \in V$,

$$
\begin{equation*}
\langle u x u, u y u\rangle=|u|^{2}\langle x, y\rangle=\langle x, y\rangle \quad \text { if }|u|=1 \tag{3.3}
\end{equation*}
$$

Thus if $u=v_{1} \cdots v_{k} \in \operatorname{Pin}(V, g)$ and if we define a conjugation on $C l(V, g)$ by

$$
\begin{equation*}
u^{*}=v_{k} \cdots v_{1}, \quad v_{j} \in V \tag{3.4}
\end{equation*}
$$

it follows that

$$
\begin{equation*}
x \mapsto u x u^{*}, \quad x \in V, \tag{3.5}
\end{equation*}
$$

is an isometry on $V$ for each $u \in \operatorname{Pin}(V, g)$. It will be more convenient to use

$$
\begin{equation*}
u^{\#}=(-1)^{k} u^{*}, \quad u=v_{1} \cdots v_{k} \tag{3.6}
\end{equation*}
$$

Then we have a group homomorphism

$$
\begin{equation*}
\tau: \operatorname{Pin}(V, g) \longrightarrow O(V, g) \tag{3.7}
\end{equation*}
$$

defined by

$$
\begin{equation*}
\tau(u) x=u x u^{\#}, \quad x \in V, u \in \operatorname{Pin}(V, g) \tag{3.8}
\end{equation*}
$$

Note that if $v \in V,|v|=1$, then, by (3.2),

$$
\begin{equation*}
\tau(v) x=x-2\langle x, v\rangle v \tag{3.9}
\end{equation*}
$$

is the reflection across the hyperplane in $V$ orthogonal to $v$. It is easy to show that any orthogonal transformation $T \in \mathrm{O}(V, g)$ is a product of a finite number of such reflections, so the group homomorphism (3.7) is surjective.

Note that each isometry (3.9) is orientation reversing. Thus, if we define

$$
\begin{align*}
\operatorname{Spin}(V, g) & =\left\{v_{1} \cdots v_{k} \in C l(V, g): v_{j} \in V,\left|v_{j}\right|=1, k \text { even }\right\} \\
& =\operatorname{Pin}(V, g) \cap C l^{0}(V, g) \tag{3.10}
\end{align*}
$$

then

$$
\begin{equation*}
\tau: \operatorname{Spin}(V, g) \longrightarrow \mathrm{SO}(V, g) \tag{3.11}
\end{equation*}
$$

and in fact $\operatorname{Spin}(V, g)$ is the inverse image of $\operatorname{SO}(V, g)$ under $\tau$ in (3.7). We now show that $\tau$ is a 2 -fold covering map.

Proposition 3.1. $\tau$ is a 2-fold covering map. In fact, $\operatorname{ker} \tau=\{ \pm 1\}$.
Proof. Note that $\pm 1 \in \operatorname{Spin}(V, g) \subset C l(V, g)$ and $\pm 1$ acts trivially on $V$, via (3.8). Now, if $u=v_{1} \cdots v_{k} \in \operatorname{ker} \tau, k$ must be even, since $\tau(u)$ must preserve orientation, so $u^{\#}=u^{*}$. Since $u x u^{*}=x$ for all $x \in V$, we have $u x=x u$, so uxu $=|u|^{2} x, x \in V$. If we pick an orthonormal basis $\left\{e_{1}, \ldots, e_{n}\right\}$ of $V$ and write $u \in \operatorname{ker} \tau$ in the form (2.2), each $i_{1}+\cdots+i_{n}$ even, since $e_{j} u e_{j}=u$ for each $j$, we deduce that, for each $j$,

$$
u=\sum(-1)^{i_{j}} a_{i_{1} \cdots i_{n}} e^{i_{1} \cdots i_{n}} \quad \text { if } u \in \operatorname{ker} \tau
$$

Hence $i_{j}=0$ for all $j$, so $u$ is a scalar; hence $u= \pm 1$.
We next consider the connectivity properties of $\operatorname{Spin}(V, g)$.
Proposition 3.2. $\operatorname{Spin}(V, g)$ is the connected 2-fold cover of $\operatorname{SO}(V, g)$, provided $g$ is positive-definite and $\operatorname{dim} V \geq 2$.

Proof. It suffices to connect $-1 \in \operatorname{Spin}(V, g)$ to the identity element 1 via a continuous curve in $\operatorname{Spin}(V, g)$. In fact, pick orthogonal $e_{1}, e_{2}$, and set

$$
\gamma(t)=e_{1} \cdot\left[-(\cos t) e_{1}+(\sin t) e_{2}\right], \quad 0 \leq t \leq \pi
$$

If $V=\mathbb{R}^{n}$ with its standard Euclidean inner product $g$, denote $\operatorname{Spin}(V, g)$ by $\operatorname{Spin}(n)$. It is a known topological fact that $\operatorname{SO}(n)$ has fundamental group $\mathbb{Z}_{2}$, and $\operatorname{Spin}(n)$ is simply connected, for $n \geq 3$. Though we make no use of this result, we mention that one route to it is via the "homotopy exact sequence" (see [BTu]) for $S^{n}=\mathrm{SO}(n+1) / \mathrm{SO}(n)$. This leads to $\pi_{1}(\mathrm{SO}(n+1)) \approx \pi_{1}(\mathrm{SO}(n))$ for $n \geq 3$. Meanwhile, one sees directly that $\operatorname{SU}(2)$ is a double cover of $\operatorname{SO}(3)$, and it is homeomorphic to $S^{3}$.

We next produce representations of $\operatorname{Pin}(V, g)$ and $\operatorname{Spin}(V, g)$, arising from the homomorphism (2.13). First assume $V$ has real dimension $2 k$, with complex structure $J$; let $\mathcal{V}=(V, J)$ be the associated complex vector space, of complex dimension $k$, and set

$$
\begin{equation*}
S(V, g, J)=\Lambda_{\mathbb{C}}^{*} \mathcal{V} \tag{3.12}
\end{equation*}
$$

with its induced Hermitian metric, arising from the metric (2.9) on $\mathcal{V}$. The inclusion $\operatorname{Pin}(V, g) \subset C l(V, g) \subset \mathbb{C} l(V, g)$ followed by (2.14) gives the representation

$$
\begin{equation*}
\rho: \operatorname{Pin}(V, g) \longrightarrow \operatorname{Aut}(S(V, g, J)) . \tag{3.13}
\end{equation*}
$$

Proposition 3.3. The representation $\rho$ of $\operatorname{Pin}(V, g)$ is irreducible and unitary.
Proof. Since the $\mathbb{C}$-subalgebra of $\mathbb{C} l(V, g)$ generated by $\operatorname{Pin}(V, g)$ is all of $\mathbb{C} l(V, g)$, the irreducibility follows from the fact that $\mu$ in (2.14) is an isomorphism. For unitarity, it follows from (2.11) that $\mu(v)$ is self-adjoint for $v \in V$; by (2.12), $\mu(v)^{2}=|v|^{2} I$, so $v \in V,|v|=1$ implies that $\rho(v)$ is unitary, and unitarity of $\rho$ on $\operatorname{Pin}(V, g)$ follows.

The restriction of $\rho$ to $\operatorname{Spin}(V, g)$ is not irreducible. In fact, set

$$
\begin{equation*}
S_{+}(V, g, J)=\Lambda_{\mathbb{C}}^{\text {even }} \mathcal{V}, \quad S_{-}(V, g, J)=\Lambda_{\mathbb{C}}^{\text {odd }} \mathcal{V} \tag{3.14}
\end{equation*}
$$

Under $\rho$, the action of $\operatorname{Spin}(V, g)$ preserves both $S_{+}$and $S_{-}$. In fact, we have (2.14) restricting to

$$
\begin{equation*}
\mu: \mathbb{C} l^{0}(V, g) \longrightarrow \operatorname{End}_{\mathbb{C}}\left(S_{+}(V, g, J)\right) \oplus \operatorname{End}_{\mathbb{C}}\left(S_{-}(V, g, J)\right) \tag{3.15}
\end{equation*}
$$

this map being an isomorphism. On the other hand,

$$
\begin{equation*}
z \in \mathbb{C} l^{1}(V, g) \Longrightarrow \mu(z): S_{ \pm} \longrightarrow S_{\mp} . \tag{3.16}
\end{equation*}
$$

From (3.15) we get representations

$$
\begin{equation*}
D_{1 / 2}^{ \pm}: \operatorname{Spin}(V, g) \longrightarrow \operatorname{Aut}\left(S_{ \pm}(V, g, J)\right), \tag{3.17}
\end{equation*}
$$

which are irreducible and unitary.
If $V=\mathbb{R}^{2 k}$ with its standard Euclidean metric, standard orthonormal basis $e_{1}, \ldots, e_{2 k}$, we impose the complex structure $J e_{i}=e_{i+k}, J e_{i+k}=-e_{i}, 1 \leq$ $i \leq k$, and set

$$
\begin{equation*}
S(2 k)=S\left(\mathbb{R}^{2 k},| |^{2}, J\right), \quad S_{ \pm}(2 k)=S_{ \pm}\left(\mathbb{R}^{2 k},| |^{2}, J\right) \tag{3.18}
\end{equation*}
$$

Then (3.17) defines representations

$$
\begin{equation*}
D_{1 / 2}^{ \pm}: \operatorname{Spin}(2 k) \longrightarrow \operatorname{Aut}\left(S_{ \pm}(2 k)\right) \tag{3.19}
\end{equation*}
$$

We now consider the odd dimensional case. If $V=\mathbb{R}^{2 k-1}$, we use the isomorphism

$$
\begin{equation*}
C l(2 k-1) \longrightarrow C l^{0}(2 k) \tag{3.20}
\end{equation*}
$$

produced by the map

$$
\begin{equation*}
v \mapsto v e_{2 k}, \quad v \in \mathbb{R}^{2 k-1} . \tag{3.21}
\end{equation*}
$$

Then the inclusion $\operatorname{Spin}(2 k-1) \subset C l(2 k-1)$ composed with (3.20) gives an inclusion

$$
\begin{equation*}
\operatorname{Spin}(2 k-1) \hookrightarrow \operatorname{Spin}(2 k) . \tag{3.22}
\end{equation*}
$$

Composing with $D_{1 / 2}^{+}$from (3.19) gives a representation

$$
\begin{equation*}
D_{1 / 2}^{+}: \operatorname{Spin}(2 k-1) \longrightarrow \text { Aut } S_{+}(2 k) . \tag{3.23}
\end{equation*}
$$

We also have a representation $D_{1 / 2}^{-}$of $\operatorname{Spin}(2 k-1)$ on $S_{-}(2 k)$, but these two representations are equivalent. They are intertwined by the map

$$
\begin{equation*}
\mu\left(e_{2 k}\right): S_{+}(2 k) \rightarrow S_{-}(2 k) \tag{3.24}
\end{equation*}
$$

We now study spinor bundles on an oriented Riemannian manifold $M$, with metric tensor $g$. Over $M$ lies the bundle of oriented orthonormal frames,

$$
\begin{equation*}
P \longrightarrow M \tag{3.25}
\end{equation*}
$$

a principal $\operatorname{SO}(n)$-bundle, $n=\operatorname{dim} M$. A spin structure on $M$ is a "lift,"

$$
\begin{equation*}
\tilde{P} \longrightarrow M \tag{3.26}
\end{equation*}
$$

a principal $\operatorname{Spin}(n)$-bundle, such that $\tilde{P}$ is a double covering of $P$ in such a way that the action of $\operatorname{Spin}(n)$ on the fibers of $\tilde{P}$ is compatible with the action of $\mathrm{SO}(n)$ on the fibers of $P$, via the covering homomorphism $\tau: \operatorname{Spin}(n) \rightarrow \mathrm{SO}(n)$. Endowed with such a spin structure, $M$ is called a spin manifold. There are topological obstructions to the existence of a spin structure, which we will not discuss here (see [LM]). It turns out that there is a naturally defined element of $\mathcal{H}^{2}\left(M, \mathbb{Z}_{2}\right)$ whose vanishing guarantees the existence of a lift, and when such lifts exist, equivalence classes of such lifts are parameterized by elements of $\mathcal{H}^{1}\left(M, \mathbb{Z}_{2}\right)$.

Given a spin structure as in (3.26), spinor bundles are constructed via the representations of $\operatorname{Spin}(n)$ described above. Two cases arise, depending on whether $n=\operatorname{dim} M$ is even or odd. If $n=2 k$, we form the bundle of spinors

$$
\begin{equation*}
S(\tilde{P})=\tilde{P} \times_{\rho} S(2 k) \tag{3.27}
\end{equation*}
$$

where $\rho=D_{1 / 2}^{+} \oplus D_{1 / 2}^{-}$is the sum of the representations in (3.19); this is a sum of the two vector bundles

$$
\begin{equation*}
S_{ \pm}(\tilde{P})=\tilde{P} \times_{D_{1 / 2}^{ \pm}} S_{ \pm}(2 k) \tag{3.28}
\end{equation*}
$$

Recall that, as in $\S 6$ of Appendix C, on Connections and Curvature, the sections of $S(\tilde{P})$ are in natural correspondence with the functions $f$ on $\tilde{P}$, taking values in the vector space $S(2 k)$, which satisfy the compatibility conditions

$$
\begin{equation*}
f(p \cdot g)=\rho(g)^{-1} f(p), \quad p \in \tilde{P}, g \in \operatorname{Spin}(2 k) \tag{3.29}
\end{equation*}
$$

where we write the $\operatorname{Spin}(n)$-action on $\tilde{P}$ as a right action.
Recall that $S(2 k)$ is a $C l(2 k)$-module, via (2.13). This result extends to the bundle level.

Proposition 3.4. The spinor bundle $S(\tilde{P})$ is a natural $C l(M)$-module.
Proof. Given a section $u$ of $C l(M)$ and a section $\varphi$ of $S(\tilde{P})$, we need to define $u \cdot \varphi$ as a section of $S(\tilde{P})$. We regard $u$ as a function on $\tilde{P}$ with values in $C l(n)$ and $\varphi$ as a function on $\tilde{P}$ with values in $S(n)$. Then $u \cdot \varphi$ is a function on $\tilde{P}$ with values in $S(n)$; we need to verify the compatibility condition (3.29). Indeed, for $p \in \tilde{P}, g \in \operatorname{Spin}(2 k)$,

$$
\begin{align*}
u \cdot \varphi\left(p \cdot g^{-1}\right) & =\tau(g) u(p) \cdot \rho(g) \varphi(p) \\
& =g u(p) g^{\#} g \varphi(p)  \tag{3.30}\\
& =g u(p) \cdot \varphi(p)
\end{align*}
$$

since $g g^{\#}=1$ for $g \in \operatorname{Spin}(n)$. This completes the proof.
Whenever $(M, g)$ is an oriented Riemannian manifold, the Levi-Civita connection provides a connection on the principal $\mathrm{SO}(n)$-bundle of frames $P$. If $M$ has a spin structure, this choice of horizontal space for $P$ lifts in a unique natural fashion to provide a connection on $\tilde{P}$. Thus the spinor bundle constructed above has a natural connection, which we will call the Dirac-Levi-Civita connection.

Proposition 3.5. The Dirac-Levi-Civita connection $\nabla$ on $S(\tilde{P})$ is a Clifford connection.

Proof. Clearly, $\nabla$ is a metric connection, since the representation $\rho$ of $\operatorname{Spin}(2 k)$ on $S(2 k)$ is unitary. It remains to verify the compatibility condition (1.36), namely,

$$
\begin{equation*}
\nabla_{X}(v \cdot \varphi)=\left(\nabla_{X} v\right) \cdot \varphi+v \cdot \nabla_{X} \varphi \tag{3.31}
\end{equation*}
$$

for a vector field $X$, a 1 -form $v$, and a section $\varphi$ of $S(\tilde{P})$. To see this, we first note that as stated in (3.30), the bundle $C l(M)$ can be obtained from $\tilde{P} \rightarrow M$ as $\tilde{P} \times{ }_{\kappa} C l(2 k)$, where $\kappa$ is the representation of $\operatorname{Spin}(2 k)$ on $C l(2 k)$ given by $\kappa(g) w=g w g^{\#}$. Furthermore, $T^{*} M$ can be regarded as a subbundle of $C l(M)$, obtained from $\tilde{P} \times{ }_{\kappa} \mathbb{R}^{2 k}$ with the same formula for $\kappa$. The connection on $T^{*} M$ obtained from that on $\tilde{P}$ is identical to the usual connection on $T^{*} M$ defined via the Levi-Civita formula. Given this, (3.31) is a straightforward derivation identity.

Using the prescription (1.31)-(1.33), we can define the Dirac operator on a Riemannian manifold of dimension $2 k$, with a spin structure:

$$
\begin{equation*}
D: C^{\infty}(M, S(\tilde{P})) \longrightarrow C^{\infty}(M, S(\tilde{P})) \tag{3.32}
\end{equation*}
$$

We see that Proposition 1.1 applies; $D$ is symmetric. Note also the grading:

$$
\begin{equation*}
D: C^{\infty}\left(M, S_{ \pm}(\tilde{P})\right) \longrightarrow C^{\infty}\left(M, S_{\mp}(\tilde{P})\right) \tag{3.33}
\end{equation*}
$$

In other words, this Dirac operator is of the form (1.3).
On a Riemannian manifold of dimension $2 k$ with a spin structure $\tilde{P} \rightarrow M$, let $F \rightarrow M$ be another vector bundle. Then the tensor product $E=S(\tilde{P}) \otimes F$ is a $C l(M)$-module in a natural fashion. If $F$ has a connection, then $E$ gets a natural product connection. Then the construction (1.31)-(1.33) yields an operator $D_{F}$ of Dirac type on sections of $E$; in fact

$$
\begin{equation*}
D_{F}: C^{\infty}\left(M, E_{ \pm}\right) \longrightarrow C^{\infty}\left(M, E_{\mp}\right), \quad E_{ \pm}=S_{ \pm}(\tilde{P}) \otimes F \tag{3.34}
\end{equation*}
$$

If $F$ has a metric connection, then $E$ gets a Clifford connection. The operator $D_{F}$ is called a twisted Dirac operator. Sometimes it will be convenient to distinguish notationally the two pieces of $D_{F}$; we write

$$
\begin{align*}
& D_{F}^{+}: C^{\infty}\left(M, E_{+}\right) \longrightarrow C^{\infty}\left(M, E_{-}\right)  \tag{3.35}\\
& D_{F}^{-}: C^{\infty}\left(M, E_{-}\right) \longrightarrow C^{\infty}\left(M, E_{+}\right)
\end{align*}
$$

When $\operatorname{dim} M=2 k-1$ is odd, we use the representation (3.23) to form the bundle of spinors

$$
S_{+}(\tilde{P})=\tilde{P} \times_{D_{1 / 2}^{+}} S_{+}(2 k)
$$

The inclusion $C l(2 k-1) \hookrightarrow C l^{0}(2 k)$ defined by (3.20)-(3.21) makes $S_{+}(2 k)$ a $C l(2 k-1)$-module, and analogues of Propositions 3.4 and 3.5 hold. Hence there
arises a Dirac operator, $D: C^{\infty}\left(M, S_{+}(\tilde{P})\right) \rightarrow C^{\infty}\left(M, S_{+}(\tilde{P})\right)$. Twisted Dirac operators also arise; however, in place of (3.34), we have $D_{F}: C^{\infty}\left(M, E_{+}\right) \rightarrow$ $C^{\infty}\left(M, E_{+}\right)$, with $E_{+}=S_{+}(\tilde{P}) \otimes F$.

## Exercises

1. Verify that the map (3.15) is an isomorphism and that the representations (3.17) of $\operatorname{Spin}(V, g)$ are irreducible when $\operatorname{dim} V=2 k$.
2. Let $v$ be as in Exercises $1-4$ of $\S 2$, with $n=2 k$. Show that
a) the center of $\operatorname{Spin}(V, g)$ consists of $\{1,-1, \nu,-v\}$,
b) $\mu(\nu)$ leaves $S_{+}$and $S_{-}$invariant,
c) $\mu(v)$ commutes with the action of $C l^{0}(V, g)$ under $\mu$, hence with the representations $D_{1 / 2}^{ \pm}$of $\operatorname{Spin}(V, g)$,
d) $\mu(v)$ acts as a pair of scalars on $S_{+}$and $S_{-}$, respectively. These scalars are the two square roots of $(-1)^{k}$.
3. Calculate $\mu(\nu) \cdot 1$ directly, making use of the definition (2.11). Hence match the scalars in exercise 2 d ) to $S_{+}$and $S_{-}$. (Hint: $\mu\left(e_{k+1} \cdots e_{2 k}\right) \cdot 1=(-i)^{k} e_{k+1} \wedge \cdots \wedge$ $e_{2 k}$ in $\Lambda_{\mathbb{C}}^{k} \mathcal{V}$. Using $e_{j+k}=i e_{j}$ in $\mathcal{V}$, for $1 \leq j \leq k$, we have

$$
\mu(\nu) \cdot 1=\mu\left(e_{1} \cdots e_{k}\right)\left(e_{1} \wedge \cdots \wedge e_{k}\right),
$$

and there are $k$ interior products to compute.)
4. Show that $C l^{[2]}(V, g)$, with the Lie algebra structure (2.19), is naturally isomorphic to the Lie algebra of $\operatorname{Spin}(V, g)$. In fact, if $\left(a_{j k}\right)$ is a real, antisymmetric matrix, in the Lie algebra of $\operatorname{SO}(n)$, which is the same as that of $\operatorname{Spin}(n)$, show that there is the correspondence

$$
A=\left(a_{j k}\right) \mapsto \frac{1}{4} \sum a_{j k} e_{j} e_{k}=\kappa(A) .
$$

In particular, show that $\kappa\left(A_{1} A_{2}-A_{2} A_{1}\right)=\kappa\left(A_{1}\right) \kappa\left(A_{2}\right)-\kappa\left(A_{2}\right) \kappa\left(A_{1}\right)$.
5. If $X$ is a spin manifold and $M \subset X$ is an oriented submanifold of codimension 1 , show that $M$ has a spin structure. Deduce that an oriented hypersurface in $\mathbb{R}^{n}$ has a spin structure.

## 4. Weitzenbock formulas

Let $E \rightarrow M$ be a Hermitian vector bundle with a metric connection $\nabla$. Suppose $E$ is also a $C l(M)$-module and that $\nabla$ is a Clifford connection. If we consider the Dirac-type operator $D: C^{\infty}(M, E) \rightarrow C^{\infty}(M, E)$ and the covariant derivative $\nabla: C^{\infty}(M, E) \rightarrow C^{\infty}\left(M, T^{*} \otimes E\right)$, then $D^{2}$ and $\nabla^{*} \nabla$ are operators on $C^{\infty}(M, E)$ with the same principal symbol. It is of interest to examine their difference, clearly a differential operator of order $\leq 1$. In fact, the difference has order 0 . This can be seen in principle from the following considerations. From Exercise 4 of $\S 1$, we have

$$
\begin{equation*}
D^{2}(f \varphi)=f D^{2} \varphi-2 \nabla_{\operatorname{grad} f} \varphi-(\Delta f) \varphi \tag{4.1}
\end{equation*}
$$

when $\varphi \in C^{\infty}(M, E), f$ a scalar function. Similarly, we compute $\nabla^{*} \nabla(f \varphi)$. The derivation property of $\nabla$ implies

$$
\begin{equation*}
\nabla(f \varphi)=f \nabla \varphi+d f \otimes \varphi \tag{4.2}
\end{equation*}
$$

To apply $\nabla^{*}$ to this, first a short calculation gives

$$
\begin{equation*}
\nabla^{*} f(u \otimes \varphi)=f \nabla^{*}(u \otimes \varphi)-\langle d f, u\rangle \varphi \tag{4.3}
\end{equation*}
$$

for $u \in C^{\infty}\left(M, T^{*}\right), \varphi \in C^{\infty}(M, E)$, and hence

$$
\begin{equation*}
\nabla^{*}(f \nabla \varphi)=f \nabla^{*} \nabla \varphi-\nabla_{\operatorname{grad} f} \varphi \tag{4.4}
\end{equation*}
$$

This gives $\nabla^{*}$ applied to the first term on the right side of (4.2). To apply $\nabla^{*}$ to the other term, we can use the identity (see Appendix C, (1.35))

$$
\begin{equation*}
\nabla^{*}(u \otimes \varphi)=-\nabla_{U} \varphi-(\operatorname{div} U) \varphi \tag{4.5}
\end{equation*}
$$

where $U$ is the vector field corresponding to $u$ via the metric on $M$. Hence

$$
\begin{equation*}
\nabla^{*}(d f \otimes \varphi)=-\nabla_{\operatorname{grad} f} \varphi-(\Delta f) \varphi \tag{4.6}
\end{equation*}
$$

Then (4.6) and (4.4) applied to (4.2) gives

$$
\begin{equation*}
\nabla^{*} \nabla(f \varphi)=f \nabla^{*} \nabla \varphi-2 \nabla_{\operatorname{grad} f} \varphi-(\Delta f) \varphi \tag{4.7}
\end{equation*}
$$

Comparing (4.1) and (4.7), we have

$$
\begin{equation*}
\left(D^{2}-\nabla^{*} \nabla\right)(f \varphi)=f\left(D^{2}-\nabla^{*} \nabla\right) \varphi \tag{4.8}
\end{equation*}
$$

which implies $D^{2}-\nabla^{*} \nabla$ has order zero, hence is given by a bundle map on $E$. We now derive the Weitzenbock formula for what this difference is.

Proposition 4.1. If $E \rightarrow M$ is a $C l(M)$-module with Clifford connection and associated Dirac-type operator $D$, then, for $\varphi \in C^{\infty}(M, E)$,

$$
\begin{equation*}
D^{2} \varphi=\nabla^{*} \nabla \varphi-\sum_{j>k} v_{k} v_{j} K\left(e_{k}, e_{j}\right) \varphi \tag{4.9}
\end{equation*}
$$

where $\left\{e_{j}\right\}$ is a local orthonormal frame of vector fields, with dual frame field $\left\{v_{j}\right\}$, and $K$ is the curvature tensor of $(E, \nabla)$.

Proof. Starting with $D \varphi=i \sum v_{j} \nabla_{e_{j}} \varphi$, we obtain

$$
\begin{align*}
D^{2} \varphi & =-\sum_{j, k} v_{k} \nabla_{e_{k}}\left(v_{j} \nabla_{e_{j}} \varphi\right) \\
& =-\sum_{j, k} v_{k}\left[v_{j} \nabla_{e_{k}} \nabla_{e_{j}} \varphi+\left(\nabla_{e_{k}} v_{j}\right) \nabla_{e_{j}} \varphi\right] \tag{4.10}
\end{align*}
$$

using the compatibility condition (1.36). We replace $\nabla_{e_{k}} \nabla_{e_{j}}$ by the Hessian, using the identity

$$
\begin{equation*}
\nabla_{e_{k}, e_{j}}^{2} \varphi=\nabla_{e_{k}} \nabla_{e_{j}} \varphi-\nabla_{\nabla_{e_{k} e_{j}}} \varphi ; \tag{4.11}
\end{equation*}
$$

cf. (2.4) of Appendix C. We obtain

$$
\begin{align*}
D^{2} \varphi= & -\sum_{j, k} v_{k} v_{j} \nabla_{e_{k}, e_{j}}^{2} \varphi \\
& -\sum_{j, k} v_{k}\left[v_{j} \nabla_{\nabla_{e_{k}} e_{j}} \varphi+\left(\nabla_{e_{k}} v_{j}\right) \nabla_{e_{j}} \varphi\right] . \tag{4.12}
\end{align*}
$$

Let us look at each of the two double sums on the right. Using $v_{j}^{2}=1$ and the anticommutator property $v_{k} v_{j}=-v_{j} v_{k}$ for $k \neq j$, we see that the first double sum becomes

$$
\begin{equation*}
-\sum_{j} \nabla_{e_{j}, e_{j}}^{2} \varphi-\sum_{j>k} v_{k} v_{j} K\left(e_{k}, e_{j}\right) \varphi \tag{4.13}
\end{equation*}
$$

since the antisymmetric part of the Hessian is the curvature. This is equal to the right side of (4.9), in light of the formula for $\nabla^{*} \nabla$ established in Proposition 2.1 of Appendix C. As for the remaining double sum in (4.12), for any $p \in M$, we can choose a local orthonormal frame field $\left\{e_{j}\right\}$ such that $\nabla_{e_{j}} e_{k}=0$ at $p$, and then this term vanishes at $p$. This proves (4.9).

We denote the difference $D^{2}-\nabla^{*} \nabla$ by $\mathcal{K}$, so

$$
\begin{equation*}
\left(D^{2}-\nabla^{*} \nabla\right) \varphi=\mathcal{K} \varphi, \quad \mathcal{K} \in C^{\infty}(M, \text { End } E) \tag{4.14}
\end{equation*}
$$

The formula for $\mathcal{K}$ in (4.9) can also be written as

$$
\begin{equation*}
\mathcal{K} \varphi=-\frac{1}{2} \sum_{j, k} v_{k} v_{j} K\left(e_{k}, e_{j}\right) \varphi \tag{4.15}
\end{equation*}
$$

Since a number of formulas that follow will involve multiple summation, we will use the summation convention.

This general formula for $\mathcal{K}$ simplifies further in some important special cases. The first simple example of this will be useful for further calculations.

Proposition 4.2. Let $E=\Lambda^{*} M$, with $C l(M)$-module structure and connection described in $\S 1$, so $\mathcal{K} \in C^{\infty}\left(M\right.$, End $\left.\Lambda^{*}\right)$. In this case,

$$
\begin{equation*}
u \in \Lambda^{1} M \Longrightarrow \mathcal{K} u=\operatorname{Ric}(u) \tag{4.16}
\end{equation*}
$$

Proof. The curvature of $\Lambda^{*} M$ is a sum of curvatures of each factor $\Lambda^{k} M$. In particular, if $\left\{e_{j}, v_{j}\right\}$ is a local dual pair of frame fields,

$$
\begin{equation*}
K\left(e_{i}, e_{j}\right) v_{k}=-R_{\ell i j}^{k} v_{\ell} \tag{4.17}
\end{equation*}
$$

where $R_{\ell i j}^{k}$ are the components of the Riemann tensor, with respect to these frame fields, and we use the summation convention. In light of (4.15), the desired identity (4.16), will hold provided

$$
\begin{equation*}
\frac{1}{2} v_{i} v_{j} v_{\ell} R_{\ell i j}^{k}=\operatorname{Ric}\left(v_{k}\right) \tag{4.18}
\end{equation*}
$$

so it remains to establish this identity. Since, if $(i, j, \ell)$ are distinct, $v_{i} v_{j} v_{\ell}=$ $v_{\ell} v_{i} v_{j}=v_{j} v_{\ell} v_{i}$, and since by Bianchi's first identity

$$
R_{\ell i j}^{k}+R_{j \ell i}^{k}+R_{i j \ell}^{k}=0,
$$

it follows that in summing the left side of (4.18), the sum over $(i, j, \ell)$ distinct vanishes. By antisymmetry of $R^{k} \ell_{i j}$, the terms with $i=j$ vanish. Thus the only contributions arise from $i=\ell \neq j$ and $i \neq \ell=j$. Therefore, the left side of (4.18) is equal to

$$
\begin{equation*}
\frac{1}{2}\left(-v_{j} R_{i i j}^{k}+v_{i} R_{j i j}^{k}\right)=v_{i} R_{j i j}^{k}=\operatorname{Ric}\left(v_{k}\right) \tag{4.19}
\end{equation*}
$$

which completes the proof.
We next derive Lichnerowicz's calculation of $\mathcal{K}$ when $E=S(\tilde{P})$, the spinor bundle of a manifold $M$ with spin structure. First we need an expression for the curvature of $S(\tilde{P})$.
Lemma 4.3. The curvature tensor of the spinor bundle $S(\tilde{P})$ is given by

$$
\begin{equation*}
K\left(e_{i}, e_{j}\right) \varphi=\frac{1}{4} R_{\ell i j}^{k} v_{k} v_{\ell} \varphi \tag{4.20}
\end{equation*}
$$

Proof. This follows from the relation between curvatures on vector bundles and on principal bundles established in Appendix C, $\S 6$, together with the identification of the Lie algebra of $\operatorname{Spin}(n)$ with $C l^{[2]}(n)$ given in Exercise 4 of $\S 3$.

Proposition 4.4. For the spin bundle $S(\tilde{P}), \mathcal{K} \in C^{\infty}(M$, End $S(\tilde{P}))$ is given by

$$
\begin{equation*}
\mathcal{K} \varphi=\frac{1}{4} S \varphi \tag{4.21}
\end{equation*}
$$

where $S$ is the scalar curvature of $M$.
Proof. Using (4.20), the general formula (4.15) yields

$$
\begin{equation*}
\mathcal{K} \varphi=-\frac{1}{8} R_{\ell i j}^{k} v_{i} v_{j} v_{k} v_{\ell} \varphi=\frac{1}{8} v_{i} v_{j} v_{\ell} R_{\ell i j}^{k} v_{k} \varphi \tag{4.22}
\end{equation*}
$$

the last identity holding by the anticommutation relations; note that only the sum over $k \neq \ell$ counts. Now, by (4.18), this becomes

$$
\begin{align*}
\mathcal{K} \varphi & =\frac{1}{4} v_{i} v_{k} R_{j i j}^{k} \varphi \\
& =\frac{1}{4} \operatorname{Ric}_{i i} \varphi \quad \text { (by symmetry) }  \tag{4.23}\\
& =\frac{1}{4} S \varphi
\end{align*}
$$

completing the proof.
We record the generalization of Proposition 4.4 to the case of twisted Dirac operators. We mention that one often sees a different sign before the sum, due to a different sign convention for Clifford algebras.

Proposition 4.5. Let $E \rightarrow M$ have a metric connection $\nabla$, with curvature $R^{E}$. For the twisted Dirac operator on sections of $F=S(\tilde{P}) \otimes E$, the section $\mathcal{K}$ of End $F$ has the form

$$
\begin{equation*}
\mathcal{K} \varphi=\frac{1}{4} S \varphi-\frac{1}{2} \sum_{i, j} v_{i} v_{j} R^{E}\left(e_{i}, e_{j}\right) \varphi \tag{4.24}
\end{equation*}
$$

Proof. Here $R^{E}\left(e_{i}, e_{j}\right)$ is shorthand for $I \otimes R^{E}\left(e_{i}, e_{j}\right)$ acting on $S(\tilde{P}) \otimes E$. This formula is a consequence of the general formula (4.15) and the argument proving Proposition 4.4, since the curvature of $S(\tilde{P}) \otimes E$ is $K \otimes I+I \otimes R^{E}, K$ being the curvature of $S(\tilde{P})$, given by (4.20).

These Weitzenbock formulas will be of use in the following sections. Here we draw some interesting conclusions, due to Bochner and Lichnerowitz.

Proposition 4.6. If $M$ is compact and connected, and the section $\mathcal{K}$ in (4.14)(4.15) has the property that $\mathcal{K} \geq 0$ on $M$ and $\mathcal{K}>0$ at some point, then ker $D=0$.

Proof. This is immediate from

$$
\left(D^{2} \varphi, \varphi\right)=(\mathcal{K} \varphi, \varphi)+\|\nabla \varphi\|_{L^{2}}^{2}
$$

Proposition 4.7. If $M$ is a compact Riemannian manifold with positive Ricci tensor, then $b_{1}(M)=0$, that is, the deRham cohomology group $\mathcal{H}^{1}(M, \mathbb{R})=0$.

Proof. Via Hodge theory, we want to show that if $u \in \Lambda^{1}(M)$ and $d u=d^{*} u=0$, then $u=0$. This hypothesis implies $D u=0$, where $D$ is the Dirac-type operator dealt with in Proposition 4.2. Consequently we have, for a 1-form $u$ on $M$,

$$
\begin{equation*}
\|D u\|_{L^{2}}^{2}=(\operatorname{Ric}(u), u)+\|\nabla u\|_{L^{2}}^{2} \tag{4.25}
\end{equation*}
$$

so the result follows.
Proposition 4.8. If $M$ is a compact, connected Riemannian manifold with a spin structure whose scalar curvature is $\geq 0$ on $M$ and $>0$ at some point, then $M$ has no nonzero harmonic spinors, that is, $\operatorname{ker} D=0$ in $C^{\infty}(M, S(\tilde{P}))$.

Proof. In light of (4.21), this is a special case of Proposition 4.6.

## Exercises

1. Let $\Delta$ be the Laplace operator on functions ( 0 -forms) on a compact Riemannian manifold $M, \Delta_{k}$ the Hodge Laplacian on $k$-forms. If $\operatorname{Spec}(-\Delta)$ consists of $0=\lambda_{0}<\lambda_{1} \leq$ $\lambda_{2} \leq \cdots$, show that $\lambda_{1} \in \operatorname{Spec}\left(-\Delta_{1}\right)$.
2. If Ric $\geq c_{0} I$ on $M$, show that $\lambda_{1} \geq c_{0}$.
3. Recall the deformation tensor of a vector field $u$ :

$$
\operatorname{Def} u=\frac{1}{2} \mathcal{L}_{u} g=\frac{1}{2}\left(\nabla u+\nabla u^{t}\right), \quad \text { Def }: C^{\infty}(M, T) \rightarrow C^{\infty}\left(M, S^{2}\right) .
$$

Show that

$$
\operatorname{Def}^{*} v=-\operatorname{div} v,
$$

where $(\operatorname{div} v)^{j}=v^{j k}{ }_{; k}$. Establish the Weitzenbock formula

$$
\begin{equation*}
2 \operatorname{div} \operatorname{Def} u=-\nabla^{*} \nabla u+\operatorname{grad} \operatorname{div} u+\operatorname{Ric}(u) . \tag{4.26}
\end{equation*}
$$

The operator div on the right is the usual divergence operator on vector fields. (This formula will appear again in Chap. 17, in the study of the Navier-Stokes equation.)
4. Suppose $M$ is a compact, connected Riemannian manifold, whose Ricci tensor satisfies

$$
\begin{equation*}
\operatorname{Ric}(x) \leq 0 \text { on } M, \quad \operatorname{Ric}\left(x_{0}\right)<0, \text { for some } x_{0} \in M . \tag{4.27}
\end{equation*}
$$

Show that the operator Def is injective, so there are no nontrivial Killing fields on $M$, hence no nontrivial one-parameter groups of isometries. (Hint: From (4.26), we have

$$
\begin{equation*}
\left.2\|\operatorname{Def} u\|_{L^{2}}^{2}=\|\nabla u\|_{L^{2}}^{2}+\|\operatorname{div} u\|^{2}-(\operatorname{Ric}(u), u)_{L^{2}} .\right) \tag{4.28}
\end{equation*}
$$

5. As shown in (3.39) of Chap. 2, the equation of a conformal Killing field on an $n$-dimensional Riemannian manifold $M$ is

$$
\begin{equation*}
\operatorname{Def} X-\frac{1}{n}(\operatorname{div} X) g=0 \tag{4.29}
\end{equation*}
$$

Note that the left side is the trace-free part of Def $X \in C^{\infty}\left(M, S^{2} T^{*}\right)$. Denote it by $\mathcal{D}_{\text {TF }} X$. Show that

$$
\begin{equation*}
\mathcal{D}_{T F}^{*}=-\left.\operatorname{div}\right|_{S_{0}^{2} T^{*}}, \quad \mathcal{D}_{T F}^{*} \mathcal{D}_{T F} X=-\operatorname{div} \operatorname{Def} X+\frac{1}{n}(\operatorname{grad} \operatorname{div} X) \tag{4.30}
\end{equation*}
$$

where $S_{0}^{2} T^{*}$ is the trace-free part of $S^{2} T^{*}$. Show that

$$
\begin{equation*}
\left\|\mathcal{D}_{T F} X\right\|_{L^{2}}^{2}=\frac{1}{2}\|\nabla X\|_{L^{2}}^{2}+\left(\frac{1}{2}-\frac{1}{n}\right)\|\operatorname{div} X\|_{L^{2}}^{2}-\frac{1}{2}(\operatorname{Ric}(X), X)_{L^{2}} . \tag{4.31}
\end{equation*}
$$

Deduce that if $M$ is compact and satisfies (4.27), then $M$ has no nontrivial oneparameter group of conformal diffeomorphisms.
6. Show that if $M$ is a compact Riemannian manifold which is Ricci flat (i.e., Ric $=0$ ), then every conformal Killing field is a Killing field, and the dimension of the space of Killing fields is given by

$$
\begin{equation*}
\operatorname{dim}_{\mathbb{R}} \operatorname{ker} \operatorname{Def}=\operatorname{dim} \mathcal{H}^{1}(M, \mathbb{R}) \tag{4.32}
\end{equation*}
$$

(Hint: Combine (4.25) and (4.28).)
7. Suppose $\operatorname{dim} M=2$ and $M$ is compact and connected. Show that, for $u \in$ $C^{\infty}\left(M, S_{0}^{2} T^{*}\right)$,

$$
\left\|\mathcal{D}_{T F}^{*} u\right\|_{L^{2}}^{2}=\frac{1}{2}\|\nabla u\|_{L^{2}}^{2}+\int_{M} K|u|^{2} d V
$$

where $K$ is the Gauss curvature. Deduce that if $K \geq 0$ on $M$, and $K\left(x_{0}\right)>0$ for some $x_{0} \in M$, then Ker $\mathcal{D}_{T F}^{*}=0$. Compare with Exercises 6-8 of $\S 10$.
8. If $u$ and $v$ are vector fields on a Riemannian manifold $M$, show that

$$
\begin{equation*}
\operatorname{div} \nabla_{u} v=\nabla_{u}(\operatorname{div} v)+\operatorname{Tr}((\nabla u)(\nabla v))-\operatorname{Ric}(u, v) \tag{4.33}
\end{equation*}
$$

Compare with formula (3.17) in Chap. 17, on the Euler equation. Relate this identity to the Weitzenbock formula for $\Delta$ on 1-forms (a special case of Proposition 4.2).

## 5. Index of Dirac operators

If $D: C^{\infty}\left(M, E_{0}\right) \rightarrow C^{\infty}\left(M, E_{1}\right)$ is an elliptic, first-order differential operator between sections of vector bundles $E_{0}$ and $E_{1}$ over a compact manifold $M$, then, as we have seen, $D: H^{k+1}\left(M, E_{0}\right) \rightarrow H^{k}\left(M, E_{1}\right)$ is Fredholm, for any real $k$. Furthermore, ker $D$ is a finite-dimensional subspace of $C^{\infty}\left(M, E_{0}\right)$, independent of $k$, and $D^{*}: H^{-k}\left(M, E_{1}\right) \rightarrow H^{-k-1}\left(M, E_{0}\right)$ has the same properties. A quantity of substantial importance is the index of $D$ :

$$
\begin{equation*}
\text { Index } D=\operatorname{dim} \operatorname{ker} D-\operatorname{dim} \operatorname{ker} D^{*} \tag{5.1}
\end{equation*}
$$

In this section and the next we derive a formula for this index, due to Atiyah and Singer. Later sections will consider a few applications of this formula.

One basic case for such index theorems is that of twisted Dirac operators. Thus, let $F \rightarrow M$ be a vector bundle with metric connection, over a compact Riemannian manifold $M$ with a spin structure. Assume $\operatorname{dim} M=n=2 k$ is even. The twisted Dirac operator constructed in $\S 3$ in particular gives an elliptic operator

$$
\begin{equation*}
D_{F}: C^{\infty}\left(M, S_{+}(\tilde{P}) \otimes F\right) \longrightarrow C^{\infty}\left(M, S_{-}(\tilde{P}) \otimes F\right) \tag{5.2}
\end{equation*}
$$

The Atiyah-Singer formula for the index of this operator is given as follows.
Theorem 5.1. If $M$ is a compact Riemannian manifold of dimension $n=2 k$ with spin structure and $D_{F}$ the twisted Dirac operator (5.2), then

$$
\begin{equation*}
\text { Index } D_{F}=\langle\hat{A}(M) \operatorname{Ch}(F),[M]\rangle \tag{5.3}
\end{equation*}
$$

What is meant by the right side of (5.3) is the following. $\hat{A}(M)$ and $\mathrm{Ch}(F)$ are certain characteristic classes; each is a sum of even-order differential forms on $M$, computed from the curvatures of $S(\tilde{P})$ and $F$, respectively. We will derive explicit formulas for what these are in the course of the proof of this theorem, in the next section, so we will not give the formulas here. The pairing with $M$ indicated in (5.3) is the integration over $M$ of the form of degree $2 k=n$ arising in the product $\hat{A}(M) \mathrm{Ch}(F)$.

The choice of notation in $\hat{A}(M)$ and $\mathrm{Ch}(F)$ indicates an independence of such particulars as the choice of Riemannian metric on $M$ and of connection on $F$. This is part of the nature of characteristic classes, at least after integration is performed; for a discussion of this, see $\S 7$ of Appendix C. There is also a simple direct reason why Index $D_{F}$ does not depend on such choices. Namely, any two Riemannian metrics on $M$ can be deformed to each other, and any two connections on $F$ can be deformed to each other. The invariance of the index of $D_{F}$ is thus a special case of the following.

Proposition 5.2. If $D_{s}, 0 \leq s \leq 1$, is a continuous family of elliptic differential operators $D_{s}: C^{\infty}\left(M, E_{0}\right) \rightarrow C^{\infty}\left(M, E_{1}\right)$ of first order, then Index $D_{s}$ is independent of $s$.

Proof. We have a norm-continuous family of Fredholm operators $D_{s}$ : $H^{1}\left(M, E_{0}\right) \rightarrow L^{2}\left(M, E_{1}\right)$; the constancy of the index of any continuous family of Fredholm operators is proved in Appendix A, Proposition 7.4.

The proof of Theorem 5.1 will be via the heat-equation method, involving a comparison of the spectra of $D^{*} D$ and $D D^{*}$, self-adjoint operators on $L^{2}\left(M, E_{0}\right)$ and $L^{2}\left(M, E_{1}\right)$, respectively. As we know, since $D^{*} D=L_{0}$ and $D D^{*}=L_{1}$ are both elliptic and self-adjoint, they have discrete spectra, with eigenspaces of finite dimension, contained in $C^{\infty}\left(M, E_{j}\right)$, say

$$
\begin{equation*}
\operatorname{Eigen}\left(L_{j}, \lambda\right)=\left\{u \in C^{\infty}\left(M, E_{j}\right): L_{j} u=\lambda u\right\} \tag{5.4}
\end{equation*}
$$

We have the following result:
Proposition 5.3. The spectra of $L_{0}$ and $L_{1}$ are discrete subsets of $[0, \infty)$ which coincide, except perhaps at 0 . All nonnero eigenvalues have the same finite multiplicity.

Proof. It is easy to see that for each $\lambda \in[0, \infty), D: \operatorname{Eigen}\left(L_{0}, \lambda\right) \rightarrow$ $\operatorname{Eigen}\left(L_{1}, \lambda\right)$ and $D^{*}: \operatorname{Eigen}\left(L_{1}, \lambda\right) \rightarrow \operatorname{Eigen}\left(L_{0}, \lambda\right)$. For $\lambda \neq 0, D$ and $\lambda^{-1} D^{*}$ are inverses of each other on these spaces.

We know from the spectral theory of Chap. 8 that $\varphi\left(L_{0}\right)$ and $\varphi\left(L_{1}\right)$ are trace class for any $\varphi \in \mathcal{S}(\mathbb{R})$. We hence have the following.

Proposition 5.4. For any $\varphi \in \mathcal{S}(\mathbb{R})$, with $\varphi(0)=1$,

$$
\begin{equation*}
\text { Index } D=\operatorname{Tr} \varphi\left(D^{*} D\right)-\operatorname{Tr} \varphi\left(D D^{*}\right) \tag{5.5}
\end{equation*}
$$

In particular, for any $t>0$,

$$
\begin{equation*}
\text { Index } D=\operatorname{Tr} e^{-t D^{*} D}-\operatorname{Tr} e^{-t D D^{*}} \tag{5.6}
\end{equation*}
$$

Now, whenever $D$ is of Dirac type, so $D^{*} D=L_{0}$ and $D D^{*}=L_{1}$ have scalar principal symbol, results of Chap. 7 show that

$$
\begin{equation*}
e^{-t L_{j}} u(x)=\int_{M} k_{j}(t, x, y) u(y) d V(y), \tag{5.7}
\end{equation*}
$$

with

$$
\begin{equation*}
k_{j}(t, x, x) \sim t^{-n / 2}\left[a_{j 0}(x)+a_{j 1}(x) t+\cdots+a_{j \ell}(x) t^{\ell}+\cdots\right], \tag{5.8}
\end{equation*}
$$

as $t \searrow 0$, with $a_{j} \in C^{\infty}\left(M\right.$, End $\left.E_{j}\right)$, so

$$
\begin{equation*}
\operatorname{Tr} e^{-t L_{j}} \sim t^{-n / 2}\left(b_{j 0}+b_{j 1} t+\cdots+b_{j \ell} t^{\ell}+\cdots\right) \tag{5.9}
\end{equation*}
$$

with

$$
\begin{equation*}
b_{j \ell}=\int_{M} \operatorname{Tr} a_{j \ell}(x) d V(x) . \tag{5.10}
\end{equation*}
$$

In light of (5.6), we have the following result:
Proposition 5.5. If $D$ is of Dirac type on $M$, of dimension $n=2 k$, then

$$
\begin{equation*}
\text { Index } D=b_{0 k}-b_{1 k}=\int_{M} \operatorname{Tr}\left[a_{0 k}(x)-a_{1 k}(x)\right] d V(x) \tag{5.11}
\end{equation*}
$$

where $a_{j \ell}$ are the coefficients in (5.8).
We remark that these calculations are valid for $\operatorname{dim} M=n$ odd. In that case, there is no coefficient of $t^{0}$ in (5.8) or (5.9), so the identity (5.6) implies Index $D=0$ for $\operatorname{dim} M$ odd. In fact, this holds for any elliptic differential operator, not necessarily of Dirac type. On the other hand, if $\operatorname{dim} M$ is odd, there exist elliptic pseudodifferential operators on $M$ with nonzero index.

We will establish the Atiyah-Singer formula (5.3) in the next section by showing that, for a twisted Dirac operator $D_{F}$, the $2 k$-form part of the right side of the formula (5.3), with $\hat{A}(M)$ and $C h(F)$ given by curvatures in an appropriate fashion, is equal pointwise on $M$ to the integrand in (5.11). Such an identity is called a local index formula.

## 6. Proof of the local index formula

Let $D_{F}$ be a twisted Dirac operator on a compact spin manifold, as in (5.2). If $L_{0}=D_{F}^{*} D_{F}$ and $L_{1}=D_{F} D_{F}^{*}$, we saw in $\S 5$ that, for all $t>0$,

$$
\begin{equation*}
\text { Index } D_{F}=\int_{M}\left[\operatorname{Tr} k_{0}(t, x, x)-\operatorname{Tr} k_{1}(t, x, x)\right] d V(x) \text {, } \tag{6.1}
\end{equation*}
$$

where $k_{j}(t, x, y)$ are the Schwartz kernels of the operators $e^{-t L_{j}}$. In the index formula stated in (5.3), $\hat{A}(M)$ and $C h(F)$ are to be regarded as differential forms on $M$, arising in a fashion we will specify later in this section, from curvature forms given by the spin structure on $M$ and a connection on $F$; the product is the wedge product of forms. The following is the local index formula, which refines (5.3).

Theorem 6.1. For the twisted Dirac operator $D_{F}$, we have the pointwise identity

$$
\begin{equation*}
\lim _{t \rightarrow 0}\left[\operatorname{Tr} k_{0}(t, x, x)-\operatorname{Tr} k_{1}(t, x, x)\right] d V=\{\hat{A}(M) \wedge C h(F)\}_{n} \tag{6.2}
\end{equation*}
$$

where $\{\beta\}_{n}$ denotes the component of degree $n=\operatorname{dim} M$ of a differential form $\beta$, and $d V$ denotes the volume form of the oriented manifold $M$.

We first obtain a formula for the difference in the traces of $k_{0}(t, x, x)$ and of $k_{1}(t, x, x)$, which are elements of $\operatorname{End}\left(\left(S_{ \pm}\right)_{x} \otimes F_{x}\right)$. It is convenient to put these together, and consider

$$
K=\left(\begin{array}{cc}
k_{0} & 0  \tag{6.3}\\
0 & k_{1}
\end{array}\right) \in \operatorname{End}(S \otimes F)
$$

where $S=S_{+} \oplus S_{-}$, and we have dropped $x$ and $t$. Using the isomorphism (2.14), $\mu: \mathbb{C} l(2 k) \rightarrow$ End $S$, we can write

$$
\begin{equation*}
\operatorname{End}(S \otimes F)=\mathbb{C} l(2 k) \otimes \operatorname{End}(F) \tag{6.4}
\end{equation*}
$$

We will suppose $\operatorname{dim} M=n=2 k$. In other words, we can think of an element of $\operatorname{End}(S \otimes F)$ as a combination of elements of the Clifford algebra, whose coefficients are linear transformations on $F$. Since (6.3) preserves $S_{+} \otimes F$ and $S_{-} \otimes F$, we have

$$
\begin{equation*}
K \in \mathbb{C} l^{0}(2 k) \otimes \operatorname{End}(F) \tag{6.5}
\end{equation*}
$$

For $K$ of the form (6.3), the difference $\operatorname{Tr} k_{0}-\operatorname{Tr} k_{1}$ is called the "supertrace" of $K$, written

$$
\operatorname{Str} K=\operatorname{Tr}(\varepsilon K), \quad \text { with } \varepsilon=\left(\begin{array}{cc}
1 & 0  \tag{6.6}\\
0 & -1
\end{array}\right) .
$$

The first key step in establishing (6.2) is the following identity, which arose in the work of F. Berezin [Ber] and V. Patodi [Pt1]. Define the map

$$
\begin{equation*}
\tau: \mathbb{C} l(2 k) \longrightarrow \mathbb{C} \tag{6.7}
\end{equation*}
$$

to be the evaluation of the coefficient of the "volume element" $v=e_{1} \cdots e_{2 k}$, introduced in Exercises 1-4 of §2. Similarly define

$$
\begin{equation*}
\tau_{F}: \mathbb{C} l(2 k) \otimes \operatorname{End}(F) \longrightarrow \text { End } F, \quad \tilde{\tau}: \mathbb{C} l(2 k) \otimes \operatorname{End}(F) \longrightarrow \mathbb{C} \tag{6.8}
\end{equation*}
$$

to be

$$
\begin{equation*}
\tau_{F}=\tau \otimes I, \quad \tilde{\tau}=\operatorname{Tr} \circ \tau_{F}, \tag{6.9}
\end{equation*}
$$

where the last trace is $\operatorname{Tr}:$ End $F \rightarrow \mathbb{C}$.
Lemma 6.2. The supertrace is given by

$$
\begin{equation*}
\operatorname{Str} K=(-2 i)^{k} \tilde{\tau}(K) \tag{6.10}
\end{equation*}
$$

using the identification (6.4).
Proof. If this is established for the case $F=\mathbb{C}$, the general case follows easily. We note that, with $v=e_{1} \cdots e_{2 k}$,

$$
S_{ \pm}=\left\{x \in S: \mu\left(i^{k} v\right) x= \pm x\right\}
$$

Thus, for $K \in \mathbb{C} l(2 k)$,

$$
\begin{equation*}
\operatorname{Str} K=\operatorname{Tr}\left(i^{k} \nu K\right) \tag{6.11}
\end{equation*}
$$

Thus (6.10) is equivalent to

$$
\begin{equation*}
\operatorname{Tr} w=2^{k} w_{0} \tag{6.12}
\end{equation*}
$$

for $w \in \mathbb{C} l(2 k) \approx \operatorname{End} S$, where $w_{0}$ is the scalar term in the expansion (2.2) for $w$. This in turn follows from

$$
\begin{equation*}
\operatorname{Tr} 1=2^{k} \tag{6.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Tr} e_{1}^{i_{1}} \cdots e_{n}^{i_{n}}=0 \quad \text { if } i_{1}+\cdots+i_{n}>0, \quad i_{v}=0 \text { or } 1 \tag{6.14}
\end{equation*}
$$

To verify these identities, note that 1 acts on $S$ as the identity, so (6.13) holds by the computation of $\operatorname{dim} S$. As for (6.14), using $S \otimes S^{\prime} \approx \mathbb{C} l(2 k)$, we see that (6.14) is a multiple of the trace of $e_{1}^{i_{1}} \cdots e_{n}^{i_{n}}$ acting on $\mathbb{C} l(2 k)$ by Clifford multiplication, which is clearly zero. The proof is complete.

Thus we want to analyze the $C l^{[2 k]}(2 k) \otimes$ End $F$ component of $K(t, x, x)$, the value on the diagonal of $K(t, x, y)$, the Schwartz kernel of

$$
e^{-t D_{F}^{2}}=\left(\begin{array}{cc}
e^{-t L_{0}} & 0 \\
0 & e^{-t L_{1}}
\end{array}\right)
$$

We recall that a construction of $K(t, x, y)$ was made in Chap. 7, $\S 13$. It was shown that, in local coordinates and with a local choice of trivializations of $S(\tilde{P})$ and of $F$, we could write, modulo a negligible error,

$$
\begin{equation*}
e^{-t D_{F}^{2}} u(x)=(2 \pi)^{-n / 2} \int a(t, x, \xi) \hat{u}(\xi) e^{i x \cdot \xi} d \xi \tag{6.15}
\end{equation*}
$$

where the amplitude $a(t, x, \xi)$ has an asymptotic expansion

$$
\begin{equation*}
a(t, x, \xi) \sim \sum_{j \geq 0} a_{j}(t, x, \xi) \tag{6.16}
\end{equation*}
$$

The terms $a_{j}(t, x, \xi)$ were defined recursively in the following manner. If, with such local coordinates and trivializations,

$$
\begin{equation*}
D_{F}^{2}=L\left(x, D_{x}\right) \tag{6.17}
\end{equation*}
$$

then, by the Leibniz formula, write

$$
\begin{align*}
L\left(a e^{i x \cdot \xi}\right) & =e^{i x \cdot \xi} \sum_{|\alpha| \leq 2} \frac{i^{|\alpha|}}{\alpha!} L^{(\alpha)}(x, \xi) D_{x}^{\alpha} a(t, x, \xi)  \tag{6.18}\\
& =e^{i x \cdot \xi}\left[L_{2}(x, \xi) a(t, x, \xi)+\sum_{\ell=1}^{2} B_{2-\ell}\left(x, \xi, D_{x}\right) a(t, x, \xi)\right]
\end{align*}
$$

where $B_{2-\ell}\left(x, \xi, D_{x}\right)$ is a differential operator (of order $\ell$ ) whose coefficients are polynomials in $\xi$, homogeneous of degree $2-\ell$ in $\xi$. $\quad L_{2}(x, \xi)$ is the principal symbol of $L=D_{F}^{2}$.

Thus we want the amplitude $a(t, x, \xi)$ in (6.15) to satisfy formally

$$
\begin{equation*}
\frac{\partial a}{\partial t} \sim-L_{2} a-\sum_{\ell=1}^{2} B_{2-\ell}\left(x, \xi, D_{x}\right) a . \tag{6.19}
\end{equation*}
$$

If $a$ is taken to have the form (6.16), we produce the following transport equations for $a_{j}$ :

$$
\begin{equation*}
\frac{\partial a_{0}}{\partial t}=-L_{2}(x, \xi) a_{0}(t, x, \xi) \tag{6.20}
\end{equation*}
$$

and, for $j \geq 1$,

$$
\begin{equation*}
\frac{\partial a_{j}}{\partial t}=-L_{2}(x, \xi) a_{j}+\Omega_{j}(t, x, \xi) \tag{6.21}
\end{equation*}
$$

where

$$
\begin{equation*}
\Omega_{j}(t, x, \xi)=-\sum_{\ell=1}^{2} B_{2-\ell}\left(x, \xi, D_{x}\right) a_{j-\ell}(t, x, \xi) \tag{6.22}
\end{equation*}
$$

By convention, we set $a_{-1}=0$. So that (6.15) reduces to Fourier inversion at $t=0$, we set

$$
\begin{equation*}
a_{0}(0, x, \xi)=1, \quad a_{j}(0, x, \xi)=0, \text { for } j \geq 1 \tag{6.23}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
a_{0}(t, x, \xi)=e^{-t L_{2}(x, \xi)} \tag{6.24}
\end{equation*}
$$

The solution to (6.21) is

$$
\begin{equation*}
a_{j}(t, x, \xi)=\int_{0}^{t} e^{(s-t) L_{2}(x, \xi)} \Omega_{j}(s, x, \xi) d s \tag{6.25}
\end{equation*}
$$

Now, as shown in Chap. 7, we have

$$
\begin{equation*}
\operatorname{Tr} e^{-t L} \sim \sum_{j \geq 0} \operatorname{Tr} \iint a_{j}(t, x, \xi) d \xi d x \tag{6.26}
\end{equation*}
$$

with

$$
\begin{equation*}
\int a_{j}(t, x, \xi) d \xi=t^{(-n+j) / 2} b_{j}(x) \tag{6.27}
\end{equation*}
$$

Furthermore, the integral (6.27) vanishes for $j$ odd. Thus we have the expansion

$$
\begin{equation*}
K(t, x, x) \sim t^{-n / 2}\left[a_{0}(x)+a_{1}(x) t+\cdots+a_{\ell}(x) t^{\ell}+\cdots\right] \tag{6.28}
\end{equation*}
$$

with $a_{j}(x)=b_{2 j}(x)$.
Our goal is to analyze the $\mathbb{C} l^{[2 k]} \otimes$ End $F$ component of $a_{k}(x)$, with $n=2 k$. In fact, the way the local index formula (6.2) is stated, the claim is made that $a_{\ell}(x)$ has zero component in this space, for $\ell<k$. The next lemma gives a more precise result. Its proof will also put us in a better position to evaluate the treasured $\mathbb{C} l^{[2]} \otimes$ End $F$ component of $a_{k}(x)$. Recall the filtration (2.20) of $C l^{0}(2 k)$; complexification gives a similar filtration of $\mathbb{C} l(2 k)$.

Lemma 6.3. In the expansion (6.28), we have

$$
\begin{equation*}
a_{j}(x) \in \mathbb{C} l^{(2 j)}(2 k) \otimes \text { End } F, \quad 0 \leq j \leq k \tag{6.29}
\end{equation*}
$$

In order to prove this, we examine the expression for $L=D_{F}^{2}$, in local coordinates, with respect to convenient local trivializations of $S(\tilde{P})$ and $F$. Fix $x_{0} \in M$. Use geodesic normal coordinates centered at $x_{0}$; in these coordinates, $x_{0}=0$. Let $\left\{e_{\alpha}\right\}$ denote an orthonormal frame of tangent vectors, obtained by parallel translation along geodesics from $x_{0}$ of an orthonormal basis of $T_{x_{0}} M$; let $\left\{v_{\alpha}\right\}$ denote the dual frame. The frame $\left\{e_{\alpha}\right\}$ gives rise to a local trivialization of the spinor bundle $S(\tilde{P})$. Finally, choose an orthonormal frame $\left\{\varphi_{\mu}\right\}$ of $F$, obtained by parallel translation along geodesics from $x_{0}$ of an orthonormal basis of $F_{x_{0}}$. The connection coefficients for the Levi-Civita connection will be denoted as $\Gamma^{k}{ }_{\ell j}$ for the coordinate frame, $\Gamma^{\alpha}{ }_{\beta j}$ for the frame $\left\{e_{\alpha}\right\}$; both sets of connection coefficients vanish at 0 , their first derivatives at 0 being given in terms of the Riemann curvature tensor. Similarly, denote by $\theta_{j}=\left(\theta^{\mu}{ }_{\nu j}\right)$ the connection coefficients for $F$, with respect to the frame $\left\{\varphi_{\mu}\right\}$. Denote by $\Phi_{\alpha \beta}$ the curvature of $F$, with respect to the frame $\left\{e_{\alpha}\right\}$.

With respect to these choices, we write down a local coordinate expression for $D_{F}^{2}$, using the Weitzenbock formula

$$
D_{F}^{2}=\nabla^{*} \nabla+\frac{1}{4} S-\frac{1}{2} v_{\alpha} v_{\beta} \Phi_{\alpha \beta}
$$

together with the identity $\nabla^{*} \nabla=-\gamma \circ \nabla^{2}$, proved in Proposition 2.1 of Appendix C. We obtain

$$
\begin{align*}
D_{F}^{2}=-g^{j \ell} & \left(\partial_{j}+\frac{1}{4} \Gamma^{\beta}{ }_{\alpha j} v_{\alpha} v_{\beta}+\theta_{j}\right)\left(\partial_{\ell}+\frac{1}{4} \Gamma^{\delta}{ }_{\gamma \ell} v_{\gamma} v_{\delta}+\theta_{\ell}\right) \\
& +g^{j \ell} \Gamma^{i}{ }_{\ell j}\left(\partial_{i}+\frac{1}{4} \Gamma^{\beta}{ }_{\alpha i} v_{\alpha} v_{\beta}+\theta_{i}\right)+\frac{1}{4} S-\frac{1}{2} \Phi_{\alpha \beta} v_{\alpha} v_{\beta} . \tag{6.30}
\end{align*}
$$

This has scalar second-order part. The coefficients of $\partial_{j}$ are products of elements of $C l^{(2)}(2 k)$ with connection coefficients, which vanish at 0 . Terms involving no derivatives include products of elements of $C l^{(2)}(2 k)$ with curvatures, which may not vanish, and products of elements of $C l^{(4)}(2 k)$ with coefficients that vanish to second order at 0 .

Hence we can say the following about the operators $B_{2-\ell}\left(x, \xi, D_{x}\right)$, which arise in (6.18) and which enter into the recursive formulas for $a_{j}(t, x, \xi)$. First, $B_{0}\left(x, \xi, D_{x}\right)$, a differential operator of order 2 that is homogeneous of degree 0 in $\xi$ (thus actually independent of $\xi$ ), can be written as

$$
B_{0}\left(x, \xi, D_{x}\right)=\sum_{|\alpha| \leq 2} B_{0 \alpha}(x, \xi) D_{x}^{\alpha}
$$

where $B_{00}(x, \xi)$ has coefficients in $C l^{(2)}(2 k)$, and also coefficients that are $O\left(|x|^{2}\right)$ in $C l^{(4)}(2 k) ; \quad B_{0 \alpha}(x, \xi)$ for $|\alpha|=1$ has some coefficients that are $O(|x|)$ in $C l^{(2)}(2 k)$. Each $B_{0 \alpha}(x, \xi)$ for $|\alpha|=2$ is scalar. Note that $B_{0}\left(x, \xi, D_{x}\right)$ acts on $a_{j-2}(t, x, \xi)$ in the recursive formula (6.21)-(6.22) for $a_{j}(t, x, \xi)$.

The operator $B_{1}\left(x, \xi, D_{x}\right)$, a differential operator of order 1 that is homogeneous of degree 1 in $\xi$, can be written as

$$
B_{1}\left(x, \xi, D_{x}\right)=\sum_{|\alpha| \leq 1} B_{1 \alpha}(x, \xi) D_{x}^{\alpha}
$$

and among the coefficients are terms that are $O(|x|)$ in $C l^{(2)}(2 k)$. The operator $B_{1}\left(x, \xi, D_{x}\right)$ acts on $a_{j-1}(t, x, \xi)$ in (6.21)-(6.22).

We see that while the coefficients in $C l^{[\ell]}(2 k)$ in $a_{j}(t, x, \xi)$ give rise to coefficients in $C l^{[\ell+2]}(2 k)$ in $a_{j+1}(t, x, \xi)$ and in $C l^{[\ell+4]}(2 k)$ in $a_{j+2}(t, x, \xi)$, the degree of vanishing described above leads exactly to the sort of increase in "Clifford order" stated in Lemma 6.3, which is consequently proved.

The proof of Lemma 6.3 gives more. Namely, the $C l^{[2 j]}$-components of $a_{j}\left(x_{0}\right)$, for $0 \leq j \leq k$, are unchanged if we replace $D_{F}^{2}$ by the following:

$$
\begin{equation*}
\tilde{L}=-\sum_{j=1}^{n}\left(\frac{\partial}{\partial x_{j}}-\frac{1}{8} \Omega_{j \ell} x_{\ell}\right)^{2}-\frac{1}{2} \Phi_{\alpha \beta} v_{\alpha} v_{\beta} \tag{6.31}
\end{equation*}
$$

where $\Omega_{j \ell}$ denotes the Riemann curvature tensor, acting on sections of $S(\tilde{P})$ as

$$
\begin{equation*}
\Omega_{j \ell}=R_{j \ell \alpha \beta} v_{\alpha} v_{\beta} \tag{6.32}
\end{equation*}
$$

In (6.31), summation over $\ell$ is understood. At this point, we can exploit a key observation of Getzler-that the Schwartz kernel $\tilde{K}(t, x, y)$ of $e^{-t \tilde{L}}$ can be evaluated in closed form at $y=0$-by exploiting the similarity of (6.31) with the harmonic oscillator Hamiltonian, whose exponential is given by Mehler's formula, provided we modify $\tilde{L}$ in the following fashion.

Namely, for the purpose of picking out the $C l^{[2 j]}$-components of $a_{j}\left(x_{0}\right)$, we might as well let $\tilde{L}$ act on sections of $C l(2 k) \otimes F$ rather than $S(\tilde{P}) \otimes F$, and then we use the linear isomorphism $C l(2 k) \approx \Lambda^{*} \mathbb{R}^{n}$, and let the products involving $v_{\alpha}$ and $v_{\beta}$ in (6.31) and (6.32) be wedge products, which, after all, for the purpose of our calculation are the principal parts of the Clifford products.

We can then separate $\tilde{L}$ into two commuting parts. Let $\tilde{L}_{0}$ denote the sum over $j$ in (6.31), and let $\tilde{K}_{0}(t, x, y)$ be the Schwartz kernel of $e^{-t \tilde{L}_{0}}$. We can evaluate $\tilde{K}_{0}(t, x, 0)$ using Mehler's formula, established in $\S 6$ of Chap. 8 (see particularly Exercises 6 and 7 at the end of that section), which implies that whenever $\left(\Omega_{j \ell}\right)$ is an antisymmetric matrix of imaginary numbers (hence a self-adjoint matrix), then

$$
\begin{equation*}
\tilde{K}_{0}(t, x, 0)=(4 \pi t)^{-n / 2} \operatorname{det}\left(\frac{\Omega t / 4}{\sinh (\Omega t / 4)}\right)^{1 / 2} e^{-(f(\Omega t / 4) x, x) / 4 t} \tag{6.33}
\end{equation*}
$$

where $f(s)=2 s$ coth $2 s$. Now it is straightforward to verify that this formula is also valid whenever $\Omega$ is a nilpotent element of any commutative ring (assumed to be an algebra over $\mathbb{C}$ ), as in the case (6.32), where $\Omega$ is an $\operatorname{End}\left(T_{x_{0}} M\right)$-valued 2 -form. Evaluating (6.33) at $x=0$ gives

$$
\begin{equation*}
\tilde{K}_{0}(t, 0,0)=(4 \pi t)^{-n / 2} \operatorname{det}\left(\frac{\Omega t / 4}{\sinh (\Omega t / 4)}\right)^{1 / 2} \tag{6.34}
\end{equation*}
$$

When $\Omega$ is the curvature 2 -form of $M$, with its Riemannian metric, this is to be interpreted in the same way as the characteristic classes discussed in $\S 7$ of Appendix C. The $\hat{A}$-genus of $M$ is defined to be this determinant, at $t=1 / 2 \pi i$ :

$$
\begin{equation*}
\hat{A}(M)=\operatorname{det}\left(\frac{\Omega / 8 \pi i}{\sinh (\Omega / 8 \pi i)}\right)^{1 / 2} \tag{6.35}
\end{equation*}
$$

The $C l^{[2 k]}$-component of the $t^{0}$-coefficient in the expansion of $e^{-t \tilde{L}}$ is $(-2 i)^{-k}$ times the $2 k$-form part of the product of (6.35) with $\operatorname{Tr} e^{-\Phi / 2 \pi i}$, where $\Phi$ is the End $F$-valued curvature 2-form of the connection on $F$. This is also a characteristic class; we have the Chern character:

$$
\begin{equation*}
\operatorname{Ch}(F)=\operatorname{Tr} e^{-\Phi / 2 \pi i} \tag{6.36}
\end{equation*}
$$

This completes the proof of Theorem 6.1.

## Exercises

1. Write out the first few terms in the expansion of the formula (6.35) for $\hat{A}(M)$, such as forms of degree $0,4,8$.
2. If $M$ is a compact, oriented, four-dimensional manifold, show that

$$
\begin{equation*}
\langle\hat{A}(M),[M]\rangle=-\frac{1}{24} \int_{M} p_{1}(T M) \tag{6.37}
\end{equation*}
$$

where $p_{1}$ is the first Pontrjagin class, defined in $\S 7$ of Appendix C.
3. If $M=\mathbb{C} P^{2}$, show that $\langle\hat{A}(M),[M]\rangle=-1 / 8$. Deduce that $\mathbb{C} P^{2}$ has no spin structure.
4. If $M$ is a spin manifold with positive scalar curvature, to which Proposition 4.8 applies, show that $\langle\hat{A}(M),[M]\rangle=0$. What can you deduce about the right side of (5.3) in such a case? Consider particularly the case where $\operatorname{dim} M=4$.
5. Let $F_{j} \rightarrow M$ be complex vector bundles. Show that

$$
\begin{aligned}
& \operatorname{Ch}\left(F_{1} \oplus F_{2}\right)=\operatorname{Ch}\left(F_{1}\right)+\operatorname{Ch}\left(F_{2}\right), \\
& \operatorname{Ch}\left(F_{1} \otimes F_{2}\right)=\operatorname{Ch}\left(F_{1}\right) \wedge \operatorname{Ch}\left(F_{2}\right) .
\end{aligned}
$$

6. If $F \rightarrow M$ is a complex line bundle, relate $\operatorname{Ch}(F)$ to the first Chern class $c_{1}(F)$, defined in $\S 7$ of Appendix C.

## 7. The Chern-Gauss-Bonnet theorem

Here we deduce from the Atiyah-Singer formula (5.3) the generalized GaussBonnet formula expressing as an integrated curvature the Euler characteristic $\chi(M)$ of a compact, oriented Riemannian manifold $M$, of dimension $n=2 k$. As we know from Hodge theory, $\chi(M)$ is the index of

$$
\begin{equation*}
d+d^{*}: \Lambda^{\text {even }} M \longrightarrow \Lambda^{\text {odd }} M \tag{7.1}
\end{equation*}
$$

This is an operator of Dirac type, but it is not actually a twisted Dirac operator of the form (3.34), even when $M$ has a spin structure. Rather, a further twist in the twisting procedure is required. Until near the end of this section, we assume that $M$ has a spin structure.

With $V=\mathbb{R}^{2 k}$, we can identify $\mathbb{C} \Lambda^{*} V$, both as a linear space and as a Clifford module, with $\mathbb{C} l(2 k)$. Recall the isomorphism (2.14):

$$
\begin{equation*}
\mu: \mathbb{C} l(2 k) \longrightarrow \text { End } S \tag{7.2}
\end{equation*}
$$

where $S=S(2 k)=S_{+}(2 k) \oplus S_{-}(2 k)$. This can be rewritten as

$$
\mathbb{C} l(2 k) \approx S \otimes S^{\prime}
$$

Now if $\mathbb{C l}(2 k)$ acts on the left factor of this tensor product, then there is a twisted Dirac operator

$$
\left(\begin{array}{cc}
0 & D_{S^{\prime}}^{-}  \tag{7.3}\\
D_{S^{\prime}}^{+} & 0
\end{array}\right)
$$

produced from the grading $S \otimes S^{\prime}=\left(S_{+} \otimes S^{\prime}\right) \oplus\left(S_{-} \otimes S^{\prime}\right)$, but this is not the operator (7.1). Rather, it is the signature operator. To produce (7.1), we use the identities $\mathbb{C} \Lambda^{\text {even }} V=\mathbb{C} l^{0}(2 k)$ and $\mathbb{C} \Lambda^{\text {odd }} V=\mathbb{C} l^{1}(2 k)$. Recall the isomorphism (3.15):

$$
\begin{equation*}
\mu: \mathbb{C} l^{0}(2 k) \longrightarrow \text { End } S_{+} \oplus \text { End } S_{-} . \tag{7.4}
\end{equation*}
$$

We rewrite this as

$$
\begin{equation*}
\mathbb{C} l^{0}(2 k) \approx\left(S_{+} \otimes S_{+}^{\prime}\right) \oplus\left(S_{-} \otimes S_{-}^{\prime}\right) \tag{7.5}
\end{equation*}
$$

Similarly, we have an isomorphism

$$
\begin{equation*}
\mu: \mathbb{C} l^{1}(2 k) \longrightarrow \operatorname{Hom}\left(S_{+}, S_{-}\right) \oplus \operatorname{Hom}\left(S_{-}, S_{+}\right), \tag{7.6}
\end{equation*}
$$

which we rewrite as

$$
\begin{equation*}
\mathbb{C} l^{1}(2 k) \approx\left(S_{-} \otimes S_{+}^{\prime}\right) \oplus\left(S_{+} \otimes S_{-}^{\prime}\right) \tag{7.7}
\end{equation*}
$$

It follows from this that the operator (7.1) is a "twisted" Dirac operator of the form

$$
D=\left(\begin{array}{cc}
0 & D_{S_{+}^{\prime}}^{-} \oplus D_{S_{-}^{\prime}}^{+}  \tag{7.8}\\
D_{S_{+}^{\prime}}^{+} \oplus D_{S_{-}^{\prime}}^{-} & 0
\end{array}\right)
$$

In other words, the index $\chi(M)$ of (7.1) is a difference:

$$
\text { Index } D_{S_{+}^{\prime}}^{+}-\operatorname{Index} D_{S_{-}^{\prime}}^{+}
$$

since Index $D_{S_{-}^{\prime}}^{-}=-\operatorname{Index} D_{S_{-}^{\prime}}^{+}$. Furthermore, this difference is respected in the local index formula, an observation that will be useful later when we remove the hypothesis that $M$ have a spin structure.

The Atiyah-Singer formula (5.3) thus yields

$$
\begin{equation*}
\chi(M)=\left\langle\hat{A}(M)\left[\operatorname{Ch}\left(S_{+}^{\prime}\right)-\operatorname{Ch}\left(S_{-}^{\prime}\right)\right],[M]\right\rangle . \tag{7.9}
\end{equation*}
$$

The major step from here to the Chern-Gauss-Bonnet theorem is to produce a $2 k$-form on $M$ expressing $\mathrm{Ch}\left(S_{+}^{\prime}\right)-\mathrm{Ch}\left(S_{-}^{\prime}\right)$ in purely differential geometric terms, independent of a spin structure.

If $\pi_{ \pm}$are the representations of $\operatorname{Spin}(2 k)$ on $S_{ \pm}, d \pi_{ \pm}$the derived representations of $\operatorname{spin}(2 k)$, and $\tilde{\Omega}$ the $\operatorname{spin}(2 k)$-valued curvature form on $\tilde{P}$, then

$$
\begin{equation*}
\operatorname{Ch}\left(S_{ \pm}\right)=\operatorname{Tr} e^{-d \pi_{ \pm}(\tilde{\Omega}) / 2 \pi i} \tag{7.10}
\end{equation*}
$$

a sum of even-order forms formally related to the characters of $\pi_{ \pm}$,

$$
\begin{equation*}
\chi_{ \pm}(g)=\operatorname{Tr} \pi_{ \pm}(g), \quad g \in \operatorname{Spin}(2 k) \tag{7.11}
\end{equation*}
$$

Note that $\operatorname{dim} S_{+}=\operatorname{dim} S_{-}$implies $\chi_{+}(e)-\chi_{-}(e)=0$. It is a fact of great significance that the difference $\chi_{+}(g)-\chi_{-}(g)$ vanishes to order $k$ at the identity element $e \in \operatorname{Spin}(2 k)$. More precisely, we have the following. Take $X \in$ $\operatorname{spin}(2 k) \approx \operatorname{so}(2 k)$, identified with a real, skew-symmetric matrix, $X=\left(X_{i j}\right)$; there is the exponential map Exp $: \operatorname{spin}(2 k) \rightarrow \operatorname{Spin}(2 k)$. The key formula is given as follows:

Lemma 7.1. For $X \in \operatorname{so}(2 k)$,

$$
\begin{equation*}
\lim _{t \rightarrow 0} t^{-k}\left[\chi_{+}(\operatorname{Exp} t X)-\chi_{-}(\operatorname{Exp} t X)\right]=(-i)^{k} \operatorname{Pf}(X) \tag{7.12}
\end{equation*}
$$

Here, Pf : so(2k) $\rightarrow \mathbb{R}$ is the Pfaffian, defined as follows. Associate to $X \in$ so( $2 k$ ) the 2 -form

$$
\begin{equation*}
\xi=\xi(X)=\frac{1}{2} \sum X_{i j} e_{i} \wedge e_{j} \tag{7.13}
\end{equation*}
$$

$e_{1}, \ldots, e_{2 k}$ denoting an oriented orthonormal basis of $\mathbb{R}^{2 k}$. Then

$$
\begin{equation*}
k!(\operatorname{Pf} X) e_{1} \wedge \cdots \wedge e_{2 k}=\xi \wedge \cdots \wedge \xi \quad(k \text { factors }) \tag{7.14}
\end{equation*}
$$

It follows from this definition that if $T: \mathbb{R}^{2 k} \rightarrow \mathbb{R}^{2 k}$ is linear, then $T^{*} \xi(X)=$ $\xi\left(T^{t} X T\right)$, so

$$
\begin{equation*}
\operatorname{Pf}\left(T^{t} X T\right)=(\operatorname{det} T) \operatorname{Pf}(X) \tag{7.15}
\end{equation*}
$$

Now any $X \in \operatorname{so}(n)$ can be written as $X=T^{t} A T$, where $T \in \operatorname{SO}(n)$, and $A$ is a sum of $2 \times 2$, skew-symmetric blocks, of the form

$$
A_{v}=\left(\begin{array}{cc}
0 & a_{v} \\
-a_{v} & 0
\end{array}\right), \quad a_{v} \in \mathbb{R}
$$

Thus $\xi(A)=a_{1} e_{1} \wedge e_{2}+\cdots+a_{k} e_{2 k-1} \wedge e_{2 k}$, so

$$
\begin{equation*}
\operatorname{Pf}(X)=\operatorname{Pf}(A)=a_{1} \cdots a_{k} \tag{7.16}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
\operatorname{Pf}(X)^{2}=\operatorname{det} X \tag{7.17}
\end{equation*}
$$

We also note that, if one uses Clifford multiplication rather than exterior multiplication, on $k$ factors of $\xi(X)$, then the result has as its highest-order term $k!(\operatorname{Pf} X) e_{1} \cdots e_{2 k}$. In other words, in terms of the map $\tau: C l(2 k) \rightarrow \mathbb{C}$ of (7.7),

$$
\begin{equation*}
k!(\operatorname{Pf} X)=\tau(\xi \cdots \xi) \tag{7.18}
\end{equation*}
$$

with $k$ factors of $\xi$.
To prove Lemma 7.1, note that the representation $\pi=\pi_{+} \oplus \pi_{-}$of $\operatorname{Spin}(2 k)$ on $S=S_{+} \oplus S_{-}$is the restriction to $\operatorname{Spin}(2 k)$ of the representation $\mu$ of $C l(2 k)$ on $S$ characterized by (2.11). Consequently, in view of Exercise 4 in $\S 3$,

$$
\begin{equation*}
\operatorname{Tr} \pi_{+}(\operatorname{Exp} t X)-\operatorname{Tr} \pi_{-}(\operatorname{Exp} t X)=\operatorname{Str} \mu\left(e^{t \sum X_{i j} e_{i} e_{j} / 4}\right) \tag{7.19}
\end{equation*}
$$

where $\operatorname{Str}$ stands for the supertrace, as in (6.6). This can be evaluated by Berezin's formula, (6.10), as $(-2 i)^{k}$ times the coefficient of $v=e_{1} \cdots e_{2 k}$ in $e^{t \sum X_{i j} e_{i} e_{j} / 4}$. Now the lowest power of $t$ in the power-series expansion of this quantity, which has a multiple of $v$ as coefficient, is the $k$ th power; the corresponding term is

$$
\begin{equation*}
\frac{1}{k!} \frac{t^{k}}{4^{k}}\left(\sum X_{i j} e_{i} e_{j}\right)^{k}=\frac{t^{k}}{2^{k}}(\operatorname{Pf} X) v+\cdots, \tag{7.20}
\end{equation*}
$$

by (7.18). Thus, by (6.10), the leading term in the expansion in powers of $t$ of (7.19) is $(-i t)^{k}(\operatorname{Pf} X)$, which proves (7.12).

We remark that the formula (7.12) plays a central role in the proof of the index formula for (twisted) Dirac operators, in the papers of Bismut [Bi] and of BerlineVergne [BV].

In $\S 8$ of Appendix C, it is shown that the Pfaffian arises directly for the generalized Gauss-Bonnet formula for a hypersurface $M \subset \mathbb{R}^{2 k+1}$ when one expresses the degree of the Gauss map $M \rightarrow S^{2 k}$ as an integral of the Jacobian determinant of the Gauss map and evaluates this Jacobian determinant using the Weingarten formula and Gauss' Theorema Egregium.

From (7.12) it follows that

$$
\begin{equation*}
\operatorname{Ch}\left(S_{+}^{\prime}\right)-\operatorname{Ch}\left(S_{-}^{\prime}\right)=(2 \pi)^{-k} \operatorname{Pf}(\Omega) \tag{7.21}
\end{equation*}
$$

This is defined independently of any spin structure on $M$. Since locally any manifold has spin structures, the local index formula of $\S 6$ provides us with the following conclusion.

Theorem 7.2. If $M$ is a compact, oriented Riemannian manifold of dimension $n=2 k$, then the Euler characteristic $\chi(M)$ satisfies the identity

$$
\begin{equation*}
\chi(M)=(2 \pi)^{-k} \int_{M} P f(\Omega) . \tag{7.22}
\end{equation*}
$$

Proof. It remains only to note that in the formula

$$
(2 \pi)^{-k}\langle\hat{A}(M) \operatorname{Pf}(\Omega),[M]\rangle=\chi(M)
$$

since the factor $\operatorname{Pf}(\Omega)$ is a pure form of degree $2 k=n$, only the leading term 1 in $\hat{A}(M)$ contributes to this product.

## Exercises

1. Verify that when $\operatorname{dim} M=2$, the formula (7.22) coincides with the classical GaussBonnet formula:

$$
\begin{equation*}
\int_{M} K d V=2 \pi \chi(M) \tag{7.23}
\end{equation*}
$$

2. Work out "more explicitly" the formula (7.22) when $\operatorname{dim} M=4$. Show that

$$
\begin{equation*}
\chi(M)=\frac{1}{8 \pi^{2}} \int_{M}\left(|R|^{2}-4|\operatorname{Ric}|^{2}+S^{2}\right) d V \tag{7.24}
\end{equation*}
$$

where $R$ is the Riemann curvature tensor, Ric the Ricci tensor, and $S$ the scalar curvature. For some applications, see [An].
3. Evaluate (7.19); show that

$$
\begin{equation*}
\operatorname{Str} \mu\left(e^{t \sum X_{i j} e_{i} e_{j} / 4}\right)=(-i t)^{k} \operatorname{det}\left(\frac{\sinh t X / 2}{t X / 2}\right)^{1 / 2} \operatorname{Pf} X \tag{7.25}
\end{equation*}
$$

(Hint: Reduce to the case where $X$ is a sum of $2 \times 2$ blocks.)
4. Apply Theorem 6.1 to give a formula for the index of the signature operator $D_{H}^{+}$, using the representation (7.3) of $D_{H}^{+} \oplus D_{H}^{-}$as a twisted Dirac operator. Justify the formula when $M$ has no spin structure. Show that, if $M$ is a compact, oriented 4-manifold, then

$$
\begin{equation*}
\text { Index } D_{H}^{+}=-8\langle\hat{A}(M),[M]\rangle \tag{7.26}
\end{equation*}
$$

(Hint: Take a peek in [Roe].)

## 8. $\operatorname{Spin}^{c}$ manifolds

Here we consider a structure that arises more frequently than a spin structure, namely a spin ${ }^{c}$ structure. Let $M$ be an oriented Riemannian manifold of dimension $n, P \rightarrow M$ the principal $\mathrm{SO}(n)$-bundle of oriented orthonormal frames. A $\operatorname{spin}^{c}$ structure on $M$ is a principal bundle $Q \rightarrow M$ with structure group

$$
\begin{equation*}
\operatorname{Spin}^{c}(n)=\operatorname{Spin}(n) \times S^{1} /\{(1,1),(-1,-1)\}=G . \tag{8.1}
\end{equation*}
$$

Note that $\{-1,1\} \subset \operatorname{Spin}(n)$ is the pre-image of the identity element of $\operatorname{SO}(n)$. For this principal bundle $Q$, we require that there be a bundle map $\rho: Q \rightarrow P$, commuting with the natural $\operatorname{Spin}(n)$ actions on $Q$ and $P$.

There is a natural injection $\operatorname{Spin}(n) \hookrightarrow \operatorname{Spin}^{c}(n)$, as a normal subgroup. Note that taking the quotient $R=Q / \operatorname{Spin}(n)$ produces a principal $S^{1}$-bundle, over which $Q$ projects. We display the various principal bundles:


There is a topological obstruction to the existence of a spin ${ }^{c}$ structure on $M$, though it is weaker than the obstruction to the existence of a spin structure. We refer to [LM] for these topological considerations; we will give some examples of spin $^{c}$-manifolds later in this section.

The standard representation of $S^{1}$ on $\mathbb{C}$ produces a complex line bundle

$$
\begin{equation*}
L \longrightarrow M \tag{8.3}
\end{equation*}
$$

Suppose $n=2 k$. Recall the representation $D_{1 / 2}^{+} \oplus D_{1 / 2}^{-}$of $\operatorname{Spin}(n)$ on $S(2 k)$ from (3.19). If we take the product with the standard representation of $S^{1}$ on $\mathbb{C}$, this is trivial on the factor group appearing in (8.1), so we get a representation of $\operatorname{Spin}^{c}(n)$ on $S(2 k)$, which we continue to denote $D_{1 / 2}^{+} \oplus D_{1 / 2}^{-}$. This representation produces a vector bundle over $M$, which we continue to call a spinor bundle:

$$
\begin{equation*}
S(Q)=S_{+}(Q) \oplus S_{-}(Q) ; \quad S_{ \pm}(Q)=Q \times_{D_{1 / 2}^{ \pm}} S_{ \pm}(2 k) \tag{8.4}
\end{equation*}
$$

In case $n$ is odd, we have instead the bundle of spinors constructed from the representation (3.24) of $\operatorname{Spin}(n)$, via the same sort of procedure.

As in $\S 3$, we will be able to define a Dirac operator on $C^{\infty}(M, S(Q))$ in terms of a connection on $Q$, which we now construct. The Levi-Civita connection on $M$ defines an $\operatorname{so}(n)$-valued form $\theta_{0}$ on $P$, which pulls back to an $\operatorname{so}(n)$-valued form $\theta_{0}$ on $Q$. Endow the bundle $R=Q / \operatorname{Spin}(n) \rightarrow M$ with a connection $\theta_{1}$, so $L \rightarrow M$ gets a metric connection. Then $\theta_{1}$ pulls back to an $i \mathbb{R}$-valued form $\theta_{1}$ on $Q$, and

$$
\begin{equation*}
\theta=\theta_{0}+\theta_{1} \tag{8.5}
\end{equation*}
$$

defines a $\operatorname{spin}^{c}(n)$-valued form on $Q$, which gives rise to a connection on $Q$. This leads to a connection on the spinor bundle $S(Q) \rightarrow M$, and the analogues of Propositions 3.4 and 3.5 hold. Thus we produce the Dirac operator

$$
\begin{equation*}
D=i m \circ \nabla: C^{\infty}(M, S) \longrightarrow C^{\infty}(M, S) \tag{8.6}
\end{equation*}
$$

More generally, if $E \rightarrow M$ is a vector bundle with a metric connection, one gets a Clifford connection on $S(Q) \otimes E$ and hence a twisted Dirac operator

$$
\begin{equation*}
D_{E}: C^{\infty}(M, S \otimes E) \longrightarrow C^{\infty}(M, S \otimes E) \tag{8.7}
\end{equation*}
$$

If $\operatorname{dim} M$ is even, $D_{E}$ maps sections of $S_{ \pm} \otimes E$ to sections of $S_{\mp} \otimes E$.
We consider some ways in which $\operatorname{spin}^{c}$ structures arise. First, a spin structure gives rise to a $\operatorname{spin}^{c}$ structure. Indeed, if the frame bundle $P \rightarrow M$ lifts to a principal $\operatorname{Spin}(n)$-bundle $\tilde{P} \rightarrow M$, then $Q$ can be taken to be the quotient of the product bundle $\tilde{P} \times S^{1} \rightarrow M$ by the natural $\mathbb{Z}_{2}$-action on the fibers. The canonical flat connection on $S^{1} \times M \rightarrow M$ is used, to provide $Q \rightarrow M$ with a connection, and then the Dirac operator (8.6) defined by $Q \rightarrow M$ coincides with that defined by $\tilde{P} \rightarrow M$.

Another family of examples of $\operatorname{spin}^{c}$ structures of considerable importance arises as follows. Suppose $M$ is a manifold of dimension $n=2 k$ with an almost complex structure, $J: T_{x} M \rightarrow T_{x} M, J^{2}=-I$. Endow $M$ with a Riemannian metric such that $J$ is an isometry. $\mathcal{T} M$, which is $(T M, J)$ regarded as a complex vector bundle of fiber dimension $k$, then acquires a natural Hermitian metric, as in (2.9). The associated frame bundle $F \rightarrow M$ is a principal $U(k)$ bundle. Note that

$$
\begin{equation*}
\mathrm{U}(k) \approx \mathrm{SU}(k) \times S^{1} / \Gamma \tag{8.8}
\end{equation*}
$$

where $\Gamma=\{(I, 1),(-I,-1)\}$. Since $\mathrm{SU}(k)$ is simply connected, the inclusion $\mathrm{U}(k) \hookrightarrow \mathrm{SO}(n)$ yields a uniquely defined homomorphism

$$
\begin{equation*}
\mathrm{SU}(k) \longrightarrow \operatorname{Spin}(n) \tag{8.9}
\end{equation*}
$$

and hence a homomorphism

$$
\begin{equation*}
\mathrm{U}(k) \approx \mathrm{SU}(k) \times S^{1} / \Gamma \longrightarrow \operatorname{Spin}^{c}(n) \tag{8.10}
\end{equation*}
$$

From the bundle $F \rightarrow M$, this gives rise to a principal $\operatorname{Spin}^{c}(n)$ bundle $Q \rightarrow M$.
In this case, the map $\mathrm{U}(k) \rightarrow \operatorname{Spin}^{c}(n) \rightarrow S^{1}$ is given by the determinant, det : $\mathrm{U}(k) \rightarrow S^{1}$. The principal $S^{1}$-bundle $R \rightarrow M$ is obtained by taking the quotient of the principal $\mathrm{U}(k)$-bundle $F$ by the action of $\mathrm{SU}(k)$. The associated line bundle $L \rightarrow M$ is seen to be

$$
\begin{equation*}
L=\Lambda_{\mathbb{C}}^{k} \mathcal{T} \tag{8.11}
\end{equation*}
$$

Other geometrical structures give rise to spin ${ }^{c}$ structures; we refer to [LM] for more on this. We mention the following: namely, any oriented hypersurface in a $\operatorname{spin}^{c}$ manifold inherits a natural spin ${ }^{c}$ structure. In this fashion the sphere bundle $S^{*} M$ over a Riemannian manifold gets a $\operatorname{spin}^{c}$ structure, as a hypersurface of $T^{*} M$, which can be given an almost complex structure.

Though a $\operatorname{spin}^{c}$ structure is more general than a spin structure, it is a very significant fact that a $\operatorname{spin}^{c}$ structure in turn gives rise to a spin structure, in the following circumstance. Namely, suppose the principal $S^{1}$-bundle $R \rightarrow M$ lifts to a double cover

$$
\begin{equation*}
\tilde{R} \longrightarrow M \tag{8.12}
\end{equation*}
$$

corresponding to the natural two-to-one surjective homomorphism sq : $S^{1} \rightarrow S^{1}$. This is equivalent to the hypothesis that the line bundle $L \rightarrow M$ possess a "square root" $\lambda \rightarrow M$ :

$$
\begin{equation*}
\lambda \otimes \lambda=L . \tag{8.13}
\end{equation*}
$$

In such a case, the quotient of $Q \times \tilde{R} \rightarrow M$ by the natural action of $S^{1}$ on each factor gives a lift of $Q$ to a principal $\operatorname{Spin}(n) \times S^{1}$-bundle

$$
\begin{equation*}
\tilde{Q} \longrightarrow M \tag{8.14}
\end{equation*}
$$

Then the quotient

$$
\begin{equation*}
\tilde{P}=\tilde{Q} / S^{1} \longrightarrow M \tag{8.15}
\end{equation*}
$$

defines a spin structure on $M$. The vector bundles $S(Q)$ and $S(\tilde{P})$ are related by

$$
\begin{equation*}
S(Q)=S(\tilde{P}) \otimes \lambda \tag{8.16}
\end{equation*}
$$

Furthermore, the connection on $S(Q)$ defined above coincides with the product connection on $S(\tilde{P}) \otimes \lambda$ arising from the natural connections on each factor. Therefore, if $D_{E}$ and $D_{E}^{0}$ are respectively the twisted Dirac operator associated with a vector bundle $E \rightarrow M$ (given a metric connection) via the spin ${ }^{c}$ and spin structures described above, then

$$
\begin{equation*}
D_{E}=D_{\lambda \otimes E}^{0} \tag{8.17}
\end{equation*}
$$

This holds, we recall, provided $L$ has a square root $\lambda$.
One consequence of this is the following extension of the Weitzenbock formula (4.24). Namely, if $D_{E}$ is the twisted Dirac operator on $S(Q) \otimes E$ described there, then applying (4.24) to the right side of (8.17) gives

$$
\begin{equation*}
D_{E}^{2}=\nabla^{*} \nabla+\mathcal{K} \tag{8.18}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathcal{K} \varphi=\frac{1}{4} S \varphi-\frac{1}{2} \sum_{i, j} v_{i} v_{j} \omega^{\lambda}\left(e_{i}, e_{j}\right) \varphi-\frac{1}{2} \sum_{i, j} v_{i} v_{j} R^{E}\left(e_{i}, e_{j}\right) \varphi \tag{8.19}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\mathcal{K} \varphi=\frac{1}{4} S \varphi-\frac{1}{4} \sum_{i, j} v_{i} v_{j} \omega^{L}\left(e_{i}, e_{j}\right) \varphi-\frac{1}{2} \sum_{i, j} v_{i} v_{j} R^{E}\left(e_{i}, e_{j}\right) \varphi \tag{8.20}
\end{equation*}
$$

where, as before, $\left\{e_{j}\right\}$ is a local orthonormal frame of vector fields on $M$, with dual frame field $\left\{v_{j}\right\}$. Here $\omega^{\lambda}$ is the curvature form of the line bundle $\lambda$ and $\omega^{L}$ that of $L$.

Now locally there is no topological obstruction to the existence of the lift (8.12). Consequently, the identity (8.20) holds regardless of whether $L$ possesses a global square root. Therefore, the proof of the local index formula given in $\S 6$ extends to this case. Furthermore, we have the pointwise identity of forms:

$$
\begin{equation*}
\operatorname{Ch}(\lambda \otimes E)=e^{c_{1}(\lambda)} \operatorname{Ch}(E), \quad c_{1}(\lambda)=\frac{1}{2} c_{1}(L) \tag{8.21}
\end{equation*}
$$

where $c_{1}$ is the first Chern class, defined in $\S 7$ of Appendix C. Therefore, we have the following extension of Theorem 5.1:

Theorem 8.1. If $M$ is a compact Riemannian manifold of dimension $n=2 k$ with spin ${ }^{c}$ structure and $D_{E}: C^{\infty}\left(M, S_{+} \otimes E\right) \rightarrow C^{\infty}\left(M, S_{-} \otimes E\right)$ is a twisted Dirac operator, then

$$
\begin{equation*}
\text { Index } D_{E}=\left\langle e^{c_{1}(L) / 2} \operatorname{Ch}(E) \hat{A}(M),[M]\right\rangle \tag{8.22}
\end{equation*}
$$

where $L$ is the line bundle (8.3), and $c_{1}(L)$ is its first Chern class.
The index formula for twisted Dirac operators on $\operatorname{spin}^{c}$ manifolds furnishes a tool with which one can evaluate the index of general elliptic pseudodifferential operators. Indeed, let $P$ be any elliptic pseudodifferential operator (of order $m$ ),

$$
\begin{equation*}
P: C^{\infty}\left(M, E_{0}\right) \longrightarrow C^{\infty}\left(M, E_{1}\right) \tag{8.23}
\end{equation*}
$$

$E_{j} \rightarrow M$ being vector bundles. Then, as seen in Chap. 7, we have the principal symbol

$$
\begin{equation*}
\sigma_{P} \in C^{\infty}\left(S^{*} M, \operatorname{Hom}\left(\tilde{E}_{0}, \tilde{E}_{1}\right)\right) \tag{8.24}
\end{equation*}
$$

$\tilde{E}_{j} \rightarrow S^{*} M$ being the pull-backs of $E_{j} \rightarrow M$. The ellipticity of $P$ is equivalent to $\sigma_{P}$ being an isomorphism at each point of $S^{*} M$. Now, we can construct a new vector bundle $E$ over $\widehat{B} M$, the double of the ball bundle $B^{*} M$, as follows. We let $\tilde{E}_{j}$ also denote the pull-back of $E_{j}$ to $B^{*} M$, and, when the two copies of $\dot{B}_{\tilde{E}}{ }^{*} M$ are glued together along $S^{*} M$ to form $\widehat{B} M$, we also glue together $\tilde{E}_{0}$ and $\tilde{E}_{1}$, over $S^{*} M$, using the isomorphism (8.24). The construction of $E \rightarrow \widehat{B} M$ by this process is known as the "clutching construction." Now $\widehat{B} M$ can be given a

Riemannian metric, and also a $\operatorname{spin}^{c}$ structure, arising from the almost complex structure on $B^{*} M$. If $E$ is endowed with a connection, one obtains a twisted Dirac operator $D_{E}$ on $\widehat{B} M$. The following result, together with the formula for Index $D_{E}$ given by Theorem 8.1, provides the general Atiyah-Singer index formula.

Theorem 8.2. If $P$ is an elliptic pseudodifferential operator, giving rise to a twisted Dirac operator $D_{E}$ by the clutching construction described above, then

$$
\begin{equation*}
\text { Index } P=\operatorname{Index} D_{E} \tag{8.25}
\end{equation*}
$$

The proof of this result will not be given here; it involves use of the Bott periodicity theorem. Related approaches, computing Index $P$ from a knowledge of the index of twisted signature operators, are discussed in [Pal] and [ABP]. A refinement of (8.25), involving an identity in $K$-homology is established in [BDT].

## Exercises

1. Consider the following zero-order pseudodifferential operator on $L^{2}\left(S^{1}\right)$ :

$$
Q=M_{f} P+M_{g}(I-P)
$$

where $P$ is the projection

$$
P\left(\sum_{-\infty}^{\infty} c_{n} e^{i n \theta}\right)=\sum_{0}^{\infty} c_{n} e^{i n \theta}
$$

We assume $f$ and $g$ are smooth, complex-valued functions; $M_{f} u=f u$. If $f$ and $g$ are nowhere vanishing on $S^{1}, Q$ is elliptic. A formula for its index is produced in Exercises 1-5 of Chap. 4, §3.
Construct the associated twisted Dirac operator $D_{E}$, acting on sections of a vector bundle over the manifold $\widehat{B} S^{1} \approx \mathbb{T}^{2}$. Evaluate the index of $D_{E}$ using Theorem 8.1, and verify the identity (8.25) in this case.

## 9. The Riemann-Roch theorem

In this section we will show how the index formula (8.22) implies the classical Riemann-Roch formula on compact Riemann surfaces, and we also discuss some of the implications of that formula. For implications of generalizations of the Riemann-Roch formula to higher-dimensional, compact, complex manifolds, which also follows from (8.22), see [Har] and [Hir].

Let $M$ be a compact two-dimensional manifold, with a complex structure, defined by $J: T_{x} M \rightarrow T_{x} M, J^{2}=-I$. As shown in Chap. 5, $\S 10$, this a priori "almost complex" structure automatically gives rise to holomorphic charts on $M$ in this dimension. We can put a Riemannian metric and an orientation on $M$ such
that $J$ is an isometry on each tangent space, counterclockwise rotation by $90^{\circ}$. Then $T M$ gets the structure of a complex line bundle, which we denote $\mathcal{T} M$, with a Hermitian metric. We have the dual line bundle $\mathcal{T}^{\prime} M$. Note that the Hermitian metric on $\mathcal{T} M$ yields a Hermitian metric on $\mathcal{T}^{\prime} M$ and also produces a conjugate linear bundle isomorphism of $\mathcal{T} M$ with $\mathcal{T}^{\prime} M$. We also define the complex line bundle $\overline{\mathcal{T}} M$ to be the tangent bundle $T M$ with complex structure given by $-J$ and $\overline{\mathcal{T}}^{\prime} M$ to be its dual.

A function $u \in C^{\infty}(M)$ is holomorphic if $\partial u / \partial \bar{z}=0$ in any local holomorphic coordinate system and is antiholomorphic if $\partial u / \partial z=0$. We denote the space of holomorphic functions on an open set $U \subset M$ by $\mathcal{O}_{U}$, and antiholomorphic functions by $\overline{\mathcal{O}}_{U}$. There are invariantly defined operators

$$
\begin{equation*}
\partial: C^{\infty}(M) \longrightarrow C^{\infty}\left(M, \mathcal{T}^{\prime}\right), \quad \bar{\partial}: C^{\infty}(M) \longrightarrow C^{\infty}\left(M, \bar{T}^{\prime}\right) \tag{9.1}
\end{equation*}
$$

given as follows. If $X$ is a real vector field, namely, a section of $T M$, set

$$
\begin{equation*}
\partial_{X} u=\frac{1}{2}(X u-i(J X) u), \quad \bar{\partial}_{X} u=\frac{1}{2}(X u+i(J X) u) . \tag{9.2}
\end{equation*}
$$

Note that

$$
\begin{equation*}
\partial_{J X} u=i \partial_{X} u, \quad \bar{\partial}_{J X} u=-i \bar{\partial}_{X} u, \tag{9.3}
\end{equation*}
$$

which justifies (9.1).
In addition to holomorphic functions, we also have the notion of a holomorphic line bundle over $M$. Given a complex line bundle $L \rightarrow M$, let $\left\{U_{j}\right\}$ be a covering of $M$ by geodesically convex sets. A holomorphic structure on $L$ is a choice of nowhere-vanishing sections $s_{j}$ of $L$ over $U_{j}$ such that $s_{j}=\sigma_{j k} s_{k}$ on $U_{j k}=$ $U_{j} \cap U_{k}$, with $\sigma_{j k}$ holomorphic complex-valued functions. Similarly, a choice of nowhere-vanishing sections $t_{j}$ of $L$ over $U_{j}$ such that $t_{j}=\tau_{j k} t_{k}$ on $U_{j k}, \tau_{j k}$ antiholomorphic, gives $L$ the structure of an antiholomorphic line bundle.

The bundle $\mathcal{T} M$ has a natural structure of a holomorphic line bundle; in a local holomorphic coordinate system $\left\{U_{j}\right\}$, let $s_{j}=\partial / \partial x . \mathcal{T}^{\prime}$ is a holomorphic line bundle with $s_{j}=d x$. To see this, note that if $\psi: U \rightarrow V$ is a holomorphic map relating two local coordinate charts on $M, \psi=u+i v$, then $(D \psi)(\partial / \partial x)$ is equal to

$$
\frac{\partial u}{\partial x} \frac{\partial}{\partial x}+\frac{\partial v}{\partial x} \frac{\partial}{\partial y}=\frac{\partial u}{\partial x} \frac{\partial}{\partial x}+\frac{\partial v}{\partial x} J \frac{\partial}{\partial x}=\left(\frac{\partial u}{\partial x}+i \frac{\partial v}{\partial x}\right) \frac{\partial}{\partial x}=\frac{\partial \psi}{\partial x} \frac{\partial}{\partial x}
$$

Here, the first two quantities are regarded as local sections of $T M$, the last two as local sections of $\mathcal{T} M$. Similarly, $\overline{\mathcal{T}}$ and $\overline{\mathcal{T}}^{\prime}$ have natural structures as antiholomorphic line bundles, using the same choices of local sections as above.

It is also common to identify $\mathcal{T} M$ and $\overline{\mathcal{T}} M$ with complementary subbundles of the complexified tangent bundle $T_{\mathbb{C}} M=\mathbb{C} \otimes T M$, a complex vector
bundle whose fibers are two-dimensional complex vector spaces. Namely, the local section $\partial / \partial x$ of $T M$ is identified with $(1 / 2)(\partial / \partial x-i \partial / \partial y)=\partial / \partial z$ to yield $\mathcal{T} M \hookrightarrow T_{\mathbb{C}} M$ and it is identified with $(1 / 2)(\partial / \partial x+i \partial / \partial y)=\partial / \partial \bar{z}$ to yield $\overline{\mathcal{T}} M \hookrightarrow T_{\mathbb{C}} M$. More generally, these two maps are given respectively by $X \mapsto(1 / 2)(X-i J X)$ and $X \mapsto(1 / 2)(X+i J X)$. Identifying $\mathcal{T} M$ and $\overline{\mathcal{T}} M$ with their images in $T_{\mathbb{C}} M$, we have

$$
T_{\mathbb{C}} M=\mathcal{T} M \oplus \overline{\mathcal{T}} M
$$

Similarly, we have the complexified cotangent bundle $T_{\mathbb{C}}^{*} M=\mathbb{C} \otimes T^{*} M$, and natural injections $\mathcal{T}^{\prime} M \hookrightarrow T_{\mathbb{C}}^{*} M, \overline{\mathcal{T}}^{\prime} M \hookrightarrow T_{\mathbb{C}}^{*} M$, so that

$$
T_{\mathbb{C}}^{*} M=\mathcal{T}^{\prime} M \oplus \overline{\mathcal{T}}^{\prime} M
$$

In this case, $d x$ is mapped respectively to $(d x+i d y) / 2=d z / 2$ and to $(d x-$ $i d y) / 2=d \bar{z} / 2$.

We use the following common notation for these line bundles equipped with these extra structures:

$$
\begin{equation*}
\mathcal{T}=\kappa^{-1}, \quad \mathcal{T}^{\prime}=\kappa, \quad \overline{\mathcal{T}}=\bar{\kappa}^{-1}, \quad \overline{\mathcal{T}}^{\prime}=\bar{\kappa} \tag{9.4}
\end{equation*}
$$

We can rewrite (9.1) as

$$
\partial: C^{\infty}(M) \longrightarrow C^{\infty}(M, \kappa), \quad \bar{\partial}: C^{\infty}(M) \longrightarrow C^{\infty}(M, \bar{\kappa})
$$

We note that $\kappa^{-1}$ and $\bar{\kappa}$ are isomorphic as $C^{\infty}$-line bundles; $\kappa$ is called the canonical bundle.

More generally, if $L \rightarrow M$ is any holomorphic line bundle, we have a naturally defined operator

$$
\begin{equation*}
\bar{\partial}: C^{\infty}(M, L) \longrightarrow C^{\infty}(M, L \otimes \bar{\kappa}) \tag{9.5}
\end{equation*}
$$

defined as follows. Pick any local (nowhere-vanishing) holomorphic section $S$ of $L$, for example, $S=s_{j}$ on $U_{j}$, used in the definition above of holomorphic structure. Then an arbitrary section $u$ is of the form $u=v S, v$ complex-valued, and we set

$$
\begin{equation*}
\bar{\partial} u=\frac{\partial v}{\partial \bar{z}} S \otimes d \bar{z} \tag{9.6}
\end{equation*}
$$

It is easy to see that this is independent of the choice of holomorphic section $S$ or of local holomorphic coordinate system. Sometimes, to emphasize the dependence of (9.5) on $L$, we denote this operator by $\bar{\partial}_{L}$. The operator (9.5) is a first-order, elliptic differential operator, and the Riemann-Roch formula is a formula for its index.

The kernel of $\bar{\partial}_{L}$ in (9.5) consists of holomorphic sections of $L$; namely, sections $u$ such that, with respect to the defining sections $s_{j}$ on $U_{j}, u=v_{j} s_{j}$ with $v_{j}$ holomorphic. We denote this space of holomorphic sections by

$$
\begin{equation*}
\mathcal{O}(L)=\operatorname{ker} \bar{\partial}_{L} \tag{9.7}
\end{equation*}
$$

The significance of the Riemann-Roch formula lies largely in its use as a tool for understanding as much as possible about the spaces (9.7).

The cokernel of $\bar{\partial}_{L}$ in (9.5) can be interpreted as follows. The Hermitian metric on $\mathcal{T}$ gives rise to a trivialization of $\kappa \otimes \bar{\kappa}$ and to a duality of $L^{2}(M, L \otimes \bar{\kappa})$ with $L^{2}\left(M, L^{-1} \otimes \kappa\right)$. With respect to this duality, the adjoint of $\bar{\partial}_{L}$ is

$$
\begin{equation*}
-\bar{\partial}: C^{\infty}\left(M, L^{-1} \otimes \kappa\right) \longrightarrow C^{\infty}\left(M, L^{-1} \otimes \kappa \otimes \bar{\kappa}\right) \tag{9.8}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
\text { Index } \bar{\partial}_{L}=\operatorname{dim} \mathcal{O}(L)-\operatorname{dim} \mathcal{O}\left(L^{-1} \otimes \kappa\right) \tag{9.9}
\end{equation*}
$$

The Riemann-Roch theorem will produce a formula for (9.9) in terms of topological information, specifically, in terms of $c_{1}(L)$ and $c_{1}(\kappa)$.

Recall that $M$ has a natural $\operatorname{spin}^{c}$ structure, arising from its complex structure. We will produce a twisted Dirac operator on $M$ whose index is the same as that of $\bar{\partial}_{L}$. In fact, when the construction of the spinor bundle made in $\S 8$ is specialized to the case at hand, we get

$$
\begin{equation*}
S_{+}=1, \quad S_{-}=\mathcal{T} \approx \bar{\kappa} \tag{9.10}
\end{equation*}
$$

where 1 denotes the trivial line bundle over $M$. Furthermore, the line bundle denoted as $L$ in (8.11) is $\mathcal{T} \approx \kappa^{-1}$. If $L$ is a (holomorphic) line bundle over $M$, we give $L$ a Hermitian metric and metric connection $\nabla$. Then the twisted Dirac operator

$$
\begin{equation*}
D_{L}: C^{\infty}(M, L) \longrightarrow C^{\infty}(M, L \otimes \bar{\kappa}) \tag{9.11}
\end{equation*}
$$

is given by

$$
\begin{equation*}
\left\langle D_{L} u, X\right\rangle=\frac{1}{2}\left(\nabla_{X} u+i \nabla_{J X} u\right) \tag{9.12}
\end{equation*}
$$

for $X$ a section of $T M$, identified with $\overline{\mathcal{T}} M \approx \bar{\kappa}^{\prime}$, noting that

$$
\begin{equation*}
\left\langle D_{L} u, J X\right\rangle=-\left\langle D_{L} u, X\right\rangle \tag{9.13}
\end{equation*}
$$

It is easy to see that $\bar{\partial}_{L}$ and $D_{L}$ are differential operators with the same principal symbol. Disregarding the question of whether one can pick a connection on $L$ making these operators equal, we clearly have

$$
\begin{equation*}
\text { Index } \bar{\partial}_{L}=\text { Index } D_{L} \tag{9.14}
\end{equation*}
$$

Now applying the index formula (8.22) to the right side of (9.14) gives

$$
\begin{equation*}
\operatorname{Index} D_{L}=\left\langle e^{-c_{1}(\kappa) / 2} \operatorname{Ch}(L) \hat{A}(M),[M]\right\rangle \tag{9.15}
\end{equation*}
$$

Since $\hat{A}(M)$ is 1 plus a formal sum of forms of degree $4,8, \ldots$, we obtain

$$
\begin{equation*}
\text { Index } D_{L}=c_{1}(L)[M]-\frac{1}{2} c_{1}(\kappa)[M] . \tag{9.16}
\end{equation*}
$$

Putting together (9.9), (9.14), and (9.16) gives the Riemann-Roch formula:
Theorem 9.1. If $L$ is a holomorphic line bundle over a compact Riemann surface $M$, with canonical bundle $\kappa$, then

$$
\begin{equation*}
\operatorname{dim} \mathcal{O}(L)-\operatorname{dim} \mathcal{O}\left(L^{-1} \otimes \kappa\right)=c_{1}(L)[M]-\frac{1}{2} c_{1}(\kappa)[M] \tag{9.17}
\end{equation*}
$$

According to the characterization of the Chern classes given in $\S 7$ of Appendix C, if $L$ has a connection with curvature 2-form $\omega_{L}$, then

$$
\begin{equation*}
c_{1}(L)[M]=-\frac{1}{2 \pi i} \int_{M} \omega_{L} . \tag{9.18}
\end{equation*}
$$

In particular, $c_{1}(\kappa)[M]$ is given by the Gauss-Bonnet formula:

$$
\begin{equation*}
c_{1}(\kappa)[M]=-\chi(M)=2 g-2, \tag{9.19}
\end{equation*}
$$

where $\chi(M)$ is the Euler characteristic and $g$ is the genus of $M$.
We begin to draw some conclusions from the Riemann-Roch formula (9.17). First, for the trivial line bundle 1 we clearly have

$$
\begin{equation*}
\operatorname{dim} \mathcal{O}(1)=1, \tag{9.20}
\end{equation*}
$$

assuming $M$ is connected, since holomorphic functions on $M$ must be constant. If we apply (9.17) to $L=\kappa$, using $\kappa^{-1} \otimes \kappa=1$ and the formula (9.19), we obtain

$$
\begin{equation*}
\operatorname{dim} \mathcal{O}(\kappa)=g . \tag{9.21}
\end{equation*}
$$

The space $\mathcal{O}(\kappa)$ is called the space of holomorphic 1-forms, or "Abelian differentials." We claim there is a decomposition

$$
\begin{equation*}
\mathcal{H}_{1}(M)=\mathcal{O}(\kappa) \oplus \overline{\mathcal{O}}(\bar{\kappa}) \tag{9.22}
\end{equation*}
$$

of the space $\mathcal{H}_{1}(M)$ of (complex) harmonic 1-forms on $M$ into a direct sum of $\mathcal{O}(\kappa)$ and the space $\overline{\mathcal{O}}(\bar{\kappa})$ of antiholomorphic sections of $\bar{\kappa}$. In fact, the Hodge
star operator $*: \Lambda^{1} M \rightarrow \Lambda^{1} M$, extended to be $\mathbb{C}$-linear on $\mathbb{C} \otimes \Lambda^{1} M$, acts on $\mathcal{H}_{1}(M)$, with $* *=-1$, and $\mathcal{O}(\kappa)$ and $\overline{\mathcal{O}}(\bar{\kappa})$ are easily seen to be the $i$ and $-i$ eigenspaces of $*$ in $\mathcal{H}_{1}(M)$. Furthermore, there is a conjugate linear isomorphism

$$
\begin{equation*}
C: \mathcal{O}(\kappa) \longrightarrow \overline{\mathcal{O}}(\bar{\kappa}) \tag{9.23}
\end{equation*}
$$

given in local holomorphic coordinates by

$$
C(u(z) d z)=\overline{u(z)} d \bar{z}
$$

Now (9.22) and (9.23) imply

$$
\begin{equation*}
\operatorname{dim} \mathcal{O}(\kappa)=\frac{1}{2} \operatorname{dim} \mathcal{H}_{1}(M)=\frac{1}{2} \operatorname{dim} \mathcal{H}^{1}(M, \mathbb{C}) \tag{9.24}
\end{equation*}
$$

where $\mathcal{H}^{1}(M, \mathbb{C})$ is a deRham cohomology group, and the last identity is by Hodge theory. Granted that $\operatorname{dim} \mathcal{H}^{1}(M, \mathbb{C})=2 g$, this gives an alternative derivation of (9.21), not using the Riemann-Roch theorem.

The Hodge theory used to get the last identity in (9.24) is contained in Proposition 8.3 of Chap. 5. Actually, in $\S 8$ of Chap. 5, $\mathcal{H}_{1}$ denoted the space of real harmonic 1 -forms, which was shown to be isomorphic to the real deRham cohomology group $\mathcal{H}^{1}(M, \mathbb{R})$, which in turn was denoted $\mathcal{H}^{1}(M)$ there.

Just for fun, we note the following. Suppose that instead of (9.17) one had in hand the weaker result

$$
\begin{equation*}
\operatorname{dim} \mathcal{O}(L)-\operatorname{dim} \mathcal{O}\left(L^{-1} \otimes \kappa\right)=A c_{1}(L)[M]+B c_{1}(\kappa)[M] \tag{9.25}
\end{equation*}
$$

with constants $A$ and $B$ that had not been calculated. Then using the results (9.19) and (9.21), one can determine $A$ and $B$. Indeed, substituting $L=1$ into (9.25) gives $1-g=B(2 g-2)$, while substituting $L=\kappa$ in (9.25) gives $g-1=$ $(A+B)(2 g-2)$. As long as $g \neq 1$, this forces $A=1, B=-1 / 2$. The $g=1$ case would also follow if one knew that (9.25) held with constants independent of $M$.

Before continuing to develop implications of the Riemann-Roch formula, we note that, in addition to $\mathcal{O}(L)$, it is also of interest to study $\mathcal{M}(L)$, the space of meromorphic sections of a holomorphic line bundle. The following is a fundamental existence result.

Proposition 9.2. If $L \rightarrow M$ is a holomorphic line bundle, there exist nontrivial elements of $\mathcal{M}(L)$.

Proof. The operator (9.5) extends to

$$
\begin{equation*}
\bar{\partial}: H^{s+1}(M, L) \longrightarrow H^{s}(M, L \otimes \bar{\kappa}) \tag{9.26}
\end{equation*}
$$

which is Fredholm. There are elements $v_{1}, \ldots, v_{K} \in C^{\infty}\left(M, L^{-1} \otimes \kappa\right)$ such that, for all $s \in \mathbb{R}$, if $f \in H^{s}(M, L \otimes \bar{\kappa})$ and $\left\langle f, v_{j}\right\rangle=0$ for $j=1, \ldots, K$, then there exists $u \in H^{s+1}(M, L)$ such that $\bar{\partial} u=f$. Now, for $s<-1$, there is a finite linear combination of "delta functions," in $H^{s}(M, L \otimes \bar{\kappa})$, orthogonal to these $v_{j}$. Denote such an $f$ by $f=\sum a_{j} \delta_{p_{j}}$. Then let $u \in H^{s+1}(M, L)$ satisfy $\bar{\partial} u=f$. In particular, $\bar{\partial} u=0$ on the complement of a finite set of points. Near each $p \in$ $\operatorname{supp} f, u$ looks like the Cauchy kernel, so $u$ is a nontrivial meromorphic section of $L$.

Such an existence result need not hold for $\mathcal{O}(L)$; in Corollary 9.4 we will see a condition that guarantees $\mathcal{O}(L)=0$. Such a result should not be regarded in a negative light; indeed knowing that $\mathcal{O}(L)=0$ for some line bundles can give important information on $\mathcal{O}\left(L_{1}\right)$ for certain other line bundles, as we will see.

Any nontrivial $u \in \mathcal{M}(L)$ will have a finite number of zeros and poles. If $p$ is a zero of $u$, let $v_{u}(p)$ be the order of the zero; if $p$ is a pole of $u$, let $-v_{u}(p)$ be the order of the pole. We define the "divisor" of $u \in \mathcal{M}(L)$ to be the formal finite sum

$$
\begin{equation*}
\vartheta(u)=\sum_{p} v_{u}(p) \cdot p \tag{9.27}
\end{equation*}
$$

over the set of zeros and poles of $u$. It is a simple exercise in complex analysis that if $u$ is a nontrivial meromorphic function on $M$ (i.e., an element of $\mathcal{M}(1)$ ), then $\sum_{p} v_{u}(p)=0$. The following is a significant generalization of that.

Proposition 9.3. If $L \rightarrow M$ is a holomorphic line bundle and $u \in \mathcal{M}(L)$ is nontrivial, then

$$
\begin{equation*}
c_{1}(L)[M]=\sum_{p} v_{u}(p) . \tag{9.28}
\end{equation*}
$$

Proof. The left side of (9.28) is given by (9.18), where $\omega_{L}$ is the curvature 2-form associated to any connection on $L$. We will use the formula

$$
\begin{equation*}
-\frac{1}{2 \pi i} \int_{M} \omega_{L}=\operatorname{Index} X, \tag{9.29}
\end{equation*}
$$

for any $X \in C^{\infty}(M, L)$ with nondegenerate zeros, proved in Appendix C, Proposition 5.4, as a variant of the Gauss-Bonnet theorem. The section $X$ will be constructed from $u \in \mathcal{M}(L)$ as follows. Except on the union of small neighborhoods of the poles of $u$, we take $X=u$. Near the poles of $u$, write $u=v S, S$ a nonvanishing holomorphic section of $L$ defined on a neighborhood of such poles, $v$ meromorphic. Pick $R>0$ sufficiently large, and replace $u$ by $\left(R^{2} / \bar{v}\right) S$, where $|v| \geq R$. Smooth out $X$ near the loci $|v|=R$. Then the formula (9.29) for $X$ is equivalent to the desired formula, (9.28).

The following is an immediate consequence.
Corollary 9.4. If $L \rightarrow M$ is a holomorphic line bundle with $c_{1}(L)[M]<0$, then every nontrivial $u \in \mathcal{M}(L)$ has poles; hence $\mathcal{O}(L)=0$.

Note that if $c_{1}(L)[M]=0$ and $\mathcal{O}(L) \neq 0$, by (9.28) we have that any $u \in$ $\mathcal{O}(L)$ not identically zero is nowhere vanishing. Thus we have
(9.30) $\quad c_{1}(L)[M]=0, \mathcal{O}(L) \neq 0 \Longrightarrow L$ is trivial holomorphic line bundle.

To relate Corollary 10.4 to the Riemann-Roch formula (9.17), we note that since $\operatorname{dim} \mathcal{O}\left(L^{-1} \otimes \kappa\right) \geq 0$, (9.17) yields Riemann's inequality:

$$
\begin{equation*}
\operatorname{dim} \mathcal{O}(L) \geq c_{1}(L)[M]-g+1 \tag{9.31}
\end{equation*}
$$

In view of the identities

$$
\begin{align*}
c_{1}\left(L_{1} \otimes L_{2}\right)[M] & =c_{1}\left(L_{1}\right)[M]+c_{1}\left(L_{2}\right)[M],  \tag{9.32}\\
c_{1}\left(L^{-1}\right)[M] & =-c_{1}(L)[M],
\end{align*}
$$

we see that

$$
\begin{equation*}
c_{1}(L)[M]>2 g-2 \Longrightarrow \mathcal{O}\left(L^{-1} \otimes \kappa\right)=0 \tag{9.33}
\end{equation*}
$$

Thus we have the following sharpening of Riemann's inequality:
Proposition 9.5. If $M$ has genus $g$ and $c_{1}(L)[M]>2 g-2$, then

$$
\begin{equation*}
\operatorname{dim} \mathcal{O}(L)=c_{1}(L)[M]-g+1 \tag{9.34}
\end{equation*}
$$

Generalizing (9.27), we say a divisor on $M$ is a finite formal sum

$$
\begin{equation*}
\vartheta=\sum_{p} v(p) \cdot p \tag{9.35}
\end{equation*}
$$

$v(p)$ taking values in $\mathbb{Z}$. One defines $-\vartheta$ and the sum of two divisors in the obvious fashion. To any divisor $\vartheta$ we can associate a holomorphic line bundle, denoted $E_{\vartheta}$; one calls $E_{\vartheta}$ a divisor bundle. To construct $E_{\vartheta}$, it is most convenient to use the method of transition functions. Cover $M$ with holomorphic coordinate sets $U_{j}$, pick $\psi_{j} \in \mathcal{M}_{U_{j}}$, having a pole of order exactly $|\nu(p)|$ at $p$, if $v(p)<0$, a zero of order exactly $\nu(p)$ if $\nu(p)>0$ (provided $p \in U_{j}$ ), and no other poles or zeros. The transition functions

$$
\begin{equation*}
\varphi_{j k}=\psi_{k}^{-1} \psi_{j} \tag{9.36}
\end{equation*}
$$

define a holomorphic line bundle $E_{\vartheta}$. The collection $\left\{\psi_{j}, U_{j}\right\}$ defines a meromorphic section

$$
\begin{equation*}
\psi \in \mathcal{M}\left(E_{\vartheta}\right) \tag{9.37}
\end{equation*}
$$

and

$$
\begin{equation*}
-\vartheta(\psi)=\vartheta . \tag{9.38}
\end{equation*}
$$

Thus Proposition 9.3 implies

$$
\begin{equation*}
c_{1}\left(E_{\vartheta}\right)=-\sum_{p} v(p)=\langle\vartheta\rangle, \tag{9.39}
\end{equation*}
$$

where the last identity defines $\langle\vartheta\rangle$.
Divisor bundles help one study meromorphic sections of one line bundle in terms of holomorphic sections of another. A basic question in Riemann surface theory is when can one construct a meromorphic function on $M$ (more generally, a meromorphic section of $L$ ) with prescribed poles and zeros. A closely related question is the following. Given a divisor $\vartheta$ on $M$, describe the space

$$
\begin{equation*}
\mathcal{M}(L, \vartheta)=\{u \in \mathcal{M}(L): \vartheta(u) \geq \vartheta\}, \tag{9.40}
\end{equation*}
$$

where $\vartheta_{1} \geq \vartheta$ means $\vartheta_{1}-\vartheta \geq 0$, that is, all integers $\mu(p)$ in $\vartheta_{1}-\vartheta=\sum \mu(p) \cdot p$ are $\geq 0$. When $L=1$, we simply write $\mathcal{M}(\vartheta)$ for the space (9.40). A straightforward consequence of the construction of $E_{\vartheta}$ is the following:

## Proposition 9.6. There is a natural isomorphism

$$
\begin{equation*}
\mathcal{M}(L, \vartheta) \approx \mathcal{O}\left(L \otimes E_{\vartheta}\right) . \tag{9.41}
\end{equation*}
$$

Proof. The isomorphism takes $u \in \mathcal{M}(L, \vartheta)$ to $u \psi$, where $\psi$ is described by (9.36)-(9.37).

We can hence draw some conclusions about the dimension of $\mathcal{M}(L, \vartheta)$. From the identity (9.34) we have

$$
\begin{equation*}
c_{1}(L)[M]+\langle\vartheta\rangle>2 g-2 \Longrightarrow \operatorname{dim} \mathcal{M}(L, \vartheta)=c_{1}(L)[M]+\langle\vartheta\rangle-g+1, \tag{9.42}
\end{equation*}
$$

and, in particular,

$$
\begin{equation*}
\langle\vartheta\rangle>2 g-2 \Longrightarrow \operatorname{dim} \mathcal{M}(\vartheta)=\langle\vartheta\rangle-g+1 . \tag{9.43}
\end{equation*}
$$

Also one has general inequalities, as a consequence of (9.31).
Now Corollary 9.4 and Proposition 9.5 specify precisely $\operatorname{dim} \mathcal{O}(L)$ provided either $c_{1}(L)[M]<0$ or $c_{1}(L)[M]>2 g-2$, but (9.31) gives weaker information
if $0 \leq c_{1}(L)[M] \leq 2 g-2$; in fact, for $c_{1}(L)[M] \leq g-1$, it gives no information at all. In this range the lower bound (9.31) can be complemented by an upper bound. For example, (9.30) implies

$$
\begin{equation*}
c_{1}(L)[M]=0 \Longrightarrow \operatorname{dim} \mathcal{O}(L)=0 \text { or } 1 \tag{9.44}
\end{equation*}
$$

We will show later that both possibilities can occur. We now establish the following generalization of (9.44).

Proposition 9.7. Let $k=0,1, \ldots, g-1$. Then, for a holomorphic line bundle $L \rightarrow M$,

$$
\begin{equation*}
c_{1}(L)[M]=g-1-k \Longrightarrow 0 \leq \operatorname{dim} \mathcal{O}(L) \leq g-k \tag{9.45}
\end{equation*}
$$

and

$$
\begin{equation*}
c_{1}(L)[M]=g-1+k \Longrightarrow k \leq \operatorname{dim} \mathcal{O}(L) \leq g . \tag{9.46}
\end{equation*}
$$

Proof. First we establish (9.46). The lower estimate follows from (9.31). For the upper estimate, pick any divisor $\vartheta \leq 0$ with $\langle\vartheta\rangle=k$. Then $\operatorname{dim} \mathcal{O}(L) \leq$ $\operatorname{dim} \mathcal{M}(L, \vartheta)=\operatorname{dim} \mathcal{O}\left(L \otimes E_{\vartheta}\right)$, which is equal to $g$ since $c_{1}\left(L \otimes E_{\vartheta}\right)[M]=$ $2 g-1$ and Proposition 9.5 applies. The upper estimate in (9.45) follows by interchanging $L$ and $L^{-1} \otimes \kappa$ in the Riemann-Roch identity.

To illustrate (9.46), we note the following complement to (9.44):

$$
\begin{equation*}
c_{1}(L)[M]=2 g-2 \Longrightarrow \operatorname{dim} \mathcal{O}(L)=g-1 \text { or } g . \tag{9.47}
\end{equation*}
$$

On the other hand, the closer $c_{1}(L)[M]$ gets to $g-1$, the greater the uncertainty in $\operatorname{dim} \mathcal{O}(L)$, except of course when $g=0$; then Corollary 9.4 and Proposition 9.5 cover all possibilities. It turns out that, for "typical" $L$, the minimum value of $\operatorname{dim} \mathcal{O}(L)$ in (9.45)-(9.46) is achieved; see [Gu].

We now use some of the results derived above to obtain strong results on the structure of compact Riemann surfaces of genus $g=0$ and 1 .

Proposition 9.8. If $M$ is a compact Riemann surface of genus $g=0$, then $M$ is holomorphically diffeomorphic to the Riemann sphere $S^{2}$.

Proof. Pick $p \in M$; with $\vartheta=-p$, so $\langle\vartheta\rangle=1$, (9.43) implies $\operatorname{dim} \mathcal{M}(\vartheta)=2$. Of course, the constants form a one-dimensional subspace of $\mathcal{M}(\vartheta)$; thus we know that there is a nonconstant $u \in \mathcal{M}(\vartheta)$; $u$ cannot be holomorphic, so it must have a simple pole at $p$. The proof thus follows from the next result.

Proposition 9.9. If there exists a meromorphic function u on a compact Riemann surface $M$, regular except at a single point, where it has a simple pole, then $M$ is holomorphically diffeomorphic to $S^{2}$.

Proof. By the simple argument mentioned above (9.28), $u$ must have precisely one zero, a simple zero. By the same reasoning, for any $\lambda \in \mathbb{C}, u-\lambda$ must have precisely one simple zero, so $u: M \rightarrow \mathbb{C} \cup\{\infty\}=S^{2}$ is a holomorphic diffeomorphism.

Proposition 9.10. If $M$ is a compact Riemann surface of genus $g=1$, then there exists a lattice $\Gamma \subset \mathbb{C}$ such that $M$ is holomorphically diffeomorphic to $\mathbb{C} / \Gamma$.

Proof. By (9.21), or alternatively by (9.24), $\operatorname{dim} \mathcal{O}(\kappa)=1$ in this case. Pick a nontrivial section $\xi$. By (9.28), $\sum v_{\xi}(p)=2 g-2=0$. Since $\xi$ has no poles, it also has no zeros, that is, $\kappa$ is holomorphically trivial if $g=1$. (Compare with (9.30).)

We use a topological fact. Namely, since $\operatorname{dim} \mathcal{H}^{1}(M, \mathbb{C})=2$ if $g=1$, by deRham's theorem there exist closed curves $\gamma_{1}, \gamma_{2}$ in $M$ such that, for any closed curve $\gamma$ in $M$, there are integers $m_{1}, m_{2}$ such that

$$
\int_{\gamma} v=m_{1} \int_{\gamma_{1}} v+m_{2} \int_{\gamma_{2}} v
$$

for any closed 1-form $v$ on $M$. Granted this, it follows that if we pick $p_{0} \in M$, the map

$$
\begin{equation*}
M \ni z \mapsto \int_{p_{0}}^{z} \xi \tag{9.48}
\end{equation*}
$$

defines a holomorphic map

$$
\begin{equation*}
\Phi: M \longrightarrow \mathbb{C} / \Gamma^{\prime} \tag{9.49}
\end{equation*}
$$

where $\Gamma^{\prime}$ is the lattice in $\mathbb{C}$ generated by $\zeta_{j}=\int_{\gamma_{j}} \xi, j=0,1$. Since $\xi$ is nowhere vanishing, the map (9.49) is a covering map. It follows that there is a holomorphic covering map $\Psi: \mathbb{C} \rightarrow M$, and the covering transformations form a group of translations of $\mathbb{C}$ (a subgroup of $\Gamma^{\prime}$, call it $\Gamma$ ). This gives the holomorphic diffeomorphism $M \approx \mathbb{C} / \Gamma$. We remark that, with a little extra argument, one can verify that (9.49) is already a diffeomorphism.

Propositions 9.8 and 9.10 are special cases of the uniformization theorem for compact Riemann surfaces. The $g \geq 2$ case will be established in Chap. 14 as a consequence of solving a certain nonlinear PDE. Also in that chapter, an alternative proof of Proposition 9.10 will be presented; in that case the PDE becomes linear. Also in Chap. 14 we present a linear PDE proof that treats the case $g=0$. We note that in the treatment of the $g=1$ case given above, the Riemann-Roch theorem is not essential; the analysis giving (9.22)-(9.24) suffices.

We return to the study of $\operatorname{dim} \mathcal{O}(L)$, for $L=E_{\vartheta}$. We illustrate how the first possibility can occur in (9.44). In fact, pick distinct points $p, q \in M$, and consider
$\vartheta=p-q$. Clearly, $c_{1}\left(E_{p-q}\right)[M]=0$. Now $\mathcal{O}\left(E_{p-q}\right) \approx \mathcal{M}(p-q)$, and it follows from Proposition 9.9 that if there is a nontrivial member of $\mathcal{M}(p-q)$, then $M$ must be the sphere $S^{2}$. We thus have

$$
\begin{equation*}
\mathcal{O}\left(E_{p-q}\right)=0 \quad \text { if } p \neq q \in M, \text { of genus } g \geq 1 \tag{9.50}
\end{equation*}
$$

On the other hand, if $p, q, r \in M$ are distinct, then $c_{1}\left(E_{-p-q+r}\right)[M]=1$, and (9.34) applies for $g=1$; hence

$$
\begin{equation*}
g=1 \Longrightarrow \operatorname{dim} \mathcal{M}(-p-q+r)=1 \tag{9.51}
\end{equation*}
$$

By the discussion above, a nontrivial $u \in \mathcal{M}(-p-q+r)$ cannot have just a simple pole; it must have poles at $p$ and $q$. This proves the next result:

Proposition 9.11. If $p, q$, and $r$ are distinct points in $M$, of genus 1 , there is a meromorphic function on $M$ with simple poles at $p$ and $q$, and a zero at $r$, unique up to a multiplicative constant. Similarly, if $p=q \neq r \in M$, one has a meromorphic $u$ with a double pole at $p$, and a zero at $r$.

Given that $M=\mathbb{C} / \Gamma$, these meromorphic functions are the elliptic functions of Weierstrass, and they can be constructed explicitly. The uniqueness statement can also be established on elementary grounds. Note that, with $p, q$, and $r$ as in Proposition 9.11, the corresponding elliptic function $u$ vanishes at one other uniquely determined point $s$ (or perhaps has a double zero at $r$, so $s=r$ ). In other words, if we set $\vartheta=-p-q+r+s$, for $M$ of genus 1 , the line bundle $E_{\vartheta}$ is trivial for a unique $s \in M$, given $p, q, r \in M, r$ different from $p$ or $q$. Actually, this last qualification can be dispensed with; $r=p$ forces $s=q$. It is a basic general question in Riemann surface theory to specify conditions on a divisor $\vartheta$ (in addition to $\langle\vartheta\rangle=0$ ) necessary and sufficient for $E_{\vartheta}$ to be a trivial holomorphic line bundle over $M$. The question of whether $E_{\vartheta}$ is trivial is equivalent to the question of whether there exists a nontrivial meromorphic function on $M$, with poles at $p$ of order exactly $|v(p)|$, where $v(p)<0$, in the representation (9.35) for $\vartheta$, and zeros of order exactly $v(p)$, where $v(p)>0$. This question is answered by a theorem of Abel; see [Gu] for a discussion. The answer is essentially equivalent to a classification of holomorphic line bundles over $M$.

## Exercises

1. Show that the conjugate linear map $C$ in (9.23) is indeed well defined, independently of a choice of local holomorphic coordinates.
2. Show that if $M$ is a compact Riemann surface, then the complex line bundle $\kappa$ has a square root, i.e., a line bundle $\lambda$ such that $\kappa \approx \lambda \otimes \lambda$. Show that $\lambda$ can even be taken to be a holomorphic square root. Thus $M$ actually has a spin structure. (Note also Exercise 5 of §3.)
3. Deduce the index formula (9.15), which leads to the Riemann-Roch formula, directly from Theorem 5.1, for twisted Dirac operators on spin manifolds.
4. Is it possible to choose a connection on $L$ such that the operators $\bar{\partial}_{L}$ and $D_{L}$ in (9.14) are actually equal?
5. Sections of the line bundle $\kappa \otimes \kappa$ are called quadratic differentials. Compute the dimension of $\mathcal{O}(\kappa \otimes \kappa)$. Given a divisor $\vartheta \leq 0$, compute $\operatorname{dim} \mathcal{M}(\kappa \otimes \kappa, \vartheta)$.
6. Extend Theorem 9.1 to the case where $L \rightarrow M$ is a holomorphic vector bundle.
7. Formulate a version of the Riemann-Roch theorem for a compact, complex manifold $M$ of higher dimension, and prove it, using Theorem 8.1.
8. Show that (9.41)-(9.42) provide an alternative proof of the existence result, Proposition 9.2.
9. Deduce from Proposition 9.2 that every holomorphic line bundle $L$ over a Riemann surface is isomorphic to a divisor bundle $E_{\vartheta}$.

A nonconstant meromorphic function $f: M \rightarrow \mathbb{C} \cup\{\infty\}$ can be regarded as a holomorphic map $f: M \rightarrow S^{2}$, which is onto. It is called a branched covering of $S^{2}$ by the Riemann surface $M$. A branch point of $M$ is a point $p \in M$ such that $d f(p)=0$. The order $o(p)$ is the order to which $d f(p)$ vanishes at $p$.
10. If $f: M \rightarrow S^{2}$ is a holomorphic map with branch points $p_{j}$, show that

$$
\begin{equation*}
\sum_{j} o\left(p_{j}\right)=2 \operatorname{deg}(f)+2 g-2 \tag{9.52}
\end{equation*}
$$

(Hint: Reduce to the case where all poles of $f$ are simple, so (counting multiplicity)

$$
\# \text { poles of } f^{\prime}=2 \times \# \text { poles of } f
$$

while the left side of (9.52) is equal to \# zeros of $f^{\prime}$. Think of $f^{\prime}$ as a meromorphic section of $\kappa$.)
11. Give another derivation of (9.52) by triangulating $S^{2}$ so that the points $q_{j}=f\left(p_{j}\right)$ are among the vertices, pulling this triangulation back to $M$, and comparing the numbers of vertices, edges, and faces.
The formula (9.52) is called Hurwitz' formula.
12. Let $X$ be a "real" vector field on a compact Riemann surface $M$. Assume $M$ is given a Riemannian metric compatible with its complex structure, so that $J: T_{x} M \rightarrow T_{x} M$ is an isometry. Picture $X$ as a section of the complex line bundle $\mathcal{T}=\kappa^{-1}$. Show that $X$ generates a group of conformal diffeomorphisms of $M$ if and only if it is a holomorphic section of $\kappa^{-1}$. If $g$ is the genus of $M$, show that

$$
\begin{aligned}
& g \geq 2 \Longrightarrow \mathcal{O}\left(\kappa^{-1}\right)=0, \\
& g=1 \Longrightarrow \operatorname{dim}_{\mathbb{C}} \mathcal{O}\left(\kappa^{-1}\right)=1, \\
& g=0 \Longrightarrow \operatorname{dim}_{\mathbb{C}} \mathcal{O}\left(\kappa^{-1}\right)=3 .
\end{aligned}
$$

Deduce the dimension of Lie groups of conformal diffeomorphisms in these cases. Compare the conclusion in case $g \geq 2$ with that of Exercise 5 of $\S 4$, given (see Chap. 14, §2) that one could choose a Riemannian metric of curvature -1 . Compare the $g=1$ case with Exercise 6 of $\S 4$.
13. Considering $\mathcal{M}(\kappa, p)=\{u \in \mathcal{O}(\kappa): u(p)=0\} \approx \mathcal{O}\left(\kappa \otimes E_{p}\right)$, show that

$$
g \geq 1 \Longrightarrow \operatorname{dim} \mathcal{M}(\kappa, p)=g-1
$$

Deduce that, for each $p \in M$, there exists $u \in \mathcal{O}(\kappa)$ such that $u(p) \neq 0$, provided $g \geq 1$. Hint. Use (9.17) to get $\operatorname{dim} \mathcal{O}\left(\kappa \otimes E_{p}\right)-\operatorname{dim} \mathcal{O}\left(E_{p}^{-1}\right)=g-2$. Then show that $\operatorname{dim} \mathcal{O}\left(E_{p}^{-1}\right)=\operatorname{dim} \mathcal{M}(-p)=1$ if $g \geq 1$. (Cf. Proposition 9.9)
14. Consider $\bar{\partial}_{\kappa}: H^{s}(M, \kappa) \rightarrow H^{s-1}(M, \kappa \otimes \bar{\kappa}) \approx H^{s-1}(M)$. Show that the range of $\bar{\partial}_{\kappa}$ has codimension 1. Hint. As in (9.8), the adjoint is $-\bar{\partial}: H^{1-s}(M) \rightarrow H^{-s}(M, \bar{\kappa})$.
15. Let $u_{j}$ be meromorphic 1-forms on neighborhoods $\mathcal{O}_{j}$ of $p_{j}(1 \leq k \leq K)$, with poles at $p_{j}$. Use Exercise 14 to show there exists $u \in \mathcal{M}(\kappa)$ such that $u-\left.u_{j}\right|_{\mathcal{O}_{j}}$ is pole free for each $j$, if and only if $\sum_{j=1}^{K} \operatorname{Res}_{p_{j}} u_{j}=0$.
16. Let $E \rightarrow M$ be a holomorphic vector bundle over a compact Riemann surface, of rank $k$. That is, each fiber $E_{p}$ has complex dimension $k$. Modify the proof of Theorem 9.1 to show that

$$
\operatorname{dim} \mathcal{O}(E)-\operatorname{dim} \mathcal{O}\left(E^{\prime} \otimes \kappa\right)=c_{1}(E)[M]-\frac{k}{2} c_{1}(\kappa)[M]
$$

Here $E^{\prime}$ is the dual bundle of $E$. (Hint. Obtain an analogue of (9.15) and use $\operatorname{Ch}(E)=\operatorname{Tr} e^{-\Phi / 2 \pi i}$, as in (6.36), where $\Phi$ is the $\operatorname{End}(E)$-valued curvature form of a connection on $E$, to get

$$
\left.e^{-c_{1}(\kappa) / 2} \operatorname{Ch}(E)=c_{1}(e)-\frac{k}{2} c_{1}(\kappa) .\right)
$$

## 10. Direct attack in 2-D

Here we produce a direct analysis of the index formula for a first-order, elliptic operator

$$
\begin{equation*}
D: C^{\infty}\left(M, E_{0}\right) \longrightarrow C^{\infty}\left(M, E_{1}\right) \tag{10.1}
\end{equation*}
$$

of Dirac type when $\operatorname{dim} M=2$. In view of (5.11), if $k_{j}(t, x, y)$ are the integral kernels of $e^{-t D^{*} D}$ and $e^{-t D D^{*}}, j=0,1$, then

$$
\begin{equation*}
k_{j}(t, x, x) \sim a_{j 0}(x) t^{-1}+a_{j 1}(x)+a_{j 2}(x) t+\cdots \tag{10.2}
\end{equation*}
$$

as $t \searrow 0$, and

$$
\begin{equation*}
\text { Index } D=\int_{M}\left[a_{01}(x)-a_{11}(x)\right] d V(x) \tag{10.3}
\end{equation*}
$$

As shown in Chap. 7, $\S 14$, we can produce explicit formulas for $a_{j 1}(x)$ via calculations using the Weyl calculus.

Thus, pick local frame fields for $E_{0}$ and $E_{1}$ so that, in a local coordinate chart, $D=A(X, D)$, with

$$
\begin{equation*}
A(x, \xi)=\sum A_{j}(x) \xi_{j}+C(x) \tag{10.4}
\end{equation*}
$$

a $K \times K$ matrix-valued symbol. Assume that

$$
\begin{align*}
D^{*} D & =g(X, D)+\ell_{0}(X, D)+B_{0}(x) \\
D D^{*} & =g(X, D)+\ell_{1}(X, D)+B_{1}(x) \tag{10.5}
\end{align*}
$$

where $g(x, \xi)$ defines a metric tensor, while $\ell_{j}(x, \xi)$ and $B_{j}(x)$ are $K \times K$ matrixvalued, and

$$
\begin{equation*}
\ell_{v}(x, \xi)=\sum_{j} \ell_{j}^{(v)}(x) \xi_{j} \tag{10.6}
\end{equation*}
$$

By (14.86) of Chap. 7, we have the following:
Proposition 10.1. If $D$ is an operator of Dirac type satisfying the hypotheses above and $\operatorname{dim} M=2$, then Index $D$ is equal to

$$
\begin{equation*}
\frac{1}{4 \pi} \int_{M}\left\{\operatorname{Tr} \sum_{j}\left[\ell_{j}^{(0)}(x)^{2}-\ell_{j}^{(1)}(x)^{2}\right]+\operatorname{Tr}\left[B_{1}(x)-B_{0}(x)\right]\right\} d V \tag{10.7}
\end{equation*}
$$

Of course, the individual terms in the integrand in (10.7) are not generally globally well defined on $M$; only the total is. We want to express these terms directly in terms of the symbol of $D$. Assuming the adjoint is computed using $L^{2}(U, d x)$, we have $D^{*} D=L_{0}(X, D)$ and $D D^{*}=L_{1}(X, D)$, with

$$
\begin{align*}
& L_{0}(x, \xi)=A(x, \xi)^{*} A(x, \xi)+\frac{i}{2}\left\{A^{*}, A\right\} \\
& L_{1}(x, \xi)=A(x, \xi) A(x, \xi)^{*}+\frac{i}{2}\left\{A, A^{*}\right\} \tag{10.8}
\end{align*}
$$

Hence

$$
\begin{align*}
& \ell_{0}(x, \xi)=A_{1}(x, \xi)^{*} C(x)+C(x)^{*} A_{1}(x, \xi)+\frac{i}{2}\left\{A_{1}^{*}, A_{1}\right\}  \tag{10.9}\\
& \ell_{1}(x, \xi)=A_{1}(x, \xi) C(x)^{*}+C(x) A_{1}(x, \xi)^{*}+\frac{i}{2}\left\{A_{1}, A_{1}^{*}\right\}
\end{align*}
$$

where $A_{1}(x, \xi)=\sum A_{j}(x) \xi_{j}$, and

$$
\begin{align*}
& B_{0}(x)=C(x)^{*} C(x)+\frac{i}{2}\left\{C^{*}, A_{1}\right\}+\frac{i}{2}\left\{A_{1}^{*}, C\right\},  \tag{10.10}\\
& B_{1}(x)=C(x) C(x)^{*}+\frac{i}{2}\left\{C, A_{1}^{*}\right\}+\frac{i}{2}\left\{A_{1}, C^{*}\right\} .
\end{align*}
$$

Suppose that, for a given point $x_{0} \in M$, we arrange $C\left(x_{0}\right)=0$. Then

$$
\begin{align*}
& \ell_{0}\left(x_{0}, \xi\right)=\frac{i}{2}\left\{A_{1}^{*}, A_{1}\right\}=\frac{i}{2} \sum_{j}\left(\frac{\partial A_{1}^{*}}{\partial \xi_{j}} \frac{\partial A_{1}}{\partial x_{j}}-\frac{\partial A_{1}^{*}}{\partial x_{j}} \frac{\partial A_{1}}{\partial \xi_{j}}\right), \\
& \ell_{1}\left(x_{0}, \xi\right)=\frac{i}{2}\left\{A_{1}, A_{1}^{*}\right\}=\frac{i}{2} \sum_{j}\left(\frac{\partial A_{1}}{\partial \xi_{j}} \frac{\partial A_{1}^{*}}{\partial x_{j}}-\frac{\partial A_{1}}{\partial x_{j}} \frac{\partial A_{1}^{*}}{\partial \xi_{j}}\right), \tag{10.11}
\end{align*}
$$

and

$$
\begin{align*}
B_{0}\left(x_{0}\right) & =\frac{i}{2}\left\{C^{*}, A_{1}\right\}+\frac{i}{2}\left\{A_{1}^{*}, C\right\} \\
& =\frac{i}{2} \sum_{j}\left(-\frac{\partial C^{*}}{\partial x_{j}} \frac{\partial A_{1}}{\partial \xi_{j}}+\frac{\partial A_{1}^{*}}{\partial \xi_{j}} \frac{\partial C}{\partial x_{j}}\right), \\
B_{1}\left(x_{0}\right) & =\frac{i}{2}\left\{C, A_{1}^{*}\right\}+\frac{i}{2}\left\{A_{1}, C^{*}\right\}  \tag{10.12}\\
& =\frac{i}{2} \sum_{j}\left(-\frac{\partial C}{\partial x_{j}} \frac{\partial A_{1}^{*}}{\partial \xi_{j}}+\frac{\partial A_{1}}{\partial \xi_{j}} \frac{\partial C^{*}}{\partial x_{j}}\right) .
\end{align*}
$$

Note that if $A_{1}(x, \xi)$ is scalar, then $\ell_{0}\left(x_{0}, \xi\right)=-\ell_{1}\left(x_{0}, \xi\right)$ (granted that $C\left(x_{0}\right)=0$ ). Hence their contributions to the integrand in (10.7) cancel. Also, if $A_{1}(x, \xi)$ is scalar, then $B_{1}\left(x_{0}\right)=-B_{0}\left(x_{0}\right)$. Thus, at $x_{0}$, the integrand in (10.7) is equal to

$$
\begin{equation*}
2 \operatorname{Tr} B_{1}\left(x_{0}\right)=-\operatorname{Tr} \sum_{j}\left(\bar{A}_{j} \frac{\partial C}{\partial x_{j}}-A_{j} \frac{\partial C^{*}}{\partial x_{j}}\right) \tag{10.13}
\end{equation*}
$$

in this case. This situation arises for elliptic differential operators on sections of complex line bundles. In such a case, $C(x)$ is also scalar, and we can rewrite (10.13) as

$$
\begin{equation*}
-2 \operatorname{Im} \sum_{j} \bar{A}_{j} \frac{\partial C}{\partial x_{j}} . \tag{10.14}
\end{equation*}
$$

Let's take a look at the operator $D_{L}: C^{\infty}(M, L) \rightarrow C^{\infty}(M, L \otimes \bar{\kappa})$, where $M$ is a Riemann surface, $L \rightarrow M$ is a complex line bundle, with a Hermitian metric and a metric connection $\nabla$, and, for a vector field $X$,

$$
\begin{equation*}
\left\langle D_{L} u, X\right\rangle=\nabla_{X} u+i \nabla_{J X} u . \tag{10.15}
\end{equation*}
$$

This is the same as (9.11)-(9.12), up to a factor of 2 . Here $J$ is the complex structure on $T M$. We can assume $M$ has a Riemannian metric with respect to which $J$ is rotation by $90^{\circ}$. Pick $x_{0} \in M$. Use a geodesic normal coordinate system centered at $x_{0}$, so the metric tensor $g_{j k}$ satisfies

$$
\begin{equation*}
\nabla g_{j k}\left(x_{0}\right)=0 . \tag{10.16}
\end{equation*}
$$

Let $X\left(x_{0}\right)=\partial / \partial x_{1}$, and define $X$ by parallel transport radially from $x_{0}$ (along geodesics). Then

$$
\begin{equation*}
X(x)=a_{1}^{1}(x) \frac{\partial}{\partial x_{1}}+a_{1}^{2}(x) \frac{\partial}{\partial x_{2}}, \tag{10.17}
\end{equation*}
$$

with

$$
\begin{equation*}
a_{1}^{1}\left(x_{0}\right)=1, \quad a_{1}^{2}\left(x_{0}\right)=0, \quad \nabla a_{1}^{j}\left(x_{0}\right)=0 . \tag{10.18}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
J X(x)=a_{2}^{1}(x) \frac{\partial}{\partial x_{1}}+a_{2}^{2}(x) \frac{\partial}{\partial x_{2}}, \tag{10.19}
\end{equation*}
$$

with

$$
\begin{equation*}
a_{2}^{1}\left(x_{0}\right)=0, \quad a_{2}^{2}\left(x_{0}\right)=1, \quad \nabla a_{2}^{j}\left(x_{0}\right)=0 \tag{10.20}
\end{equation*}
$$

Next, let $\varphi$ be a local section of $L$ such that $\varphi\left(x_{0}\right)$ has norm 1 , and $\varphi(x)$ is obtained from $\varphi\left(x_{0}\right)$ by radial parallel translation. Thus

$$
\begin{equation*}
u=v \varphi \Longrightarrow \nabla_{\partial_{j}} u=\left(\partial_{j} v+i \theta_{j} v\right) \varphi, \tag{10.21}
\end{equation*}
$$

where the connection coefficients satisfy

$$
\begin{equation*}
\theta_{j}\left(x_{0}\right)=0 \tag{10.22}
\end{equation*}
$$

In such a coordinate system, and with respect to such choices, the operator $D_{L}$ takes the form

$$
\begin{equation*}
D_{L}(v \varphi)=\frac{1}{i} \sum\left[A_{j} \frac{\partial v}{\partial x_{j}}-A_{j} \theta_{j} v\right] \varphi \otimes \vartheta \tag{10.23}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{j}=i\left(a_{1}^{j}+i a_{2}^{j}\right) \tag{10.24}
\end{equation*}
$$

and where $\vartheta \in C^{\infty}(U, \bar{\kappa})$ satisfies

$$
\langle X, \vartheta\rangle=1, \quad\langle J X, \vartheta\rangle=i
$$

Then $D_{L}^{*}: C^{\infty}(M, L \otimes \bar{\kappa}) \rightarrow C^{\infty}(M, L)$ is given by

$$
\begin{equation*}
D_{L}^{*}(w \varphi \otimes \vartheta)=\frac{1}{i} \sum g^{-1 / 2}\left[\bar{A}_{j} \frac{\partial}{\partial x_{j}}+\left(\partial_{j} \bar{A}_{j}+\bar{A}_{j} \bar{\theta}_{j}\right)\right]\left(g^{1 / 2} w\right) \varphi \tag{10.25}
\end{equation*}
$$

Now we want to take adjoints using $L^{2}(U, d x)$ rather than $L^{2}(U, \sqrt{g} d x)$, so we conjugate by $g^{1 / 4}$, and replace $D_{L}$ by

$$
\begin{equation*}
\tilde{D}_{L}=\frac{1}{i} \sum\left[g^{1 / 4} A_{j} \frac{\partial}{\partial x_{j}}\left(g^{-1 / 4} v\right)-A_{j} \theta_{j} v\right] \tag{10.26}
\end{equation*}
$$

Thus we are in the situation of considering an operator of the form (10.4), with $A_{j}$ given by (10.24) and

$$
\begin{equation*}
C(x)=\sum\left[\frac{i}{2} \frac{\partial A_{j}}{\partial x_{j}}-A_{j} \theta_{j}-\frac{1}{4} g^{-1} \frac{\partial g}{\partial x_{j}} A_{j}\right] . \tag{10.27}
\end{equation*}
$$

Thus $C\left(x_{0}\right)=0$, by (10.18)-(10.22), while

$$
\begin{equation*}
\partial_{k} C\left(x_{0}\right)=\sum_{j}\left[-A_{j}\left(\partial_{k} \theta_{j}\right)+\frac{i}{2} \partial_{k} \partial_{j} A_{j}-\frac{1}{4} A_{j}\left(\partial_{k} \partial_{j} g\right)\right] . \tag{10.28}
\end{equation*}
$$

Now $\partial_{k} \theta_{j}\left(x_{0}\right)$ is given by the curvature of $\nabla$ on $L$ :

$$
\begin{equation*}
\frac{\partial \theta_{j}}{\partial x_{k}}\left(x_{0}\right)=\frac{1}{2} F_{j k}\left(x_{0}\right) . \tag{10.29}
\end{equation*}
$$

Meanwhile, as shown in $\S 3$ of Appendix C, $\partial_{k} \partial_{j} A_{j}$ can be expressed in terms of the Riemannian curvature:

$$
\begin{equation*}
\partial_{j} \partial_{k} a_{m}^{\ell}\left(x_{0}\right)=-\frac{1}{6} R_{\ell j m k}-\frac{1}{6} R_{\ell k m j}, \tag{10.30}
\end{equation*}
$$

and of course so can $\partial_{k} \partial_{j} g\left(x_{0}\right)$. Consequently, at $x_{0}$, the formula (10.14) for the integrand in (10.7) becomes

$$
\begin{equation*}
-\frac{2}{i} F_{12}+\frac{1}{2} S\left(x_{0}\right) . \tag{10.31}
\end{equation*}
$$

Note that $S / 2=K$, the Gauss curvature. Thus the formula (10.7) becomes

$$
\begin{align*}
\text { Index } D_{L} & =\frac{1}{4 \pi} \int_{M}\left(-\frac{2}{i} F_{12}+K\right) d V \\
& =-\frac{1}{2 \pi i} \int_{M} \omega_{L}+\frac{1}{4 \pi} \int_{M} K d V \tag{10.32}
\end{align*}
$$

where $\omega_{L}$ is the curvature form of $L$. We have the identities

$$
\begin{equation*}
-\frac{1}{2 \pi i} \int_{M} \omega_{L}=c_{1}(L)[M], \quad \frac{1}{4 \pi} \int_{M} K d V=\frac{1}{2} \chi(M), \tag{10.33}
\end{equation*}
$$

the latter being the Gauss-Bonnet theorem.

Now, if $L \rightarrow M$ is a holomorphic line bundle, then $(1 / 2) D_{L}$ has the same principal symbol, hence the same index, as

$$
\begin{equation*}
\bar{\partial}_{L}: C^{\infty}(M, L) \longrightarrow C^{\infty}(M, L \otimes \bar{\kappa}) \tag{10.34}
\end{equation*}
$$

Hence we obtain the Riemann-Roch formula:

$$
\begin{equation*}
\text { Index } \bar{\partial}_{L}=c_{1}(L)[M]+\frac{1}{2} \chi(M) \tag{10.35}
\end{equation*}
$$

in agreement with (9.17).
We finish with a further comment on the Gauss-Bonnet formula; $\chi(M)$ is the index of

$$
\begin{equation*}
d+\delta: \Lambda^{0} M \oplus \Lambda^{2} M \longrightarrow \Lambda^{1} M \tag{10.36}
\end{equation*}
$$

if $\operatorname{dim} M=2$. If $M$ is oriented, both $\Lambda^{1} M$ and $\left(\Lambda^{0} \oplus \Lambda^{2}\right) M$ get structures of complex line bundles via the Hodge $*$ operator; use

$$
\begin{equation*}
J=* \text { on } \Lambda^{1}, \quad J=-*: \Lambda^{0} \rightarrow \Lambda^{2}, \quad J=*: \Lambda^{2} \rightarrow \Lambda^{0} \tag{10.37}
\end{equation*}
$$

It follows easily that $(d+\delta) J=J(d+\delta)$, so we get a $\mathbb{C}$-linear differential operator

$$
\begin{equation*}
\vartheta: \Lambda_{e} M \longrightarrow \Lambda_{o} M \tag{10.38}
\end{equation*}
$$

where $\Lambda_{e}=\Lambda^{0} \oplus \Lambda^{2}, \Lambda_{o}=\Lambda^{1}$, regarded as complex line bundles, so

$$
\text { Index } \vartheta=\frac{1}{2} \operatorname{Index}(d+\delta)
$$

$\operatorname{Ker} \vartheta$ is a one-dimensional complex vector space:

$$
\operatorname{Ker} \vartheta=\operatorname{span}(1)=\operatorname{span}(* 1)
$$

The cokernel of $d+\delta$ in (10.36) consists of the space $\mathcal{H}_{1}$ of (real) harmonic 1 -forms on $M$. This is invariant under $*$, so it becomes a complex vector space:

$$
\begin{equation*}
\operatorname{dim}_{\mathbb{C}} \mathcal{H}_{1}=\frac{1}{2} \operatorname{dim}_{\mathbb{R}} \mathcal{H}_{1}=g \tag{10.39}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\text { Index } \vartheta=\frac{1}{2}(2-2 g)=1-g \tag{10.40}
\end{equation*}
$$

When one applies an analysis parallel to that above, leading to (10.32), one gets

$$
\begin{equation*}
\text { Index } \vartheta=\frac{1}{4 \pi} \int_{M} K d V \tag{10.41}
\end{equation*}
$$

Putting together (10.40) and (10.41), we again obtain the Gauss-Bonnet formula, for a compact, oriented surface.

## Exercises

1. Use (10.36)-(10.39) to give another proof of (9.24), that is,

$$
\operatorname{dim} \mathcal{O}(\kappa)=\frac{1}{2} \operatorname{dim} \mathcal{H}^{1}(M, \mathbb{C})=g
$$

In Exercises 2-4, suppose $E_{j} \rightarrow M$ are complex line bundles over $M$, a compact manifold of dimension 2, and suppose

$$
D: C^{\infty}\left(M, E_{0}\right) \longrightarrow C^{\infty}\left(M, E_{1}\right)
$$

is a first-order, elliptic differential operator.
2. Show that the symbol of $D$ induces an $\mathbb{R}$-linear isomorphism

$$
\begin{equation*}
\sigma_{D}(x): T_{x}^{*} \longrightarrow \mathcal{L}\left(E_{0 x}, E_{1 x}\right) \tag{10.42}
\end{equation*}
$$

Hence $M$ has a complex structure, making this $\mathbb{C}$-linear. This gives $M$ an orientation; reversing the orientation makes (10.42) conjugate linear.
3. If $M$ is oriented so that (10.42) is conjugate linear, show that $D$ has a principal symbol homotopic to that of $D_{L}$, given by (10.15), with $L=E_{0}, L \otimes \bar{\kappa} \approx E_{1}$. Deduce that

$$
\begin{equation*}
\text { Index } D=\frac{1}{2} c_{1}\left(E_{0}\right)[M]+\frac{1}{2} c_{1}\left(E_{1}\right)[M] . \tag{10.43}
\end{equation*}
$$

4. What happens to the formula for $\operatorname{Index} D^{*}$ ?

In Exercises 5-8, $S_{0}^{2} T^{*}$ denotes the bundle of symmetric second-order tensors with trace zero on a Riemannian manifold $M$, and $S_{0}^{1,1}$ denotes the bundle of symmetric tensors of type $(1,1)$ with trace 0 . The metric tensor provides an isomorphism of these two bundles.
5. If $M$ is a compact, oriented 2-fold, with associated complex structure $J: T_{x} M \rightarrow$ $T_{x} M$, show that a complex structure is defined on $S_{0 x}^{1,1} \subset \operatorname{Hom} T_{x}$ by

$$
\begin{equation*}
\mathfrak{J}(A)=\frac{1}{2}[J, A]=J A . \tag{10.44}
\end{equation*}
$$

Thus $S_{0}^{1,1}$ and $S_{0}^{2} T^{*}$ become complex line bundles.
6. Recall the first-order operator considered in (4.29)-(4.31):

$$
\begin{equation*}
D_{T F}: C^{\infty}(M, T) \longrightarrow C^{\infty}\left(M, S_{0}^{2} T^{*}\right), \quad D_{T F} X=\operatorname{Def} X-\frac{1}{2}(\operatorname{div} X) g \tag{10.45}
\end{equation*}
$$

in case $n=\operatorname{dim} M=2$. If $T$ and $S_{0}^{2} T^{*}$ are regarded as complex line bundles, show that $D_{T F}$ is $\mathbb{C}$-linear.
7. Recall that ker $D_{T F}$ consists of vector fields that generate conformal diffeomorphisms of $M$, hence of holomorphic sections of $\mathcal{T}=\kappa^{-1}$. Show that there is an isomorphism $S_{0}^{2} T^{*} \approx \kappa^{-1} \otimes \bar{\kappa}$ transforming (10.45) to

$$
\begin{equation*}
\bar{\partial}: C^{\infty}\left(M, \kappa^{-1}\right) \longrightarrow C^{\infty}\left(M, \kappa^{-1} \otimes \bar{\kappa}\right) . \tag{10.46}
\end{equation*}
$$

Note that Index $\bar{\partial}=-(3 g-3)$ in this case, if $g$ is the genus of $M$.
8. In view of (4.30), the orthogonal complement of the range of $D_{T F}$ is the finite dimensional space

$$
\begin{equation*}
\mathcal{V}=\left\{u \in C^{\infty}\left(M, S_{0}^{2} T^{*}\right): \operatorname{div} u=0\right\} . \tag{10.47}
\end{equation*}
$$

Comparing (10.45) and (10.46), show that $\mathcal{V} \approx \mathcal{O}(\kappa \otimes \kappa)$. If $M$ has genus $g \geq 2, \bar{\partial}$ in (10.46) is injective (by Exercise 12, §9). Deduce that

$$
\begin{equation*}
\operatorname{dim}_{\mathbb{R}} \mathcal{V}=6 g-6, \text { if } g \geq 2 \tag{10.48}
\end{equation*}
$$

Compare Exercise 5 of $\S 9$. For $g=0$, compare Exercise 7 of $\S 4$.
For connections with the dimension of Teichmuller space, see [Tro].

## 11. Index of operators of harmonic oscillator type

In this section we study elliptic operators of harmonic oscillator type, introduced in $\S 15$ of Chap. 7. We recall that a symbol $p(x, \xi)$ belongs to $\mathcal{S}_{1}^{m}\left(\mathbb{R}^{n}\right)$ if it is smooth in $(x, \xi) \in \mathbb{R}^{n} \times \mathbb{R}^{n}$ and satisfies estimates

$$
\begin{equation*}
\left|D_{x}^{\beta} D_{\xi}^{\alpha} p(x, \xi)\right| \leq C_{\alpha \beta}(1+|x|+|\xi|)^{m-|\alpha|-|\beta|} \tag{11.1}
\end{equation*}
$$

The associated operator $P=p(X, D) \in O P \mathcal{S}_{1}^{m}\left(\mathbb{R}^{n}\right)$ is defined using the Weyl calculus. The operator is elliptic provided that, for $|x|^{2}+|\xi|^{2}$ large enough,

$$
\begin{equation*}
\left|p(x, \xi)^{-1}\right| \leq C(1+|x|+|\xi|)^{-m} \tag{11.2}
\end{equation*}
$$

In such a case, $P$ has a parametrix $Q \in O P \mathcal{S}_{1}^{-m}\left(\mathbb{R}^{n}\right)$, such that $P Q-I$ and $Q P-I$ belong to $O P \mathcal{S}_{1}^{-\infty}\left(\mathbb{R}^{n}\right)$. The class $\mathcal{S}^{m}\left(\mathbb{R}^{n}\right)$ of classical symbols is defined to consist of elements $p(x, \xi) \in \mathcal{S}_{1}^{m}\left(\mathbb{R}^{n}\right)$ such that

$$
\begin{equation*}
p(x, \xi) \sim \sum_{j \geq 0} p_{j}(x, \xi) \tag{11.3}
\end{equation*}
$$

where $p_{j}(x, \xi) \in \mathcal{S}_{1}^{m-2 j}\left(\mathbb{R}^{n}\right)$ is homogeneous of degree $m-2 j$ in $(x, \xi)$ for $|x|^{2}+|\xi|^{2} \geq 1$. If such a symbol satisfies the ellipticity condition (11.2), then $P=p(X, D)$ has parametrix $Q \in O P \mathcal{S}^{-m}\left(\mathbb{R}^{n}\right)$. A paradigm example of such an operator is the harmonic oscillator

$$
\begin{equation*}
H=-\Delta+|x|^{2} \tag{11.4}
\end{equation*}
$$

which is elliptic in $O P \mathcal{S}^{2}\left(\mathbb{R}^{n}\right)$, with symbol $|x|^{2}+|\xi|^{2}$. It is a positive definite operator, and, as shown in Chap. 7,

$$
\begin{equation*}
H^{s} \in O P \mathcal{S}^{2 s}\left(\mathbb{R}^{n}\right), \quad \forall s \in \mathbb{R} \tag{11.5}
\end{equation*}
$$

There are Sobolev-type spaces $\mathcal{H}^{s}\left(\mathbb{R}^{n}\right), s \in \mathbb{R}$, such that, for $s=k \in \mathbb{Z}^{+}$,

$$
\begin{equation*}
\mathcal{H}^{k}\left(\mathbb{R}^{n}\right)=\left\{u \in L^{2}\left(\mathbb{R}^{n}\right): x^{\alpha} D_{x}^{\beta} u \in L^{2}\left(\mathbb{R}^{n}\right), \forall|\alpha|+|\beta| \leq k\right\} \tag{11.6}
\end{equation*}
$$

As shown in Chap. 7, if $P \in O P \mathcal{S}^{m}\left(\mathbb{R}^{n}\right)$, then, for all $s \in \mathbb{R}$,

$$
\begin{equation*}
P: \mathcal{H}^{s}\left(\mathbb{R}^{n}\right) \longrightarrow \mathcal{H}^{s-m}\left(\mathbb{R}^{n}\right) \tag{11.7}
\end{equation*}
$$

and if $P$ is elliptic, this map is Fredholm. We want to study its index. For simplicity, we stick to operators with symbols of classical type.

If $P=p(X, D)$ is an elliptic operator ( $k \times k$ matrix valued), with symbol expansion of the form, we call $p_{0}(x, \xi)$ the principal symbol. Recall we assume $p_{0}(x, \xi)$ is homogeneous of order $m$ for $|x|^{2}+|\xi|^{2} \geq 1$. We then have the symbol map

$$
\begin{align*}
& \sigma_{P}: S^{2 n-1} \longrightarrow G \ell(k, \mathbb{C}) \\
& \sigma_{P}(x, \xi)=p_{0}(x, \xi), \quad|x|^{2}+|\xi|^{2}=1 \tag{11.8}
\end{align*}
$$

Note that $P \in O P \mathcal{S}^{m}\left(\mathbb{R}^{n}\right)$ and $P H^{\mu} \in O P \mathcal{S}^{m+2 \mu}\left(\mathbb{R}^{n}\right)$ have the same symbol map, and they have the same index, one on $\mathcal{H}^{s}\left(\mathbb{R}^{n}\right) \rightarrow \mathcal{H}^{s-m}\left(\mathbb{R}^{n}\right)$ and the other on $\mathcal{H}^{s}\left(\mathbb{R}^{n}\right) \rightarrow \mathcal{H}^{s-m-2 \mu}\left(\mathbb{R}^{n}\right)$. Basic Fredholm theory gives the following.

Proposition 11.1. Given elliptic $k \times k$ systems $P_{j} \in O P \mathcal{S}^{m_{j}}\left(\mathbb{R}^{n}\right)$, if $\sigma_{P_{1}}$ and $\sigma_{P_{2}}$ are homotopic maps from $S^{2 n-1}$ to $G \ell(k, \mathbb{C})$, then $\operatorname{Index} P_{1}=\operatorname{Index} P_{2}$.

Let us take $n=1$ and $k=1$ and look for specific index formulas. In this case, given elliptic scalar $P \in O P \mathcal{S}^{m}(\mathbb{R})$, we have

$$
\begin{equation*}
\sigma_{P}: S^{1} \longrightarrow G \ell(1, \mathbb{C})=\mathbb{C} \backslash 0 . \tag{11.9}
\end{equation*}
$$

Such a map is specified up to homotopy by the winding number

$$
\begin{equation*}
\operatorname{ind} \sigma_{P}=\frac{1}{2 \pi i} \int_{S^{1}} \frac{\sigma_{P}^{\prime}(\zeta)}{\sigma_{P}(\zeta)} d \zeta \tag{11.10}
\end{equation*}
$$

where $\zeta=x+i \xi$. If $P_{1}$ and $P_{2}$ are two such elliptic operators, we have

$$
\begin{equation*}
\text { Index } P_{1} P_{2}=\operatorname{Index} P_{1}+\operatorname{Index} P_{2} \tag{11.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{ind} \sigma_{P_{1} P_{2}}=\operatorname{ind} \sigma_{P_{1}}+\operatorname{ind} \sigma_{P_{2}} \tag{11.12}
\end{equation*}
$$

Let us consider the operator

$$
\begin{equation*}
D_{1}=\frac{\partial}{\partial x_{1}}+x_{1}, \tag{11.13}
\end{equation*}
$$

acting on functions of $x_{1} \in \mathbb{R}$. Its symbol is $x_{1}+i \xi_{1}$, so

$$
\begin{equation*}
\operatorname{ind} \sigma_{D_{1}}=1 \tag{11.14}
\end{equation*}
$$

Note that $D_{1}^{*}=-\partial_{1}+x_{1}$, and

$$
\begin{equation*}
D_{!}^{*} D_{1}=-\partial_{1}^{2}+x_{1}^{2}-1, \quad D_{1} D_{1}^{*}=-\partial_{1}^{2}+x_{1}^{2}+1 \tag{11.15}
\end{equation*}
$$

We have

$$
\begin{align*}
& \operatorname{Ker} D_{1}=\operatorname{Span}\left\{e^{-x_{1}^{2} / 2}\right\}, \text { and }  \tag{11.16}\\
& D_{1} D_{1}^{*} \geq 2 I \Longrightarrow \operatorname{Ker} D_{1}^{*}=0,
\end{align*}
$$

hence

$$
\begin{equation*}
\text { Index } D_{1}=1 \tag{11.17}
\end{equation*}
$$

Putting together (11.9)-(11.17) and Proposition 11.1, we have the following.
Proposition 11.2. If $P \in O P \mathcal{S}^{m}(\mathbb{R})$ is a scalar elliptic operator, then

$$
\begin{equation*}
\text { Index } P=\operatorname{ind} \sigma_{P} \tag{11.18}
\end{equation*}
$$

We next keep $n=1$ and let $P \in O P \mathcal{S}^{m}(\mathbb{R})$ be an elliptic $k \times k$ system, so

$$
\begin{equation*}
\sigma_{P}: S^{1} \longrightarrow G \ell(k, \mathbb{C}) \tag{11.19}
\end{equation*}
$$

We want to classify these maps, up to homotopy. To do this, we bring in the following topological fact about

$$
\begin{equation*}
S \ell(k, \mathbb{C})=\{A \in G \ell(k, \mathbb{C}): \operatorname{det} A=1\} \tag{11.20}
\end{equation*}
$$

namely

$$
\begin{equation*}
S \ell(k, \mathbb{C}) \text { is simply connected. } \tag{11.21}
\end{equation*}
$$

Using this fact, we prove the following.
Proposition 11.3. Given a symbol map (11.19), define $\tilde{\sigma}_{P}: S^{1} \rightarrow G \ell(k, \mathbb{C})$ by

$$
\tilde{\sigma}_{P}(x, \xi)=\left(\begin{array}{cc}
\operatorname{det} \sigma_{P}(x, \xi) & 0  \tag{11.22}\\
0 & I
\end{array}\right)
$$

where $I$ denotes the $(k-1) \times(k-1)$ identity matrix. Then $\sigma_{P}$ and $\tilde{\sigma}_{P}$ are homotopic.

Proof. Given (11.19) and (11.22), we set

$$
\begin{equation*}
\gamma_{1}=\tilde{\sigma}_{P} \sigma_{P}^{-1}: S^{1} \longrightarrow S \ell(k, \mathbb{C}) \tag{11.23}
\end{equation*}
$$

Using (11.21), we can deform $\gamma_{1}$ to $\gamma_{0} \equiv I$, through $\gamma_{\tau}: S^{1} \rightarrow S \ell(k, \mathbb{C}), 0 \leq$ $\tau \leq 1$. A homotopy from $\sigma_{P}$ to $\tilde{\sigma}_{P}$ is then given by $\sigma_{P}^{\tau}(x, \xi)=\gamma_{\tau}(x, \xi) \sigma_{P}(x, \xi)$, $0 \leq \tau \leq 1$.

We have a scalar operator $\widetilde{P} \in \operatorname{OPS}^{k m}(\mathbb{R})$, defined uniquely mod $O P \mathcal{S}^{k m-2}(\mathbb{R})$ by the condition

$$
\begin{equation*}
\sigma_{\widetilde{P}}=\operatorname{det} \sigma_{P} \tag{11.24}
\end{equation*}
$$

Then

$$
\text { Index } P=\operatorname{Index}\left(\begin{array}{ll}
\widetilde{P} &  \tag{11.25}\\
& I
\end{array}\right)
$$

which by Proposition 11.2 is given by ind $\operatorname{det} \sigma_{P}$. We have proved the following.
Proposition 11.4. If $P \in O P \mathcal{S}^{m}(\mathbb{R})$ is an elliptic $k \times k$ system,

$$
\begin{equation*}
\text { Index } P=\operatorname{ind} \operatorname{det} \sigma_{P} \tag{11.26}
\end{equation*}
$$

Returning to (11.21), we note that it is equivalent to the result
$S U(k)$ is simply connected.
To see this, we use the polar decomposition

$$
\begin{equation*}
A \in G \ell(k, \mathbb{C}) \Longrightarrow A=U(A) \Pi(A) \tag{11.28}
\end{equation*}
$$

where

$$
\begin{aligned}
& \Pi(A)=\left(A^{*} A\right)^{1 / 2} \text { is positive definite, } \\
& U(A)=A\left(A^{*} A\right)^{-1 / 2} \in U(k)
\end{aligned}
$$

With this, we can define a 1-parameter family of maps

$$
\begin{equation*}
\vartheta_{\tau}: G \ell(k, \mathbb{C}) \longrightarrow G \ell(k, \mathbb{C}), \quad \tau \in[0,1], \tag{11.29}
\end{equation*}
$$

by

$$
\begin{equation*}
\vartheta_{\tau}(A)=U(A) \Pi(A)^{\tau} . \tag{11.30}
\end{equation*}
$$

We have

$$
\begin{equation*}
\vartheta_{0}(A)=U(A), \quad \vartheta_{1}(A)=A . \tag{11.31}
\end{equation*}
$$

This makes $U(k)$ a deformation retract of $G \ell(k, \mathbb{C})$. As a consequence, each continuous map $\sigma: S^{2 n-1} \rightarrow G \ell(k, \mathbb{C})$ is homotopic to the map $\vartheta_{0} \circ \sigma: S^{2 n-1} \rightarrow$ $U(k)$. Note that

$$
\begin{equation*}
\operatorname{det} \Pi(A)=|\operatorname{det} A|, \quad \operatorname{det} U(A)=\frac{\operatorname{det} A}{|\operatorname{det} A|}, \tag{11.32}
\end{equation*}
$$

so

$$
\begin{equation*}
\vartheta_{0}: S \ell(k, \mathbb{C}) \longrightarrow S U(k), \tag{11.33}
\end{equation*}
$$

and $\vartheta_{\tau}$ makes $S U(k)$ a deformation retract of $S \ell(k, \mathbb{C})$. This establishes the equivalence of (11.21) and (11.27). In case $k=2$, we have

$$
S U(2)=\left\{\left(\begin{array}{cc}
a & -\bar{b}  \tag{11.34}\\
b & \bar{a}
\end{array}\right): a, b \in \mathbb{C},|a|^{2}+|b|^{2}=1\right\} \approx S^{3},
$$

which is clearly simply connected. For $k>2$, (11.27) is a special case of (11.56) below.

Let us now take $n \geq 2$ and consider a $k \times k$ elliptic system $P \in O P \mathcal{S}^{m}\left(\mathbb{R}^{n}\right)$, giving a symbol map (11.8). Making use of the deformation retract (11.29)(11.31), we see that $\sigma_{P}$ is homotopic to a symbol map

$$
\begin{equation*}
\sigma_{P^{\#}}: S^{2 n-1} \longrightarrow U(k) \tag{11.35}
\end{equation*}
$$

for an operator $P^{\#} \in O P \mathcal{S}^{m}\left(\mathbb{R}^{n}\right)$, uniquely defined $\bmod O P \mathcal{S}^{m-2}\left(\mathbb{R}^{n}\right)$, and Index $P=\operatorname{Index} P^{\#}$. For $k=1$, we have the following topological result.

Lemma 11.5. If $n \geq 2$, every continuous map $\sigma: S^{2 n-1} \rightarrow U(1)=S^{1}$ is homotopic to a constant map.

Proof. Indeed, since $S^{2 n-1}$ is simply connected for $n \geq 2, \sigma$ lifts to a continuous $\operatorname{map} \tilde{\sigma}: S^{2 n-1} \rightarrow \mathbb{R}$, which is clearly homotopic to a constant map.

In light of this, if we have (11.35) and set (as in (11.22))

$$
\tilde{\sigma}(x, \xi)=\left(\begin{array}{cc}
\operatorname{det} \sigma_{P^{\#}}(x, \xi) & 0  \tag{11.36}\\
0 & I
\end{array}\right), \quad \tilde{\sigma}: S^{2 n-1} \rightarrow U(k)
$$

then, for $n \geq 2, \tilde{\sigma}$ is homotopic to a constant. Hence $\sigma_{P^{\#}}$ and

$$
\begin{equation*}
\sigma^{b}: S^{2 n-1} \rightarrow S U(k), \quad \sigma^{b}(x, \xi)=\tilde{\sigma}(x, \xi)^{-1} \sigma_{P^{\#}}(x, \xi) \tag{11.37}
\end{equation*}
$$

are homotopic. Given $\mu \in \mathbb{R}$, this is the symbol map of an operator $\widehat{P} \in$ $O P \mathcal{S}^{\mu}\left(\mathbb{R}^{n}\right)$, uniquely determined up to a lower order operator. We have the following result.

Proposition 11.6. For $n \geq 2$, if $P \in O P \mathcal{S}^{m}\left(\mathbb{R}^{n}\right)$ is an elliptic $k \times k$ system, there exists for each $\mu \in \mathbb{R}$ an elliptic $k \times k$ system $\widehat{P} \in O P \mathcal{S}^{\mu}\left(\mathbb{R}^{n}\right)$ whose symbol map

$$
\begin{equation*}
\sigma_{\widehat{P}}: S^{2 n-1} \longrightarrow S U(k) \tag{11.38}
\end{equation*}
$$

is homotopic to $\sigma_{P}$, as maps $S^{2 n-1} \rightarrow G \ell(k, \mathbb{C})$. Hence

$$
\begin{equation*}
\text { Index } P=\text { Index } \widehat{P} \tag{11.39}
\end{equation*}
$$

Let us now specialize to $n=2$. By Lemma 11.5, every scalar elliptic $P \in$ $O P \mathcal{S}^{m}\left(\mathbb{R}^{2}\right)$ must have index 0 . We construct an elliptic $2 \times 2$ system with nonzero index as follows. With $D_{1}$ as in (11.13), set

$$
\begin{align*}
D_{2} & =\left(\begin{array}{ll}
\partial_{1}+x_{1} & \partial_{2}-x_{2} \\
\partial_{2}+x_{2} & -\partial_{1}+x_{1}
\end{array}\right) \\
& =\left(\begin{array}{cc}
D_{1} & -L_{2}^{*} \\
L_{2} & D_{1}^{*}
\end{array}\right), \tag{11.40}
\end{align*}
$$

where

$$
\begin{equation*}
L_{2}=\partial_{2}+x_{2}, \quad L_{2}^{*}=-\partial_{2}+x_{2} \tag{11.41}
\end{equation*}
$$

Note that
(11.42) $\quad \sigma_{D_{2}}=\left(\begin{array}{cc}x_{1}+i \xi_{1} & -x_{2}+i \xi_{2} \\ x_{2}+i \xi_{2} & x_{1}-i \xi_{2}\end{array}\right), \quad$ so $\sigma_{D_{2}}: S^{3} \rightarrow S U(2) \approx S^{3}$
is essentially the identity map. A computation gives

$$
D_{2}^{*} D_{2}=\left(\begin{array}{ll}
D_{1}^{*} D_{1}+L_{2}^{*} L_{2} &  \tag{11.43}\\
& D_{1} D_{1}^{*}+L_{2} L_{2}^{*}
\end{array}\right)
$$

and

$$
D_{2} D_{2}^{*}=\left(\begin{array}{cc}
D_{1} D_{1}^{*}+L_{2}^{*} L_{2} &  \tag{11.44}\\
& D_{1}^{*} D_{1}+L_{2} L_{2}^{*}
\end{array}\right)
$$

We recall the formulas for $D_{1}^{*} D_{1}$ and $D_{1} D_{1}^{*}$ in (11.15). Similarly,

$$
\begin{equation*}
L_{2}^{*} L_{2}=-\partial_{2}^{2}+x_{2}^{2}-1, \quad L_{2} L_{2}^{*}=-\partial_{2}^{2}+x_{2}^{2}+1 \tag{11.45}
\end{equation*}
$$

Hence $\operatorname{Ker} L_{2}=\operatorname{Span}\left\{e^{-x_{2}^{2} / 2}\right\}$ and $L_{2} L_{2}^{*} \geq 2 I$, and we have for the four diagonal elements of (11.43)-(11.44) that

$$
\begin{align*}
& \operatorname{dim} \operatorname{Ker}\left(D_{1}^{*} D_{1}+L_{2}^{*} L_{2}\right)=1 \\
& D_{1} D_{1}^{*}+L_{2} L_{2}^{*} \geq 4 I  \tag{11.46}\\
& D_{1} D_{1}^{*}+L_{2}^{*} L_{2} \geq 2 I \\
& D_{1}^{*} D_{1}+L_{2} L_{2}^{*} \geq 2 I
\end{align*}
$$

Hence

$$
\begin{equation*}
\operatorname{dim} \operatorname{Ker} D_{2}=1, \quad \operatorname{dim} \operatorname{Ker} D_{2}^{*}=0 \tag{11.47}
\end{equation*}
$$

so

$$
\begin{equation*}
\text { Index } D_{2}=1 \tag{11.48}
\end{equation*}
$$

Now consider an arbitrary $2 \times 2$ elliptic system $P \in O P \mathcal{S}^{m}\left(\mathbb{R}^{2}\right)$. As in (11.38), we have an adjusted operator $\widehat{P}$, with the same index as $P$, and

$$
\begin{equation*}
\sigma_{\widehat{P}}: S^{3} \longrightarrow S U(2) \approx S^{3} \tag{11.49}
\end{equation*}
$$

The homotopy class of this map is an element of $\pi_{3}\left(S^{3}\right)$. Results on this homotopy group, which we will discuss in more detail below, imply the following.

Proposition 11.7. Let $P \in O P \mathcal{S}^{m}\left(\mathbb{R}^{2}\right)$ be a $2 \times 2$ elliptic system. For $\sigma_{\widehat{P}}$ as in (11.49), there is a unique integer $\ell$ such that either

$$
\begin{align*}
& \ell>0 \text { and } \sigma_{\widehat{P}} \text { is homotopic to } \sigma_{D_{2}^{\ell}} \\
& \ell=0 \text { and } \sigma_{\widehat{P}} \text { is homotopic to a constant map, }  \tag{11.50}\\
& \ell<0 \text { and } \sigma_{\widehat{P}} \text { is homotopic to } \sigma_{\left(D_{2}^{*}\right)^{|\ell|}}
\end{align*}
$$

We denote this $\ell$ by

$$
\begin{equation*}
\ell=\operatorname{ind} \sigma_{\widehat{P}} \tag{11.51}
\end{equation*}
$$

$$
\begin{equation*}
\text { Index } P=\operatorname{Index} \widehat{P}=\operatorname{ind} \sigma_{\widehat{P}} \tag{11.52}
\end{equation*}
$$

To see that (11.52) follows from (11.50), note that in the first case Index $P=$ Index $D_{2}^{\ell}=\ell$ and in the third case Index $P=\operatorname{Index}\left(D_{2}^{*}\right)^{|\ell|}=-|\ell|=\ell$.

We now discuss some homotopy theory behind (11.50). It is convenient to place this in a more general setting. If $M$ is a smooth, connected manifold and $j \in$ $\mathbb{N}, \pi_{j}(M)$ denotes the set of homotopy classes of continuous maps $\varphi: S^{j} \rightarrow M$ (which is equivalent to the set of homotopy classes of smooth maps). This can be given a group structure as follows. Fix $p_{0} \in S^{j}, q_{0} \in M$. Given maps $\varphi, \psi$ : $S^{j} \rightarrow M$, one can produce maps homotopic to these that take $p_{0}$ to $q_{0}$, so assume $\varphi$ and $\psi$ have this property. Now take $S^{j}$ and collapse its "equator," which is homeomorphic to $S^{j-1}$, to a point. You obtain two copies of $S^{j}$, joined at a point, which we identify with $p_{0}$. Then map the top sphere to $M$ by $\psi$ and the bottom sphere to $M$ by $\varphi$, and compose with the collapse map, to get a map $\sigma: S^{j} \rightarrow M$, whose homotopy class $[\sigma]=[\varphi] \cdot[\psi]$.

In case $G$ is a connected Lie group, there is another way to define a product on $\pi_{j}(G)$. Namely, if $\varphi, \psi: S^{j} \rightarrow G$, consider the map $\varphi \cdot \psi: S^{j} \rightarrow G$ given by $(\varphi \cdot \psi)(x)=\varphi(x) \psi(x)$, using the product on $G$. If $\varphi$ and $\tilde{\varphi}$ are homotopic (write $\varphi \sim \tilde{\varphi}$ ) and also $\psi \sim \tilde{\psi}$, we have $\varphi \cdot \psi \sim \tilde{\varphi} \cdot \tilde{\psi}$, so this gives a product on $\pi_{j}(G)$. It is a basic fact that this product on $\pi_{j}(G)$ agrees with the previously defined one; cf. [Spa], Chap. 1.

What makes (11.50) work is the $j=3$ case of the following fundamental result of H. Hopf.

Proposition 11.8. For each $j \in \mathbb{N}$,

$$
\begin{equation*}
\pi_{j}\left(S^{j}\right) \approx \mathbb{Z} \tag{11.53}
\end{equation*}
$$

and (the homotopy class of) the identity map Id : $S^{j} \rightarrow S^{j}$ is a generator.
In fact, if $\varphi, \psi: S^{j} \rightarrow S^{j}$ are smooth, they have degrees, defined in Chap. 1, $\S 19$, and the Hopf theorem says they are homotopic if and only if they have the same degree. Cf. [Spa], p. 398.

Under the identification (11.34) of $S U(2)$ with $(a, b) \in S^{3}, \sigma_{D_{2}}: S^{3} \rightarrow S^{3}$ is the identity map, and $\sigma_{D_{2}^{\ell}} \in \pi_{3}\left(S^{3}\right)$ is an $\ell$-fold product, hence corresponds to $\ell \in \mathbb{Z}$ under this isomorphism, while $\sigma_{D_{2}^{*}}=-1 \in \pi_{3}\left(S^{3}\right)$, and $\sigma_{\left(D_{2}^{*}\right)^{|\ell|}}=$ $-|\ell| \in \pi_{3}\left(S^{3}\right)$.

Let us next consider a $k \times k$ elliptic system $P \in O P \mathcal{S}^{m}\left(\mathbb{R}^{2}\right)$, giving rise to $P^{\#}$ as in (11.35) and $\widehat{P}$ as in (11.38), all having the same index. The following result is useful.

Proposition 11.9. For each $k \in \mathbb{N}$, the natural inclusion $S U(k) \hookrightarrow U(k)$ induces an isomorphism

$$
\begin{equation*}
\pi_{j}(S U(k)) \xrightarrow{\approx} \pi_{j}(U((k)), \quad \text { if } j>1 . \tag{11.54}
\end{equation*}
$$

Furthermore, the inclusions $U(k) \hookrightarrow U(k+\ell)$ and $S U(k) \hookrightarrow S U(k+\ell)$, given by

$$
A \mapsto\left(\begin{array}{ll}
A &  \tag{11.55}\\
& I
\end{array}\right),
$$

where I denotes the $\ell \times \ell$ identity matrix, induce isomorphisms
$\pi_{j}(U(k)) \xrightarrow{\approx} \pi_{j}(U(k+\ell)), \quad \pi_{j}(S U(k)) \xrightarrow{\approx} \pi_{j}(S U(k+\ell)), \quad$ if $j \leq 2 k-1$.
We mention that a proof of (11.54) requires just a few arguments beyond the proof of Proposition 11.6. The proof of (11.56), with $\ell=1$, which then proceeds inductively, follows by applying the "homotopy exact sequence" to

$$
\begin{equation*}
U(k+1) / U(k) \approx S^{2 k+1}, \quad S U(k+1) / S U(k) \approx S^{2 k+1} \tag{11.57}
\end{equation*}
$$

See (11.82) below. According to Proposition 11.9, when $j=3$, (11.56) holds for $k \geq 2$. Taking (11.53) into account, we have

$$
\begin{equation*}
\pi_{3}(S U(k)) \approx \pi_{3}(U(k)) \approx \mathbb{Z}, \quad \forall k \geq 2 \tag{11.58}
\end{equation*}
$$

We can now augment Proposition 11.7 as follows.
Proposition 11.10. Let $P \in O P \mathcal{S}^{m}\left(\mathbb{R}^{2}\right)$ be a $k \times k$ elliptic system, $k>2$. For $\sigma_{\widehat{P}}: S^{3} \rightarrow S U(k)$ as in (11.49), there is a unique integer $\ell$ such that, with $I$ denoting the $(\ell-2) \times(\ell-2)$ identity matrix, either

$$
\ell>0 \text { and } \sigma_{\widehat{P}} \text { is homotopic to }\left(\begin{array}{ll}
\sigma_{D_{2}^{\ell}} & \\
& I
\end{array}\right),
$$

$\ell=0$ and $\sigma_{\widehat{P}}$ is homotopic to a constant map,

$$
\ell<0 \text { and } \sigma_{\widehat{P}} \text { is homotopic to }\left(\begin{array}{ll}
\sigma_{\left(D_{2}^{*}\right)^{|\ell|}} &  \tag{11.59}\\
& I
\end{array}\right) .
$$

We denote this $\ell$ by

$$
\begin{equation*}
\ell=\operatorname{ind} \sigma_{\widehat{P}} \tag{11.60}
\end{equation*}
$$

Then

$$
\begin{equation*}
\text { Index } P=\operatorname{Index} \widehat{P}=\operatorname{ind} \sigma_{\widehat{P}} \tag{11.61}
\end{equation*}
$$

We now turn to higher dimensions. Our next task is to construct, for each $j$ an elliptic system $D_{j} \in O P \mathcal{S}^{1}\left(\mathbb{R}^{j}\right)$ (actually a system of differential operators) of index 1. The construction is inductive. Assume we have such an elliptic system $D_{n-1}$, with the properties

$$
\begin{equation*}
\operatorname{dim} \operatorname{Ker} D_{n-1}=1, \tag{11.62}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{n-1} D_{n-1}^{*} \geq 2 I \tag{11.63}
\end{equation*}
$$

By (11.15)-(11.16) we have this for $n-1=1$, and by (11.43)-(11.47) we have this for $n-1=2$. We then set

$$
D_{n}=\left(\begin{array}{cc}
D_{n-1} & \partial_{n}-x_{n}  \tag{11.64}\\
\partial_{n}+x_{n} & D_{n-1}^{*}
\end{array}\right)=\left(\begin{array}{cc}
D_{n-1} & -L_{n}^{*} \\
L_{n} & D_{n-1}^{*}
\end{array}\right),
$$

where

$$
\begin{equation*}
L_{n}=\partial_{n}+x_{n}, \quad L_{n}^{*}=-\partial_{n}+x_{n} . \tag{11.65}
\end{equation*}
$$

Parallel to (11.43)-(11.44), a computation gives

$$
D_{n}^{*} D_{n}=\left(\begin{array}{ll}
D_{n-1}^{*} D_{n-1}+L_{n}^{*} L_{n} &  \tag{11.66}\\
& D_{n-1} D_{n-1}^{*}+L_{n} L_{n}^{*}
\end{array}\right)
$$

and

$$
D_{n} D_{n}^{*}=\left(\begin{array}{ll}
D_{n-1} D_{n-1}^{*}+L_{n}^{*} L_{n} &  \tag{11.67}\\
& D_{n-1}^{*} D_{n-1}+L_{n} L_{n}^{*}
\end{array}\right)
$$

Parallel to (11.45), we have

$$
\begin{equation*}
L_{n}^{*} L_{n}=-\partial_{n}^{2}+x_{n}^{2}-1, \quad L_{n} L_{n}^{*}=-\partial_{n}^{2}+x_{n}^{2}+1 \tag{11.68}
\end{equation*}
$$

We see that $L_{n}$ annihlates $e^{-x_{n}^{2} / 2}$ and $L_{n} L_{n}^{*} \geq 2 I$. Hence, parallel to (11.46), we have

$$
\begin{align*}
& \operatorname{dim} \operatorname{Ker}\left(D_{n-1}^{*} D_{n-1}+L_{n}^{*} L_{n}\right)=1, \\
& D_{n-1} D_{n-1}^{*}+L_{n} L_{n}^{*} \geq 4 I,  \tag{11.69}\\
& D_{n-1} D_{n-1}^{*}+L_{n}^{*} L_{n} \geq 2 I, \\
& D_{n-1}^{*} D_{n-1}+L_{n} L_{n}^{*} \geq 2 I .
\end{align*}
$$

Consequently, we have

$$
\begin{equation*}
\operatorname{dim} \operatorname{Ker} D_{n}=1, \tag{11.70}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{n} D_{n}^{*} \geq 2 I \tag{11.71}
\end{equation*}
$$

hence

$$
\begin{equation*}
\text { Index } D_{n}=1 \tag{11.72}
\end{equation*}
$$

This completes the inductive construction. Note that the matrix doubles in size at each iteration, so $D_{n}$ is a $2^{n-1} \times 2^{n-1}$ matrix of differential operators.

We can extend Proposition 11.10, using the following fundamental result of R. Bott. Cf. [Mil], §23.

Proposition 11.11. For $n \in \mathbb{N}$,

$$
\begin{equation*}
\pi_{2 n-1}(U(k)) \approx \pi_{2 n-1}(S U(k)) \approx \mathbb{Z}, \quad \text { if } k \geq n \tag{11.73}
\end{equation*}
$$

Note that (11.58) is the case $n=2$ of this result. Given this proposition, the calculation (11.72) implies the following.

Proposition 11.12. For $n \in \mathbb{N}$, the map

$$
\begin{equation*}
\sigma_{D_{n}}: S^{2 n-1} \longrightarrow U\left(2^{n-1}\right) \tag{11.74}
\end{equation*}
$$

defines a generator of $\pi_{2 n-1}\left(U\left(2^{n-1}\right)\right)$.
Note: The calculation (11.66) implies $\sigma_{D_{n}^{*} D_{n}}(x, \xi)=\sigma_{D_{n}}(x, \xi)^{*} \sigma_{D_{n}}(x, \xi)=I$, for $|x|^{2}+|\xi|^{2}=1$.

From here, we have the following extension of Proposition 11.10.
Proposition 11.13. Let $P \in O P \mathcal{S}^{m}\left(\mathbb{R}^{n}\right)$ be a $k \times k$ elliptic system, with associated symbol map $\sigma_{\widehat{P}}: S^{2 n-1} \rightarrow S U(k)$. If $k=2^{n-1}$, there is a unique integer $\ell$ such that either

$$
\begin{align*}
& \ell>0 \text { and } \sigma_{\widehat{P}} \text { is homotopic to } \sigma_{D_{n}^{\ell}}, \\
& \ell=0 \text { and } \sigma_{\widehat{P}} \text { is homotopic to a constant map, }  \tag{11.75}\\
& \ell<0 \text { and } \sigma_{\widehat{P}} \text { is homotopic to } \sigma_{\left(D_{n}^{*}\right)^{|\ell|} .}
\end{align*}
$$

we denote this $\ell$ by

$$
\begin{equation*}
\ell=\operatorname{ind} \sigma_{\widehat{P}} \tag{11.76}
\end{equation*}
$$

Then

$$
\begin{equation*}
\text { Index } P=\operatorname{Index} \widehat{P}=\operatorname{ind} \sigma_{\widehat{P}} \tag{11.77}
\end{equation*}
$$

If $k<2^{n-1}$, then Index $P=$ Index $\widehat{P}=$ Index $\widetilde{P}$, where

$$
\sigma_{\widetilde{P}}=\left(\begin{array}{ll}
\sigma_{\widehat{P}} &  \tag{11.78}\\
& I
\end{array}\right),
$$

$I$ being the $\left(2^{n-1}-k\right) \times\left(2^{n-1}-k\right)$ identity matrix, and the considerations above apply to give Index $\widetilde{P}$, hence Index $P$.

If $k>2^{n-1}$, then there is a unique integer $\ell$ such that either

$$
\ell>0 \text { and } \sigma_{\widehat{P}} \text { is homotopic to }\left(\begin{array}{lll}
\sigma_{D_{n}^{\ell}} & \\
& I
\end{array}\right),
$$

$$
\begin{align*}
& \ell=0 \text { and } \sigma_{\widehat{P}} \text { is homotopic to a constant map, }  \tag{11.79}\\
& \ell<0 \text { and } \sigma_{\widehat{P}} \text { is homotopic to }\binom{\sigma_{\left(D_{n}^{*}\right)^{|\ell|}}}{I},
\end{align*}
$$

I being the $\left(k-2^{n-1}\right) \times\left(k-2^{n-1}\right)$ identity matrix, and analogues of (11.76)(11.77) hold.

Remark: An integral formula for Index $P$ is given in [Fed]; see also [Ho].
Also of use in index theory is the following complement to Proposition 11.11.
Proposition 11.14. Given $k \geq 1$,

$$
\begin{equation*}
j \notin\{1,3, \ldots, 2 k-1\} \Longrightarrow \pi_{j}(U(k)) \text { is finite. } \tag{11.80}
\end{equation*}
$$

Thanks to Shrawan Kumar for mentioning this and for explaining the proof, which we now sketch. One ingredient is the result that

$$
\begin{equation*}
\pi_{j}\left(S^{2 k-1}\right) \text { is finite for all } j \neq 2 k-1 \tag{11.81}
\end{equation*}
$$

See [Spa], p. 515. The proof of (11.80) goes by induction on $k$. The case $k=1$ is clear. The case $k=2$ follows from (11.54), which reduces (11.80) with $k=2$ to the assertion that $\pi_{j}(S U(2))=\pi_{j}\left(S^{3}\right)$ is finite for $j \neq 3$. To do the inductive step, we assume that

$$
\begin{equation*}
j \neq\{1,3, \ldots, 2 k-3\} \Longrightarrow \pi_{j}(U(k-1)) \text { is finite, } \tag{11.82}
\end{equation*}
$$

and aim to deduce (11.80). Another ingredient for this is the homotopy exact sequence for $U(k) / U(k-1)=S^{2 k-1}$, which includes the segment

$$
\begin{equation*}
\pi_{j+1}\left(S^{2 k-1}\right) \rightarrow \pi_{j}(U(k-1)) \rightarrow \pi_{j}(U(k)) \rightarrow \pi_{j}\left(S^{2 k-1}\right), \tag{11.83}
\end{equation*}
$$

cf. [Mil], p. 128. We tensor with $\mathbb{Q}$, denoting $\pi_{j}(X) \otimes \mathbb{Q}$ by $\pi_{j}^{\mathbb{Q}}(X)$.

$$
\begin{equation*}
\pi_{j+1}^{\mathbb{Q}}\left(S^{2 k-1}\right) \rightarrow \pi_{j}^{\mathbb{Q}}(U(k-1)) \rightarrow \pi_{j}^{\mathbb{Q}}(U(k)) \rightarrow \pi_{j}^{\mathbb{Q}}\left(S^{2 k-1}\right) . \tag{11.84}
\end{equation*}
$$

By (11.81),

$$
\begin{equation*}
\pi_{j}^{\mathbb{Q}}\left(S^{2 k-1}\right)=0 \text { if } j \neq 2 k-1 \tag{11.85}
\end{equation*}
$$

Thus

$$
\begin{equation*}
j \notin\{2 k-2,2 k-1\} \Longrightarrow \pi_{j}^{\mathbb{Q}}(U(k)) \approx \pi_{j}^{\mathbb{Q}}(U(k-1)) . \tag{11.86}
\end{equation*}
$$

With this, (11.82) leads to

$$
\begin{equation*}
\pi_{j}^{\mathbb{Q}}(U(k))=0 \text { if } j \notin\{1,3, \ldots, 2 k-3\} \text { and } j \notin\{2 k-2,2 k-1\} . \tag{11.87}
\end{equation*}
$$

On the other hand, setting $j=2 k-2$ in (11.84) gives

$$
\begin{equation*}
\mathbb{Q} \rightarrow \pi_{2 k-2}^{\mathbb{Q}}(U(k-1)) \rightarrow \pi_{2 k-2}^{\mathbb{Q}}(U(k)) \rightarrow 0, \tag{11.88}
\end{equation*}
$$

So

$$
\begin{equation*}
\pi_{2 k-2}^{\mathbb{Q}}(U(k-1))=0 \Longrightarrow \pi_{2 k-2}^{\mathbb{Q}}(U(k))=0, \tag{11.89}
\end{equation*}
$$

giving (11.80).
See the exercises for an application of Proposition 11.14.
Remark: S. Kumar has also shown the author how further arguments yield, for $k \geq 2$,

$$
\begin{align*}
\pi_{2 k+1}(U(k))=0 & \text { if } k \text { is odd },  \tag{11.90}\\
\mathbb{Z} /(2) & \text { if } k \text { is even. } .
\end{align*}
$$

In case $k=2$, one has

$$
\begin{equation*}
\pi_{5}(U(2))=\pi_{5}(S U(2))=\pi_{5}\left(S^{3}\right)=\mathbb{Z} /(2) \tag{11.91}
\end{equation*}
$$

See [Spa], p. 520.

## Exercises

1. Give a Clifford algebra description of the operator $D_{n}$ in (11.64).
2. Show that if $k \geq n$, there exists for each $\ell \in \mathbb{Z}$ a $k \times k$ elliptic system

$$
P \in O P \mathcal{S}^{m}\left(\mathbb{R}^{n}\right) \text { such that Index } P=\ell
$$

3. Suppose you know that

$$
\pi_{2 n-1}(U(k)) \text { is a finite group. }
$$

(By (11.73) this would require $k<n$.) Show that if $P \in O P \mathcal{S}^{m}\left(\mathbb{R}^{n}\right)$ is a $k \times k$ elliptic system,

$$
\text { Index } P=0 \text {. }
$$

(Hint. Index $P^{j}=j$ Index $P$.)
4. Using Exercise 3 and Proposition 11.14, show that if $P \in O P \mathcal{S}^{m}\left(\mathbb{R}^{n}\right)$ is a $k \times k$ elliptic system,

$$
k<n \Longrightarrow \text { Index } P=0
$$
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## Brownian Motion and Potential Theory

## Introduction

Diffusion can be understood on several levels. The study of diffusion on a macroscopic level, of a substance such as heat, involves the notion of the flux of the quantity. If $u(t, x)$ measures the intensity of the quantity that is diffusing, the flux $J$ across the boundary of a region $\mathcal{O}$ in $x$-space satisfies the identity

$$
\begin{equation*}
\frac{\partial}{\partial t} \int_{\mathcal{O}} u(t, x) d V(x)=-\int_{\partial \mathcal{O}} v \cdot J d S(x) \tag{0.1}
\end{equation*}
$$

as long as the substance is being neither created nor destroyed. By the divergence theorem, this implies

$$
\begin{equation*}
\frac{\partial u}{\partial t}=-\operatorname{div} J \tag{0.2}
\end{equation*}
$$

The mechanism of diffusion creates a flux in the direction from greater concentration to lesser concentration. In the simplest model, the quantitative relation specified is that the flux is proportional to the $x$-gradient of $u$ :

$$
\begin{equation*}
J=-D \operatorname{grad} u \tag{0.3}
\end{equation*}
$$

with $D>0$. Applying (0.2), we obtain for $u$ the PDE

$$
\begin{equation*}
\frac{\partial u}{\partial t}=D \Delta u \tag{0.4}
\end{equation*}
$$

in case $D$ is constant. In such a case we can make $D=1$, by rescaling, and this PDE is the one usually called "the heat equation."

Many real diffusions result from jitterings of microscopic or submicroscopic particles, in a fashion that appears random. This motivates a probabilistic attack on diffusion, including creating probabilistic tools to analyze the heat equation. This is the topic of the present chapter.

In $\S 1$ we give a construction of Wiener measure on the space of paths in $\mathbb{R}^{n}$, governed by the hypothesis that a particle located at $x \in \mathbb{R}^{n}$ at time $t_{1}$ will have the probability $P(t, x, U)$ of being in an open set $U \subset \mathbb{R}^{n}$ at time $t_{1}+t$, where

$$
\begin{equation*}
P(t, x, U)=\int_{U} p(t, x, y) d y \tag{0.5}
\end{equation*}
$$

and $p(t, x, y)$ is the fundamental solution to the heat equation. We prove that, with respect to Wiener measure, almost every path is continuous, and we establish a modulus of continuity. Our choice of $e^{t \Delta}$ rather than $e^{t \Delta / 2}$ to define such probabilities differs from the most popular convention and leads to minor differences in various formulas. Of course, translation between the two conventions is quite easy.

In §2 we establish the Feynman-Kac formula, for the solution to

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\Delta u+V(x) u \tag{0.6}
\end{equation*}
$$

in terms of an integral over path space. A limiting argument made in $\S 3$ gives us formulas for the solution to (0.4) on a bounded domain $\Omega$, with Dirichlet boundary conditions. This also leads to formulas for solutions to

$$
\begin{equation*}
\Delta u=f \text { on } \Omega, \quad u=0 \text { on } \partial \Omega, \tag{0.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta u=0 \text { on } \Omega, \quad u=g \text { on } \partial \Omega . \tag{0.8}
\end{equation*}
$$

A different, and more natural, formula for the solution to ( 0.8 ) is derived in $\S 5$, after the development in $\S 4$ of a tool known as the "strong Markov property." In $\S 6$ we present a study of the Newtonian capacity of a compact set $K \subset \mathbb{R}^{n}$, in the case $n \geq 3$, which is related to the probability that a Brownian path starting outside $K$ will hit $K$. We give Wiener's criterion for a point $y$ in $\partial \Omega$ to be regular for the Dirichlet problem (0.8), in terms of the capacity of $K_{r}=\{z \in \partial \Omega$ : $|z-y| \leq r\}$, as $r \rightarrow 0$, which has a natural probabilistic proof.

In $\S 7$ we introduce the notion of the stochastic integral, such as

$$
\begin{equation*}
\int_{0}^{t} f(s, \omega(s)) d \omega(s) \tag{0.9}
\end{equation*}
$$

which is not straightforward since almost all Brownian paths fail to have locally bounded variation. We show how the solution to

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\Delta u+X u \tag{0.10}
\end{equation*}
$$

can be given in terms of an integral over path space, whose integrand involves a stochastic integral, in case $X$ is a first-order differential operator. The derivation of this formula, like the derivation of the Feynman-Kac formula in §2, uses a tool from functional analysis known as the Trotter product formula, which we establish in Appendix A at the end of this chapter.

In §8 we consider a more general sort of stochastic integral, needed to solve stochastic differential equations:

$$
\begin{equation*}
d \mathfrak{X}=b(t, \mathfrak{X}) d t+\sigma(t, \mathfrak{X}) d \omega, \tag{0.11}
\end{equation*}
$$

which we study in §9. Via Ito's formulas, stochastic differential equations can be used to treat diffusion equations of the form

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\sum A_{j k}(x) \partial_{j} \partial_{k} u+\sum b_{j}(x) \partial_{j} u+V(x) u, \tag{0.12}
\end{equation*}
$$

in terms of path space integrals. We look at this in $\S 10$. Results there, specialized to (0.10), yield a formula with a different appearance than that derived in $\S 7$. The identity of these two formulas leads to a formula of Cameron-Martin-Girsanov, representing the "Jacobian determinant" of a certain nonlinear transformation of path space.

An important topic that we do not treat here is Malliavin's stochastic calculus of variations, introduced in [Mal], which has had numerous interesting applications to PDE. We refer the reader to [Stk2] and [B] for material on this, and further references.

## 1. Brownian motion and Wiener measure

One way to state the probabilistic connection with the heat equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\Delta u \tag{1.1}
\end{equation*}
$$

is in terms of the heat kernel, $p(t, x, y)$, satisfying

$$
\begin{equation*}
e^{t \Delta} f(x)=\int p(t, x, y) f(y) d V(y) \tag{1.2}
\end{equation*}
$$

If $\Delta$ in (1.1) is the Friedrichs extension of the Laplacian on any Riemannian manifold $M$, the maximum principle implies

$$
\begin{equation*}
p(t, x, y) \geq 0 . \tag{1.3}
\end{equation*}
$$

In many cases, including all compact $M$ and $M=\mathbb{R}^{n}$, we also have

$$
\begin{equation*}
\int p(t, x, y) d V(y)=1 \tag{1.4}
\end{equation*}
$$

Consequently, for each $x \in M, p(t, x, y) d V(y)$ defines a probability distribution, which we can interpret as giving the probability that a particle starting at the point $x$ at time 0 will be in a given region in $M$ at time $t$.

Restricting our attention to the case $M=\mathbb{R}^{n}$, we proceed to construct a probability measure, known as "Wiener measure," on the set of paths $\omega:[0, \infty) \rightarrow \mathbb{R}^{n}$, undergoing a random motion, sometimes called Brownian motion, described as follows. Given $t_{1}<t_{2}$ and that $\omega\left(t_{1}\right)=x_{1}$, the probability density for the location of $\omega\left(t_{2}\right)$ is

$$
\begin{equation*}
e^{t \Delta} \delta_{x_{1}}(x)=p\left(t, x-x_{1}\right)=(4 \pi t)^{-n / 2} e^{-\left|x-x_{1}\right|^{2} / 4 t}, \quad t=t_{2}-t_{1} \tag{1.5}
\end{equation*}
$$

The motion of a random path for $t_{1} \leq t \leq t_{2}$ is supposed to be independent of its past history. Thus, given $0<t_{1}<t_{2}<\cdots<t_{k}$, and given Borel sets $E_{j} \subset \mathbb{R}^{n}$, the probability that a path, starting at $x=0$ at $t=0$, lies in $E_{j}$ at time $t_{j}$ for each $j \in[1, k]$ is

$$
\begin{equation*}
\int_{E_{1}} \cdots \int_{E_{k}} p\left(t_{k}-t_{k-1}, x_{k}-x_{k-1}\right) \cdots p\left(t_{1}, x_{1}\right) d x_{k} \cdots d x_{1} \tag{1.6}
\end{equation*}
$$

It is not obvious that there is a countably additive measure characterized by these properties, and Wiener's result was a great achievement. The construction we give here is a slight modification of one in Appendix A of [Nel2].

Anticipating that Wiener measure is supported on the set of continuous paths, we will take a path to be characterized by its locations at all positive rational $t$. Thus, we consider the set of "paths"

$$
\begin{equation*}
\mathfrak{P}=\prod_{t \in \mathbb{Q}^{+}} \dot{\mathbb{R}}^{n} \tag{1.7}
\end{equation*}
$$

Here, $\dot{\mathbb{R}}^{n}$ is the one-point compactification of $\mathbb{R}^{n}$ (i.e., $\dot{\mathbb{R}}^{n}=\mathbb{R}^{n} \cup\{\infty\}$ ). Thus $\mathfrak{P}$ is a compact, metrizable space. We construct Wiener measure $W$ as a positive Borel measure on $\mathfrak{P}$.

By the Riesz theorem, it suffices to construct a positive linear functional $E: C(\mathfrak{P}) \rightarrow \mathbb{R}$, on the space $C(\mathfrak{P})$ of real-valued, continuous functions on $\mathfrak{P}$, satisfying $E(1)=1$. We first define $E$ on the subspace $\mathcal{C}^{\#}$, consisting of continuous functions that depend on only finitely many of the factors in (1.7); that is, functions on $\mathfrak{P}$ of the form

$$
\begin{equation*}
\varphi(\omega)=F\left(\omega\left(t_{1}\right), \ldots, \omega\left(t_{k}\right)\right), \quad t_{1}<\cdots<t_{k} \tag{1.8}
\end{equation*}
$$

where $F$ is continuous on $\prod_{1}^{k} \dot{\mathbb{R}}^{n}$, and $t_{j} \in \mathbb{Q}^{+}$. To be consistent with (1.6), we take

$$
\begin{array}{r}
E(\varphi)=\int \cdots \int p\left(t_{1}, x_{1}\right) p\left(t_{2}-t_{1}, x_{2}-x_{1}\right) \\
\cdots p\left(t_{k}-t_{k-1}, x_{k}-x_{k-1}\right)  \tag{1.9}\\
\\
F\left(x_{1}, \ldots, x_{k}\right) d x_{k} \cdots d x_{1} .
\end{array}
$$

If $\varphi(\omega)$ in (1.8) actually depends only on $\omega\left(t_{v}\right)$ for some proper subset $\left\{t_{v}\right\}$ of $\left\{t_{1}, \ldots, t_{k}\right\}$, there arises a formula for $E(\varphi)$ with a different appearance from (1.9). The fact that these two expressions are equal follows from the semigroup property of $e^{t \Delta}$. From this it follows that $E: \mathcal{C}^{\#} \rightarrow \mathbb{R}$ is well defined. It is also a positive linear functional, satisfying $E(1)=1$.

Now, by the Stone-Weierstrass theorem, $\mathcal{C}^{\#}$ is dense in $C(\mathfrak{P})$. Since $E: \mathcal{C}^{\#} \rightarrow \mathbb{R}$ is a positive linear functional and $E(1)=1$, it follows that $E$ has a unique continuous extension to $C(\mathfrak{P})$, possessing these properties. Thus there is a unique probability measure $W$ on $\mathfrak{P}$ such that

$$
\begin{equation*}
E(\varphi)=\int_{\mathfrak{P}} \varphi(\omega) d W(\omega) \tag{1.10}
\end{equation*}
$$

This is the Wiener measure.
Proposition 1.1. The set $\mathfrak{P}_{0}$ of paths from $\mathbb{Q}^{+}$to $\mathbb{R}^{n}$, which are uniformly continuous on bounded subsets of $\mathbb{Q}^{+}$(and which thus extend uniquely to continuous paths from $[0, \infty)$ to $\mathbb{R}^{n}$ ), is a Borel subset of $\mathfrak{P}$ with Wiener measure 1 .

For a set $S$, let $\operatorname{osc}_{S}(\omega)$ denote $\sup _{s, t \in S}|\omega(s)-\omega(t)|$. Set

$$
\begin{equation*}
E(a, b, \varepsilon)=\left\{\omega \in \mathfrak{P}: \operatorname{osc}_{[a, b]}(\omega)>2 \varepsilon\right\} ; \tag{1.11}
\end{equation*}
$$

here $[a, b]$ denotes $\left\{s \in \mathbb{Q}^{+}: a \leq s \leq b\right\}$. Its complement is

$$
\begin{equation*}
E^{c}(a, b, \varepsilon)=\bigcap_{t, s \in[a, b]}\{\omega \in \mathfrak{P}:|\omega(s)-\omega(t)| \leq 2 \varepsilon\}, \tag{1.12}
\end{equation*}
$$

which is closed in $\mathfrak{P}$. Below we will demonstrate the following estimate on the Wiener measure of $E(a, b, \varepsilon)$ :

$$
\begin{equation*}
W(E(a, b, \varepsilon)) \leq 2 \rho\left(\frac{\varepsilon}{2},|b-a|\right), \tag{1.13}
\end{equation*}
$$

where

$$
\begin{equation*}
\rho(\varepsilon, \delta)=\sup _{t \leq \delta} \int_{|x|>\varepsilon} p(t, x) d x \tag{1.14}
\end{equation*}
$$

with $p(t, x)=e^{t \Delta} \delta(x)$, as in (1.5). In fact, the sup is assumed at $t=\delta$, so

$$
\begin{equation*}
\rho(\varepsilon, \delta)=\int_{|y|>\varepsilon / \sqrt{\delta}} p(1, y) d y=\psi_{n}\left(\frac{\varepsilon}{\sqrt{\delta}}\right) \tag{1.15}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi_{n}(r)=(4 \pi)^{-n / 2} \int_{|y|>r} e^{-|y|^{2} / 4} d y \leq \alpha_{n} r^{n-1} e^{-r^{2} / 4} \tag{1.16}
\end{equation*}
$$

as $r \rightarrow \infty$.
The relevance of the analysis of $E(a, b, \varepsilon)$ is that if we set

$$
\begin{equation*}
F(k, \varepsilon, \delta)=\left\{\omega \in \mathfrak{P}: \exists J \subset[0, k] \cap \mathbb{Q}^{+}, \ell(J) \leq \delta, \operatorname{osc}_{J}(\omega)>4 \varepsilon\right\} \tag{1.17}
\end{equation*}
$$

where $\ell(J)$ is the length of the interval $J$, then

$$
\begin{equation*}
F(k, \varepsilon, \delta)=\bigcup\{E(a, b, 2 \varepsilon):[a, b] \subset[0, k],|b-a| \leq \delta\} \tag{1.18}
\end{equation*}
$$

is an open set, and, via (1.13), we have

$$
\begin{equation*}
W(F(k, \varepsilon, \delta)) \leq 2 k \frac{\rho(\varepsilon, \delta)}{\delta} \tag{1.19}
\end{equation*}
$$

Furthermore, with $F^{c}(k, \varepsilon, \delta)=\mathfrak{P} \backslash F(k, \varepsilon, \delta)$,

$$
\begin{align*}
\mathfrak{P}_{0} & =\left\{\omega: \forall k<\infty, \forall \varepsilon>0, \exists \delta>0 \text { such that } \omega \in F^{c}(k, \varepsilon, \delta)\right\} \\
& =\bigcap_{k} \bigcap_{\varepsilon=1 / \nu} \bigcup_{\delta=1 / \mu} F^{c}(k, \varepsilon, \delta) \tag{1.20}
\end{align*}
$$

is a Borel set (in fact, an $\mathcal{F}_{\sigma \delta}$ set), and we can conclude that $W\left(\mathfrak{P}_{0}\right)=1$ from (1.19), given the observation that, for any $\varepsilon>0$,

$$
\begin{equation*}
\frac{\rho(\varepsilon, \delta)}{\delta} \longrightarrow 0, \text { as } \delta \rightarrow 0 \tag{1.21}
\end{equation*}
$$

which follows immediately from (1.15) and (1.16). Thus, to complete the proof of Proposition 1.1, it remains to establish the estimate (1.13).

Lemma 1.2. Given $\varepsilon, \delta>0$, take $v$ numbers $t_{j} \in \mathbb{Q}^{+}, 0 \leq t_{1}<\cdots<t_{\nu}$, such that $t_{v}-t_{1} \leq \delta$. Let

$$
\begin{equation*}
A=\left\{\omega \in \mathfrak{P}:\left|\omega\left(t_{1}\right)-\omega\left(t_{j}\right)\right|>\varepsilon, \text { for some } j=1, \ldots, \nu\right\} . \tag{1.22}
\end{equation*}
$$

Then

$$
\begin{equation*}
W(A) \leq 2 \rho\left(\frac{\varepsilon}{2}, \delta\right) . \tag{1.23}
\end{equation*}
$$

Proof. Let

$$
\begin{align*}
B= & \left\{\omega:\left|\omega\left(t_{1}\right)-\omega\left(t_{v}\right)\right|>\frac{\varepsilon}{2}\right\}, \\
C_{j}= & \left\{\omega:\left|\omega\left(t_{j}\right)-\omega\left(t_{v}\right)\right|>\frac{\varepsilon}{2}\right\},  \tag{1.24}\\
D_{j}= & \left\{\omega:\left|\omega\left(t_{1}\right)-\omega\left(t_{j}\right)\right|>\varepsilon\right. \text { and } \\
& \left.\left|\omega\left(t_{1}\right)-\omega\left(t_{k}\right)\right| \leq \varepsilon, \forall k \leq j-1\right\} .
\end{align*}
$$

Then $A \subset B \cup \bigcup_{j=1}^{\nu}\left(C_{j} \cap D_{j}\right)$, so

$$
\begin{equation*}
W(A) \leq W(B)+\sum_{j=1}^{\nu} W\left(C_{j} \cap D_{j}\right) \tag{1.25}
\end{equation*}
$$

Clearly, $W(B) \leq \rho(\varepsilon / 2, \delta)$. Furthermore, via (1.8)-(1.9), if we set

$$
\begin{aligned}
& D\left(\omega\left(t_{1}\right), \ldots, \omega\left(t_{j}\right)\right)=1, \\
& C\left(\omega\left(t_{j}\right), \omega\left(t_{\nu}\right)\right)=1, \\
& \text { if } \omega \in C_{j}, 0 \text { otherwise }, \\
& 0 \text { otherwise }
\end{aligned}
$$

we have $C\left(x_{j}, x_{v}\right)=C_{1}\left(x_{j}-x_{v}\right)$ and

$$
\begin{align*}
& W\left(C_{j} \cap D_{j}\right) \\
& =\int \cdots \int D\left(x_{1}, \ldots, x_{j}\right) C\left(x_{j}, x_{v}\right) p\left(t_{1}, x_{1}\right) p\left(t_{2}-t_{1}, x_{2}-x_{1}\right) \cdots \\
& \quad p\left(t_{j}-t_{j-1}, x_{j}-x_{j-1}\right) p\left(t_{v}-t_{j}, x_{v}-x_{j}\right) d x_{v} d x_{j} \cdots d x_{1} \\
& \leq \rho\left(\frac{\varepsilon}{2}, \delta\right) \int \cdots \int D\left(x_{1}, \ldots, x_{j}\right) p\left(t_{1}, x_{1}\right) \cdots p\left(t_{j}-t_{j-1}, x_{j}-x_{j-1}\right)  \tag{1.26}\\
& \cdot d x_{j} \cdots d x_{1} \\
& \leq \rho\left(\frac{\varepsilon}{2}, \delta\right) W\left(D_{j}\right),
\end{align*}
$$

so

$$
\begin{equation*}
\sum_{j} W\left(C_{j} \cap D_{j}\right) \leq \rho\left(\frac{\varepsilon}{2}, \delta\right) \tag{1.27}
\end{equation*}
$$

since the $D_{j}$ are mutually disjoint. This proves (1.23).

Let us note an intuitive approach to (1.26). Since $D_{j}$ describes properties of $\omega(t)$ for $t \in\left[t_{1}, t_{j}\right]$ and $C_{j}$ describes a property of $\omega\left(t_{\nu}\right)-\omega\left(t_{j}\right)$, these sets describe independent events, so $W\left(C_{j} \cap D_{j}\right)=W\left(C_{j}\right) W\left(D_{j}\right)$; meanwhile $W\left(C_{j}\right) \leq \rho(\varepsilon / 2, \delta)$.

We continue the demonstration of (1.13). Now, given such $t_{j}$ as in the statement of Lemma 1.2, if we set

$$
\begin{equation*}
E=\left\{\omega:\left|\omega\left(t_{j}\right)-\omega\left(t_{k}\right)\right|>2 \varepsilon, \text { for some } j, k \in[1, \nu]\right\} \tag{1.28}
\end{equation*}
$$

it follows that

$$
\begin{equation*}
W(E) \leq 2 \rho\left(\frac{\varepsilon}{2}, \delta\right) \tag{1.29}
\end{equation*}
$$

since $E$ is a subset of $A$, given by (1.22). Now, $E(a, b, \varepsilon)$, given by (1.11), is a countable increasing union of sets of the form (1.28), obtained, say, by letting $\left\{t_{1}, \ldots, t_{\nu}\right\}$ consist of all $t \in[a, b]$ that are rational with denominator $\leq K$, and taking $K \nearrow+\infty$. Thus we have (1.13), and the proof of Proposition 1.1 is complete.

We make the natural identification of paths $\omega \in \mathfrak{P}_{0}$ with continuous paths $\omega:[0, \infty) \rightarrow \mathbb{R}^{n}$. Note that a function $\varphi$ on $\mathfrak{P}_{0}$ of the form (1.8), with $t_{j} \in \mathbb{R}^{+}$, not necessarily rational, is a pointwise limit on $\mathfrak{P}_{0}$ of functions in $\mathcal{C}^{\#}$, as long as $F$ is continuous on $\prod_{1}^{k} \dot{\mathbb{R}}^{n}$, and consequently such $\varphi$ is measurable. Furthermore, (1.9) continues to hold, by the dominated convergence theorem.

An alternative approach to the construction of $W$ would be to replace (1.7) by $\widetilde{\mathfrak{P}}=\prod\left\{\dot{\mathbb{R}}^{n}: t \in \mathbb{R}^{+}\right\}$. With the product topology, this is compact but not metrizable. The set of continuous paths is a Borel subset of $\widetilde{\mathfrak{P}}$, but not a Baire set, so some extra measure-theoretic considerations arise if one takes this route.

Looking more closely at the estimate (1.19) of the measure of the set $F(k, \varepsilon, \delta)$, defined by (1.17), we note that you can take $\varepsilon=K \sqrt{\delta \log 1 / \delta}$, in which case

$$
\begin{equation*}
\rho(\varepsilon, \delta)=\psi_{n}\left(K \sqrt{\log \frac{1}{\delta}}\right) \leq C_{n}\left(\log \frac{1}{\delta}\right)^{n / 2-1} \delta^{K^{2} / 4} \tag{1.30}
\end{equation*}
$$

Then we obtain the following refinement of Proposition 1.1.
Proposition 1.3. For almost all $\omega \in \mathfrak{P}$, we have the modulus of continuity $8 \sqrt{\delta \log 1 / \delta}$, that is, given $0 \leq s, t \leq k<\infty$,

$$
\begin{equation*}
\limsup _{|s-t|=\delta \rightarrow 0}\left(|\omega(s)-\omega(t)|-8 \sqrt{\delta \log \frac{1}{\delta}}\right) \leq 0 \tag{1.31}
\end{equation*}
$$

In fact, (1.30) gives $W\left(S_{k}\right)=1$, where $S_{k}$ is the set of paths satisfying (1.31), with 8 replaced by $8+1 / k$, and then $\bigcap_{k} S_{k}$ is precisely the set of paths satisfying (1.31).

This result is not quite sharp; P. Levy showed that, for almost all $\omega \in \mathfrak{P}$, with $\mu(\delta)=2 \sqrt{\delta \log 1 / \delta}, 0 \leq s, t \leq k<\infty$,

$$
\begin{equation*}
\limsup _{|s-t| \rightarrow 0} \frac{|\omega(s)-\omega(t)|}{\mu(|s-t|)}=1 \tag{1.32}
\end{equation*}
$$

See [McK] for a proof. We also refer to [McK] for a proof of the result, due to Wiener, that almost all paths $\omega$ are nowhere differentiable.

By comparison with (1.31), note that if we define functions $X_{t}$ on $\mathfrak{P}$, taking values in $\mathbb{R}^{n}$, by

$$
\begin{equation*}
X_{t}(\omega)=\omega(t) \tag{1.33}
\end{equation*}
$$

then a simple application of (1.8)-(1.10) yields

$$
\begin{equation*}
\left\|X_{t}\right\|_{L^{2}(\mathfrak{P})}^{2}=\int|x|^{2} p(t, x) d x=2 n t \tag{1.34}
\end{equation*}
$$

and more generally

$$
\begin{equation*}
\left\|X_{t}-X_{s}\right\|_{L^{2}(\mathfrak{P})}=\sqrt{2 n}|s-t|^{1 / 2} \tag{1.35}
\end{equation*}
$$

Note that (1.35) depends on $n$, while (1.32) does not.
Via a simple translation of coordinates, we have a similar construction for the set of Brownian paths $\omega$ starting at a general point $x \in \mathbb{R}^{\ell}$, yielding the positive functional $E_{x}: C(\mathfrak{P}) \rightarrow \mathbb{R}$, and Wiener measure $W_{x}$, such that

$$
\begin{equation*}
E_{x}(\varphi)=\int_{\mathfrak{P}} \varphi(\omega) d W_{x}(\omega) . \tag{1.36}
\end{equation*}
$$

When $\varphi(\omega)$ is given by (1.8), $E_{x}(\varphi)$ has the form (1.9), with the function $p\left(t_{1}, x_{1}\right)$ replaced by $p\left(t_{1}, x_{1}-x\right)$. To put it another way, $E_{x}(\varphi)$ has the form (1.9) with $F\left(x_{1}, \ldots, x_{k}\right)$ replaced by $F\left(x_{1}+x, \ldots, x_{k}+x\right)$.

We will often use such notation as

$$
E_{x}(f(\omega(t))
$$

instead of $\int_{\mathfrak{P}} f\left(X_{t}(\omega)\right) d W_{x}(\omega)$ or $E_{x}\left(f\left(X_{t}(\omega)\right)\right)$.
The following simple observation is useful.
Proposition 1.4. If $\varphi \in C(\mathfrak{P})$, then $E_{x}(\varphi)$ is continuous in $x$.
Proof. Continuity for $\varphi \in \mathcal{C}^{\#}$, the set of functions of the form (1.8), is clear from (1.9) and its extension to $x \neq 0$ discussed above. Since $\mathcal{C}^{\#}$ is dense in $C(\mathfrak{P})$, the result follows easily.

## Exercises

1. Given $a>0$, define a transformation $D_{a}: \mathfrak{P}_{0} \rightarrow \mathfrak{P}_{0}$ by

$$
\left(D_{a} \omega\right)(t)=a \omega\left(a^{-2} t\right) .
$$

Show that $D_{a}$ preserves the Wiener measure $W$. This transformation is called Brownian scaling.
2. Let $\widetilde{\mathfrak{P}}_{0}=\left\{\omega \in \mathfrak{P}_{0}: \lim _{s \rightarrow \infty} s^{-1} \omega(s)=0\right\}$. Show that $W\left(\widetilde{\mathfrak{P}}_{0}\right)=1$.

Define a transformation $\rho: \mathfrak{P}_{0} \rightarrow \mathfrak{P}_{0}$ by

$$
(\rho \omega)(t)=t \omega\left(t^{-1}\right)
$$

for $t>0$. Show that $\rho$ preserves the Wiener measure $W$.
3. Given $a>0$, define a transformation $R_{a}: \mathfrak{P}_{0} \rightarrow \mathfrak{P}_{0}$ by

$$
\begin{aligned}
\left(R_{a} \omega\right)(t)= & \omega(t), & & \text { for } 0 \leq t \leq a, \\
& 2 \omega(a)-\omega(t), & & \text { for } t \geq a .
\end{aligned}
$$

Show that $R_{a}$ preserves the Wiener measure $W$.
4. Show that $L^{p}\left(\mathfrak{P}_{0}, d W_{0}\right)$ is separable, for $1 \leq p<\infty$. (Hint: $\mathfrak{P}$ is a compact metric space. Show that $C(\mathfrak{P})$ is separable.)
5. If $0 \leq a_{1}<b_{1} \leq a_{2}<b_{2}$, show that $X_{b_{1}}-X_{a_{1}}$ is orthogonal to $X_{b_{2}}-X_{a_{2}}$ in $L^{2}\left(\mathfrak{P}, d W_{x}, \mathbb{R}^{n}\right)$, where $X_{t}(\omega)=\omega(t)$, as in (1.33).
6. Verify the following identities (when $n=1$ ):

$$
\begin{align*}
E_{x}\left(e^{\lambda(\omega(t)-\omega(s))}\right) & =e^{|t-s| \lambda^{2}},  \tag{1.37}\\
E_{x}\left([\omega(t)-\omega(s)]^{2 k}\right) & =\frac{(2 k)!}{k!}|t-s|^{k},  \tag{1.38}\\
E(\omega(s) \omega(t)) & =2 \min (s, t) . \tag{1.39}
\end{align*}
$$

7. Show that $e^{\lambda|\omega(t)|^{2}} \in L^{2}\left(\mathfrak{P}_{0}, d W_{0}\right)$ if and only if $\lambda<1 / 8 t$.

## 2. The Feynman-Kac formula

To illustrate the application of Wiener measure to PDE, we now derive a formula, known as the Feynman-Kac formula, for the solution operator $e^{t(\Delta-V)}$ to

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\Delta u-V u, \quad u(0)=f \tag{2.1}
\end{equation*}
$$

given $f$ in an appropriate Banach space, such as $L^{p}\left(\mathbb{R}^{n}\right), 1 \leq p<\infty$, or $f \in C_{o}\left(\mathbb{R}^{n}\right)$, the space of continuous functions on $\mathbb{R}^{n}$ vanishing at infinity. To start, we will assume $V$ is bounded and continuous on $\mathbb{R}^{n}$. Following [Nel2], we will use the Trotter product formula

$$
\begin{equation*}
e^{t(\Delta-V)} f=\lim _{k \rightarrow \infty}\left(e^{(t / k) \Delta} e^{-(t / k) V}\right)^{k} f \tag{2.2}
\end{equation*}
$$

For any $k,\left(e^{(t / k) \Delta} e^{-(t / k) V}\right)^{k} f$ is expressed as a $k$-fold integral:

$$
\begin{align*}
& \left(e^{(t / k) \Delta} e^{-(t / k) V}\right)^{k} f(x) \\
& =\int \cdots \int f\left(x_{k}\right) e^{-(t / k) V\left(x_{k}\right)} p\left(\frac{t}{k}, x_{k}-x_{k-1}\right) e^{(t / k) V\left(x_{k-1}\right)} \cdots  \tag{2.3}\\
& \quad \cdot e^{-(t / k) V\left(x_{1}\right)} p\left(\frac{t}{k}, x-x_{1}\right) d x_{1} \cdots d x_{k}
\end{align*}
$$

Comparison with (1.36) gives

$$
\begin{equation*}
\left(e^{(t / k) \Delta} e^{-(t / k) V}\right)^{k} f(x)=E_{x}\left(\varphi_{k}\right) \tag{2.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\varphi_{k}(\omega)=f(\omega(t)) e^{-S_{k}(\omega)}, \quad S_{k}(\omega)=\frac{t}{k} \sum_{j=1}^{k} V\left(\omega\left(\frac{j t}{k}\right)\right) \tag{2.5}
\end{equation*}
$$

We are ready to prove the Feynman-Kac formula.
Proposition 2.1. If $V$ is bounded and continuous on $\mathbb{R}^{n}$, and $f \in C\left(\mathbb{R}^{n}\right)$ vanishes at infinity, then, for all $x \in \mathbb{R}^{n}$,

$$
\begin{equation*}
e^{t(\Delta-V)} f(x)=E_{x}\left(f(\omega(t)) e^{-\int_{0}^{t} V(\omega(\tau)) d \tau}\right) \tag{2.6}
\end{equation*}
$$

Proof. We know that $e^{t(\Delta-V)} f$ is equal to the limit of (2.4) as $k \rightarrow \infty$, in the sup norm. Meanwhile, since almost all $\omega \in \mathfrak{P}$ are continuous paths, $S_{k}(\omega) \rightarrow$ $\int_{0}^{t} V(\omega(\tau)) d \tau$ boundedly and a.e. on $\mathfrak{P}$. Hence, for each $x \in \mathbb{R}^{n}$, the right side of (2.4) converges to the right side of (2.6). This finishes the proof.

Note that if $V$ is real-valued and in $L^{\infty}\left(\mathbb{R}^{n}\right)$, then $e^{t(\Delta-V)}$ is defined on $L^{\infty}\left(\mathbb{R}^{n}\right)$, by duality from its action on $L^{1}\left(\mathbb{R}^{n}\right)$, and

$$
\begin{equation*}
f_{v} \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right), f_{v} \nearrow 1 \Longrightarrow e^{t(\Delta-V)} f_{v} \nearrow e^{t(\Delta-V)} 1 \tag{2.7}
\end{equation*}
$$

Thus, if $V$ is real-valued, bounded, and continuous, then, for all $x \in \mathbb{R}^{n}$,

$$
\begin{equation*}
e^{t(\Delta-V)} 1(x)=E_{x}\left(e^{-\int_{0}^{t} V(\omega(\tau)) d \tau}\right) \tag{2.8}
\end{equation*}
$$

We can extend these identities to some larger classes of $V$. First we consider the nature of the right side of (2.6) for more general $V$.

Lemma 2.2. Fix $t \in[0, \infty)$. If $V \in L^{\infty}\left(\mathbb{R}^{n}\right)$, then

$$
\begin{equation*}
I_{V}(\omega)=\int_{0}^{t} V(\omega(\tau)) d \tau \tag{2.9}
\end{equation*}
$$

is well defined in $L^{\infty}(\mathfrak{P})$. If $V_{v}$ is a bounded sequence in $L^{\infty}\left(\mathbb{R}^{n}\right)$ and $V_{v} \rightarrow V$ in measure, then $I_{V_{v}} \rightarrow I_{V}$ boundedly and in measure on $\mathfrak{P}$. This is true for each measure $W_{x}, x \in \mathbb{R}^{n}$.

Proof. Here, $L^{\infty}$ is the set of equivalence classes (mod a.e. equality) of bounded measurable functions, that is, elements of $\mathcal{L}^{\infty}\left(\mathbb{R}^{n}\right)$. Suppose $W \in \mathcal{L}^{\infty}\left(\mathbb{R}^{n}\right)$ is a pre-image of $V$. Then $\int_{0}^{t} W(\omega(\tau)) d \tau=\iota_{W}(\omega)$ is defined and measurable, and $\left\|\iota_{W}\right\|_{\mathcal{L}^{\infty}(\mathfrak{P})} \leq\|W\|_{\mathcal{L}^{\infty}\left(\mathbb{R}^{n}\right)} t$. If $W^{\#}$ is also a pre-image of $V$, then $W=W^{\#}$ almost everywhere on $\mathbb{R}^{n}$. Look at $U$, defined on $\mathfrak{P} \times \mathbb{R}^{+}$by

$$
U(\omega, s)=W(\omega(s))-W^{\#}(\omega(s))
$$

This is measurable. Let $K \subset \mathbb{R}^{n}$ be the set where $W(x) \neq W^{\#}(x)$; this has measure 0 . Now, for fixed $s$, the set of $\omega \in \mathfrak{P}$ such that $\omega(s) \in K$ has Wiener measure 0 . By Fubini's theorem it follows that $U=0$ a.e. on $\mathfrak{P} \times \mathbb{R}^{+}$, and hence, for almost all $\omega \in \mathfrak{P}, U(\omega, \cdot)=0$ a.e. on $\mathbb{R}^{+}$. Thus $\int_{0}^{t} W^{\#}(\omega(\tau)) d \tau=$ $\int_{0}^{t} W(\omega(\tau)) d \tau$ for a.e. $\omega \in \mathfrak{P}$, so $I_{V}$ is well defined in $L^{\infty}(\mathfrak{P})$ for each $V \in$ $L^{\infty}\left(\mathbb{R}^{n}\right)$. Clearly, $\left\|I_{V}\right\|_{L^{\infty}} \leq\|V\|_{L^{\infty}} t$.

If $V_{v} \rightarrow V$ boundedly and in measure, in view of the previous argument we can assume without loss of generality that, upon passing to a subsequence, $V_{v}(x) \rightarrow$ $V(x)$ for all $x$. Consider

$$
U_{v}(\omega, s)=V(\omega(s))-V_{v}(\omega(s))
$$

which is bounded in $L^{\infty}\left(\mathfrak{P} \times \mathbb{R}^{+}\right)$. This converges to 0 for each $(\omega, s) \in \mathfrak{P} \times \mathbb{R}^{+}$, so by Fubini's theorem again, $\int_{0}^{t} U_{v}(\omega, s) d s \rightarrow 0$ for a.e. $\omega$. This completes the proof.

A similar argument yields the following.
Lemma 2.3. If $V \in L_{l o c}^{1}\left(\mathbb{R}^{n}\right)$ is bounded from below, then

$$
\begin{equation*}
e_{V}(\omega)=e^{-\int_{0}^{t} V(\omega(\tau)) d \tau} \tag{2.10}
\end{equation*}
$$

is well defined in $L^{\infty}(\mathfrak{P})$. If $V_{v} \in L_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$ are uniformly bounded below and $V_{v} \rightarrow V$ in $L_{l o c}^{1}$, then $e_{V_{v}} \rightarrow e_{V}$ boundedly and in measure on $\mathfrak{P}$.

Thus, if $V \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right), V \geq-K>-\infty$, take bounded, continuous $V_{v}$ such that $V_{v} \geq-K$ and $V_{v} \rightarrow V$ in $L_{\text {loc }}^{1}$. We have $\left\|e^{t\left(\Delta-V_{v}\right)}\right\| \leq e^{K t}$ for all $v$, where $\|\cdot\|$ can be the operator norm on $L^{p}\left(\mathbb{R}^{n}\right)$ or on $C_{o}\left(\mathbb{R}^{n}\right)$. Now, if we replace $V$
by $V_{\nu}$ in (2.6), then Lemma 2.3 implies that, for any $f \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$, the right side converges, for each $x$, namely,

$$
\begin{equation*}
E_{x}\left(f(\omega(t)) e^{-\int_{0}^{t} V_{\nu}(\omega(\tau)) d \tau}\right) \longrightarrow P(t) f(x), \text { as } v \rightarrow \infty \tag{2.11}
\end{equation*}
$$

Clearly $|P(t) f(x)| \leq e^{K t} E_{x}(|f|) \leq e^{K t}\|f\|_{L^{\infty}}$. Consequently, for each $x \in \mathbb{R}^{n}$, if $f \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$,

$$
\begin{equation*}
e^{t\left(\Delta-V_{v}\right)} f(x) \longrightarrow P(t) f(x)=E_{x}\left(f(\omega(t)) e^{-\int_{0}^{t} V(\omega(\tau)) d \tau}\right) \tag{2.12}
\end{equation*}
$$

It follows that $P(t): C_{0}^{\infty}\left(\mathbb{R}^{n}\right) \rightarrow L^{\infty}\left(\mathbb{R}^{n}\right)$. Since

$$
\begin{equation*}
\left|e^{t\left(\Delta-V_{v}\right)} f(x)\right| \leq e^{K t} e^{t \Delta}|f|(x) \tag{2.13}
\end{equation*}
$$

we also have $P(t): C_{0}^{\infty}\left(\mathbb{R}^{n}\right) \rightarrow L^{1}\left(\mathbb{R}^{n}\right)$. Furthermore, we can pass to the limit in the PDE $\partial u_{v} / \partial t=\Delta u_{v}-V_{v} u_{v}$ for $u_{v}=e^{t\left(\Delta-V_{v}\right)} f$, to obtain for $u(t)=P(t) f$ the PDE

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\Delta u-V u, \quad u(0)=f \tag{2.14}
\end{equation*}
$$

If $\Delta-V$, with domain $\mathcal{D}=\mathcal{D}(\Delta) \cap \mathcal{D}(V)$, is self-adjoint, or has self-adjoint closure $A$, the uniqueness result of Proposition 9.11 in Appendix A, Functional Analysis, guarantees that $P(t) f=e^{t A} f$. For examples of such self-adjointness results on $\Delta-V$, see Chap. $8, \S 2$, and the exercises following that section. Thus the identity (2.6) extends to such $V$, for example, to $V \in L^{\infty}\left(\mathbb{R}^{n}\right)$; so does the identity (2.8).

We can derive a similar formula for the solution operator $S(t, 0)$ to

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\Delta u-V(t, x) u, \quad u(0)=f \tag{2.15}
\end{equation*}
$$

using the time-dependent Trotter product formula, Proposition A.5, and its consequence, Proposition A.6. Thus, we obtain

$$
\begin{equation*}
S(t, 0) f(x)=E_{x}\left(f(\omega(t)) e^{-\int_{0}^{t} V(\tau, \omega(\tau)) d \tau}\right) \tag{2.16}
\end{equation*}
$$

when $V(t) \in C\left([0, \infty), B C\left(\mathbb{R}^{n}\right)\right), B C\left(\mathbb{R}^{n}\right)$ denoting the space of bounded continuous functions on $\mathbb{R}^{n}$. By arguments such as those used above, we can extend this identity to larger classes of functions $V(t)$.

## Exercises

1. Given $\varepsilon>0, \lambda \in \mathbb{R}$, compute the integral operator giving

$$
\begin{equation*}
e^{t\left(\partial_{x}^{2}-\varepsilon x^{2}-\lambda x\right)} f(x) \tag{2.17}
\end{equation*}
$$

(Hint: Use $\varepsilon x^{2}+\lambda x=\varepsilon(x+\lambda / 2 \varepsilon)^{2}-\lambda^{2} / 4 \varepsilon$ to reduce this to the problem of computing the integral operator giving

$$
\begin{equation*}
e^{t\left(\partial_{x}^{2}-\varepsilon x^{2}\right)} g(x) \tag{2.18}
\end{equation*}
$$

For this, see the material on the harmonic oscillator in $\S 6$ of Chap. 8, in particular, Mehler's formula.)
2. Obtain a formula for

$$
\begin{equation*}
E_{x}\left(e^{-\varepsilon \int_{0}^{t} \omega(s)^{2} d s-\lambda \int_{0}^{t} \omega(s) d s}\right)=e^{t\left(\partial_{x}^{2}-\varepsilon x^{2}-\lambda x\right)} 1(x) \tag{2.19}
\end{equation*}
$$

in the case of one-dimensional Brownian motion. (Hint: Use the formula

$$
\begin{gather*}
e^{t\left(\partial_{x}^{2}-\varepsilon x^{2}\right)} 1(x)=a(t) e^{-b(t) x^{2}} \\
a(t)=(\cosh 2 \sqrt{\varepsilon} t)^{-1 / 2}, \quad b(t)=\frac{1}{2} \sqrt{\varepsilon} \tanh 2 \sqrt{\varepsilon} t \tag{2.20}
\end{gather*}
$$

which follows from the formula for (2.18). Alternatively, verify (2.20) directly, examining the system of ODE

$$
\left.a^{\prime}(t)=-2 a(t) b(t), \quad b^{\prime}(t)=\varepsilon-4 b(t)^{2} .\right)
$$

3. Pass to the limit $\varepsilon \searrow 0$ in (2.19), to evaluate

$$
\begin{equation*}
E_{x}\left(e^{-\lambda \int_{0}^{t} \omega(s) d s}\right) \tag{2.21}
\end{equation*}
$$

Note that the monotone convergence theorem applies.
Exercises 4 and 5 will investigate

$$
\begin{equation*}
\psi(\varepsilon)=W_{0}\left(\left\{\omega \in \mathfrak{P}: \int_{0}^{a} \omega(s)^{2} d s<\varepsilon\right\}\right)=P\left(\int_{0}^{a} \omega(s)^{2} d s<\varepsilon\right) \tag{2.22}
\end{equation*}
$$

4. Using Exercise 2, show that, for all $\lambda>0$,

$$
\begin{align*}
& \int_{0}^{\infty} \psi^{\prime}(s) e^{-\lambda s} d s=E_{0}\left(e^{-\lambda \int_{0}^{a} \omega(s)^{2} d s}\right)  \tag{2.23}\\
&=(\cosh 2 a \sqrt{\lambda})^{-1 / 2}=\sqrt{2} e^{-a \sqrt{\lambda}}\left(1+e^{-4 a \sqrt{\lambda}}\right)^{-1 / 2}
\end{align*}
$$

Other derivations of (2.23) can be found in [CM] and [Lev].
5. The subordination identity, given as (5.22) in Chap. 3, implies

$$
\int_{0}^{\infty} \varphi_{a}(s) e^{-\lambda s} d s=\sqrt{2} e^{-a \sqrt{\lambda}} \quad \text { if } \quad \varphi_{a}(s)=\frac{a}{\sqrt{2 \pi}} s^{-3 / 2} e^{-a^{2} / 4 s}
$$

Deduce that

$$
\psi^{\prime}(s)=\varphi_{a}(s)-\frac{1}{2} \varphi_{5 a}(s)+\frac{3}{8} \varphi_{9 a}(s)-\cdots
$$

hence that

$$
\begin{align*}
& \frac{d}{d \varepsilon} P\left(\int_{0}^{a} \omega(s)^{2} d s<\varepsilon\right)  \tag{2.24}\\
& \quad=\frac{a}{\sqrt{2 \pi}} \varepsilon^{-3 / 2}\left[e^{-a^{2} / 4 \varepsilon}-\frac{1}{2} \cdot 5 e^{-25 a^{2} / 4 \varepsilon}+\frac{3}{8} \cdot 9 e^{-81 a^{2} / 4 \varepsilon}-\cdots\right]
\end{align*}
$$

Show that the terms in this alternating series have progressively decreasing magnitude provided $\varepsilon / a^{2} \leq 1 / 2$. (Hint: Use the power series

$$
(1+y)^{-1 / 2}=1-\frac{1}{2} y+\frac{3}{8} y^{2}-\cdots
$$

with $y=e^{-4 a \sqrt{\lambda}}$.)
6. Suppose now that $\omega(t)$ is Brownian motion in $\mathbb{R}^{n}$. Show that

$$
E_{0}\left(e^{-\lambda \int_{0}^{a}|\omega(s)|^{2} d s}\right)=(\cosh 2 a \sqrt{\lambda})^{-n / 2}
$$

Deduce that in the case $n=2$,

$$
\frac{d}{d \varepsilon} P\left(\int_{0}^{a}|\omega(s)|^{2} d s<\varepsilon\right)=\frac{2 a}{\sqrt{\pi}} \varepsilon^{-3 / 2}\left[e^{-a^{2} / \varepsilon}-3 e^{-9 a^{2} / \varepsilon}+5 e^{-25 a^{2} / \varepsilon}-\cdots\right]
$$

Show that the terms in this alternating series have progressively decreasing magnitude provided $\varepsilon \leq 2 a^{2}$.

## 3. The Dirichlet problem and diffusion on domains with boundary

We can use results of $\S 2$ to provide connections between Brownian motion and the Dirichlet boundary problem for the Laplace operator. We begin by extending Lemma 2.3 to situations where $V_{\nu} \nearrow V$, with $V(x)$ possibly equal to $+\infty$ on a big set. We have the following analogue of Lemma 2.3.

Lemma 3.1. Let $V_{v} \in L_{l o c}^{1}\left(\mathbb{R}^{n}\right),-K \leq V_{v} \nearrow V$, with possibly $V(x)=+\infty$ on a set of positive measure. Then $e_{V}(\omega)$, given by (2.10), is well defined in $L^{\infty}(\mathfrak{P})$, provided we set $e^{-\infty}=0$, and $e_{V_{v}} \rightarrow e_{V}$ boundedly and in measure on $\Omega$, for each $t$.
Proof. This follows from the monotone convergence theorem.
Thus we again have convergence with bounds in (2.11)-(2.13). We will look at a special class of such sequences. Let $\Omega \subset \mathbb{R}^{n}$ be open, with smooth boundary (in fact, Lipschitz boundary will more than suffice), and set $E=\mathbb{R}^{n} \backslash \Omega$. Let $V_{\nu} \geq 0$ be continuous and bounded on $\mathbb{R}^{n}$ and satisfy

$$
\begin{equation*}
V_{v}=0 \text { on } \bar{\Omega}, \quad V_{v} \geq v \text { on } E_{v}, \quad V_{v} \nearrow, \tag{3.1}
\end{equation*}
$$

where $E_{v}$ is the set of points of distance $\geq 1 / v$ from $\bar{\Omega}$. Given $f \in L^{2}\left(\mathbb{R}^{n}\right)$, $g \in L^{2}(\Omega)$, set $P_{\Omega} f=\left.f\right|_{\Omega} \in L^{2}(\Omega)$, and define $E_{\Omega} g \in L^{2}\left(\mathbb{R}^{n}\right)$ to be $g(x)$ for $x \in \Omega, 0$ for $x \in E=\mathbb{R}^{n} \backslash \Omega$.

Proposition 3.2. Under the hypotheses above, if $f \in L^{2}\left(\mathbb{R}^{n}\right)$, then

$$
\begin{equation*}
e^{t\left(\Delta-V_{\nu}\right)} f \longrightarrow E_{\Omega} e^{t \Delta_{\Omega}}\left(P_{\Omega} f\right) \tag{3.2}
\end{equation*}
$$

as $\nu \rightarrow \infty$, where $\Delta_{\Omega}$ is the Laplace operator with Dirichlet boundary condition on $\Omega$.

Proof. We will first show that, for any $\lambda>0$,

$$
\begin{equation*}
\left(\lambda-\Delta+V_{\nu}\right)^{-1} f \rightarrow E_{\Omega}\left(\lambda-\Delta_{\Omega}\right)^{-1} P_{\Omega} f \tag{3.3}
\end{equation*}
$$

Indeed, denote the left side of (3.3) by $u_{\nu}$, so $\left(\lambda-\Delta+V_{\nu}\right) u_{v}=f$. Taking the inner product with $u_{\nu}$, we have

$$
\begin{equation*}
\lambda\left\|u_{\nu}\right\|_{L^{2}}^{2}+\left\|\nabla u_{\nu}\right\|_{L^{2}}^{2}+\int V_{\nu}\left|u_{\nu}\right|^{2} d x=\left(f, u_{\nu}\right) \leq \frac{\lambda}{2}\left\|u_{\nu}\right\|_{L^{2}}^{2}+\frac{1}{2 \lambda}\|f\|_{L^{2}}^{2} \tag{3.4}
\end{equation*}
$$

so

$$
\begin{equation*}
\frac{\lambda}{2}\left\|u_{\nu}\right\|_{L^{2}}^{2}+\left\|\nabla u_{\nu}\right\|_{L^{2}}^{2}+\int V_{\nu}\left|u_{\nu}\right|^{2} d x \leq \frac{1}{2 \lambda}\|f\|_{L^{2}}^{2} . \tag{3.5}
\end{equation*}
$$

Thus, for fixed $\lambda>0,\left\{u_{v}: v \in \mathbb{Z}^{+}\right\}$is bounded in $H^{1}\left(\mathbb{R}^{n}\right)$, while $\int_{E_{v}}\left|u_{\nu}\right|^{2} d x \leq C / v$. Thus $\left\{u_{\nu}\right\}$ has a weak limit point $u \in H^{1}\left(\mathbb{R}^{n}\right)$, and $u=0$ on $\cup E_{v}$. The regularity hypothesized for $\partial \Omega$ implies $u \in H_{0}^{1}(\Omega)$. Clearly, $(\lambda-\Delta) u=f$ on $\Omega$, so (3.3) follows, with weak convergence in $H^{1}\left(\mathbb{R}^{n}\right)$. But note that, parallel to (3.4),

$$
\lambda\|u\|_{L^{2}}^{2}+\|\nabla u\|_{L^{2}}^{2}=(f, u)=\lim _{v \rightarrow \infty}\left(f, u_{v}\right)
$$

so

$$
\begin{equation*}
\lambda\|u\|_{L^{2}}^{2}+\|\nabla u\|_{L^{2}}^{2} \geq \limsup _{v \rightarrow \infty} \lambda\left\|u_{\nu}\right\|_{L^{2}}^{2}+\left\|\nabla u_{v}\right\|_{L^{2}}^{2} . \tag{3.6}
\end{equation*}
$$

Hence, in fact, we have $H^{1}$-norm convergence in (3.3), and a fortiori $L^{2}$-norm convergence.

Now consider the set $\mathcal{F}$ of real-valued $\varphi \in C_{o}([0, \infty))$ such that, for all $f \in$ $L^{2}\left(\mathbb{R}^{n}\right)$,

$$
\begin{equation*}
\varphi\left(-\Delta+V_{\nu}\right) f \longrightarrow E_{\Omega} \varphi\left(-\Delta_{\Omega}\right) P_{\Omega} f, \text { in } L^{2}\left(\mathbb{R}^{n}\right) \text {-norm } \tag{3.7}
\end{equation*}
$$

where $\varphi(H)$ is defined via the spectral theorem for a self-adjoint operator $H$. (Material on this functional calculus can be found in $\S 1$ of Chap. 8.) The analysis above shows that, for each $\lambda>0, r_{\lambda}(s)=(\lambda+s)^{-1}$ belongs to $\mathcal{F}$. Since $P_{\Omega} E_{\Omega}$ is the identity on $L^{2}(\Omega)$, it is clear that $\mathcal{F}$ is an algebra; it is also easily seen to be a closed subset of $C_{o}([0, \infty))$. Since it contains $r_{\lambda}$ for $\lambda>0$, it separates points, so by the Stone-Weierstrass theorem all real-valued $\varphi \in C_{o}([0, \infty))$ belong to $\mathcal{F}$. This proves (3.2).

The version of (2.12) we have this time is the following.

Proposition 3.3. Let $\Omega \subset \mathbb{R}^{n}$ be open, with smooth boundary, or more generally with the property that

$$
\left\{u \in H^{1}\left(\mathbb{R}^{n}\right): \operatorname{supp} u \subset \bar{\Omega}\right\}=H_{0}^{1}(\Omega) .
$$

Let $F \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right), f=\left.F\right|_{\Omega}$. Then, for all $x \in \bar{\Omega}, t \geq 0$,

$$
\begin{equation*}
e^{t \Delta} f(x)=E_{x}\left(f(\omega(t)) e^{-\int_{0}^{t} \ell_{\Omega}(\omega(\tau)) d \tau}\right) . \tag{3.8}
\end{equation*}
$$

On the left, $e^{t \Delta}$ is the solution operator to the heat equation on $\mathbb{R}^{+} \times \Omega$ with Dirichlet boundary condition on $\partial \Omega$, and in the expression on the right

$$
\begin{equation*}
\ell_{\Omega}(x)=0 \text { on } \bar{\Omega}, \quad+\infty \text { on } \mathbb{R}^{n} \backslash \bar{\Omega}=\stackrel{\circ}{E} . \tag{3.9}
\end{equation*}
$$

Note that, for $\omega$ continuous,

$$
\begin{align*}
e^{-\int_{0}^{t} \ell_{\Omega}(\omega(\tau)) d \tau}=\psi_{\bar{\Omega}}(\omega, t)= & \text { if } \omega([0, t]) \subset \bar{\Omega}  \tag{3.10}\\
0 & \text { otherwise }
\end{align*}
$$

The second identity defines $\psi_{\bar{\Omega}}(\omega, t)$. Of course, for $\omega$ continuous, $\omega([0, t]) \subset \bar{\Omega}$ if and only if $\omega([0, t] \cap \mathbb{Q}) \subset \bar{\Omega}$.

We now extend Proposition 3.3 to the case where $\Omega \subset \mathbb{R}^{n}$ is open, with no regularity hypothesis on $\partial \Omega$. Choose a sequence $\Omega_{j}$ of open regions with smooth boundary, such that $\Omega_{j} \subset \subset \Omega_{j+1} \subset \subset \cdots, \bigcup_{j} \Omega_{j}=\Omega$. Let $\Delta_{j}$ denote the Laplace operator on $\Omega_{j}$, with Dirichlet boundary condition, and let $\Delta$ denote that of $\Omega$, also with Dirichlet boundary condition.

Lemma 3.4. Given $f \in L^{2}(\Omega), t \geq 0$,

$$
\begin{equation*}
e^{t \Delta} f=\lim _{j \rightarrow \infty} E_{j} e^{t \Delta_{j}} P_{j} f, \tag{3.11}
\end{equation*}
$$

where $P_{j} f=\left.f\right|_{\Omega_{j}}$ and, for $g \in L^{2}\left(\Omega_{j}\right), E_{j} g(x)=g(x)$ for $x \in \Omega_{j}, 0$ for $x \in \Omega \backslash \Omega_{j}$.

Proof. Methods of Chap. 5, $\S 5$, show that, for $\lambda>0$,

$$
\begin{equation*}
E_{j}\left(\lambda-\Delta_{j}\right)^{-1} P_{j} f \rightarrow(\lambda-\Delta)^{-1} f \tag{3.12}
\end{equation*}
$$

in $L^{2}$-norm, and then (3.11) follows from this, by reasoning used in the proof of Proposition 3.2.

Suppose $f \in C_{0}^{\infty}\left(\Omega_{L}\right)$. Then, for $j \geq L, E_{j} e^{t \Delta_{j}} f \rightarrow e^{t \Delta} f$ in $L^{2}$-norm, as we have just seen. Furthermore, local regularity implies

$$
\begin{equation*}
E_{j} e^{t \Delta_{j}} f \longrightarrow e^{t \Delta} f \quad \text { locally uniformly on } \Omega \tag{3.13}
\end{equation*}
$$

Thus, given such $f$, and any $x \in \Omega$ (hence $x \in \Omega_{j}$ for $j$ large),

$$
\begin{equation*}
e^{t \Delta} f(x)=\lim _{j \rightarrow \infty} E_{x}\left(f(\omega(t)) \psi_{\bar{\Omega}_{j}}(\omega, t)\right) \tag{3.14}
\end{equation*}
$$

Now, as $j \rightarrow \infty$,

$$
\begin{equation*}
\psi_{\bar{\Omega}_{j}}(\omega, t) \nearrow \psi_{\Omega}(\omega, t) \tag{3.15}
\end{equation*}
$$

where we define

$$
\begin{align*}
\psi_{\Omega}(\omega, t)=1 & \text { if } \omega([0, t]) \subset \Omega  \tag{3.16}\\
0 & \text { otherwise }
\end{align*}
$$

This yields the following:
Proposition 3.5. For any open $\Omega \subset \mathbb{R}^{n}$, given $f \in C_{0}^{\infty}(\Omega), x \in \Omega$,

$$
\begin{equation*}
e^{t \Delta} f(x)=E_{x}\left(f(\omega(t)) \psi_{\Omega}(\omega, t)\right) \tag{3.17}
\end{equation*}
$$

In particular, if $\Omega$ has smooth boundary, one can use either $\psi_{\Omega}(\omega, t)$ or $\psi_{\bar{\Omega}}(\omega, t)$ in the formula for $e^{t \Delta} f(x)$. However, if $\partial \Omega$ is not smooth, it is $\psi_{\Omega}(\omega, t)$ that one must use.

It is useful to extend this result to more general $f$. Suppose $f_{j} \in C_{0}^{\infty}(\Omega), f \in$ $L^{2}(\Omega)$, and $f_{j}(x) \searrow f(x)$ for each $x \in \Omega$. Then, for any $t>0, e^{t \Delta} f_{j} \rightarrow e^{t \Delta} f$ in $L^{2}(\Omega) \cap C^{\infty}(\Omega)$, while, for each $x \in \Omega, E_{x}\left(f_{j}(\omega(t)) \psi_{\Omega}(\omega, t)\right)$ converges $\searrow$ to the right side of (3.17), by the monotone convergence theorem. Hence (3.17) holds for all such $f$; denote this class by $\mathcal{L}(\Omega)$. Clearly, the characteristic function $\chi_{K} \in \mathcal{L}(\Omega)$ for each compact $K \subset \Omega$.

By the same reasoning, the class of functions in $L^{2}(\Omega)$ for which (3.17) holds is closed under forming monotone limits, either $f_{j} \nearrow f$ or $f_{j} \searrow f$, of sequences bounded in $L^{2}(\Omega)$. An argument used in Lemma 2.2 shows that modifying $f \in L^{2}(\Omega)$ on a set of measure zero does not change the right side of (3.17). If $S \subset \Omega$ is measurable, then

$$
\chi_{S}(x)=\lim _{j \rightarrow \infty} \chi_{K_{j}}(x), \text { a.e. }
$$

for an increasing sequence of compact sets $K_{j} \subset S$, so (3.17) holds for $f=\chi_{S}$. Thus it holds for finite linear combinations of such characteristic functions, and an easy limiting argument gives the following:

Proposition 3.6. The identity (3.17) holds for all $f \in L^{2}(\Omega)$ when $t>0, x \in \Omega$.
Suppose now that $\Omega$ is bounded. Then, for $f \in L^{p}(\Omega), 1 \leq p \leq \infty$,

$$
\begin{equation*}
-\Delta^{-1} f=\int_{0}^{\infty} e^{t \Delta} f d t \tag{3.18}
\end{equation*}
$$

the integral being absolutely convergent in $L^{p}$-norm. If $f \in C_{0}^{\infty}(\Omega)$, we hence have, for each $x \in \Omega$,

$$
\begin{equation*}
-\Delta^{-1} f(x)=E_{x}\left(\int_{0}^{\infty} f(\omega(t)) \psi_{\Omega}(\omega, t) d t\right) \tag{3.19}
\end{equation*}
$$

Furthermore, by an argument such as used to prove Proposition 3.6, this identity holds for almost every $x \in \Omega$, given $f \in L^{2}(\Omega)$, and for every $x$ if $f_{j} \in C_{0}^{\infty}(\Omega)$ and $f_{j}(x) \nearrow f(x)$ for all $x$. In particular, for $\Omega$ bounded,

$$
\begin{equation*}
-\Delta^{-1} 1(x)=E_{x}\left(\vartheta_{\Omega}(\omega)\right), \quad x \in \Omega \tag{3.20}
\end{equation*}
$$

where, if $\omega$ is a continuous path starting inside $\Omega$, we define

$$
\begin{align*}
\vartheta_{\Omega}(\omega)=\int_{0}^{\infty} \psi_{\Omega}(\omega, t) d t & =\sup \{t: \omega([0, t]) \subset \Omega\}  \tag{3.21}\\
& =\min \{t: \omega(t) \in \partial \Omega\}
\end{align*}
$$

In other words, $\vartheta_{\Omega}(\omega)$ is the first time $\omega(t)$ hits $\partial \Omega$; it is called the "first exit time." Since $\Delta^{-1} 1 \in C^{\infty}(\Omega)$, it is clear that the first exit time for a path starting at any $x \in \Omega$ is finite for $W_{x}$-almost every $\omega$ when $\Omega$ is bounded. (If $\omega$ starts at a point in $\partial \Omega$ or in $\mathbb{R}^{n} \backslash \bar{\Omega}$, set $\vartheta_{\Omega}(\omega)=0$.) Note that we can write

$$
\begin{equation*}
-\Delta^{-1} f(x)=E_{x}\left(\int_{0}^{\vartheta_{\Omega}(\omega)} f(\omega(t)) d t\right) \tag{3.22}
\end{equation*}
$$

If $\partial \Omega$ is smooth enough for Proposition 3.3 to hold, we have the formula (3.19), with $\psi_{\Omega}(\omega, t)$ replaced by $\psi_{\bar{\Omega}}(\omega, t)$, valid for all $x \in \bar{\Omega}$. In particular, for smooth bounded $\Omega$,

$$
\begin{equation*}
-\Delta^{-1} 1(x)=E_{x}\left(\vartheta_{\bar{\Omega}}(\omega)\right), \quad x \in \bar{\Omega}, \tag{3.23}
\end{equation*}
$$

where we define

$$
\begin{equation*}
\vartheta_{\bar{\Omega}}(\omega)=\inf \left\{t: \omega(t) \in \mathbb{R}^{n} \backslash \bar{\Omega}\right\}=\max \{t: \omega([0, t]) \subset \bar{\Omega}\} . \tag{3.24}
\end{equation*}
$$

(If $\omega(0) \in \mathbb{R}^{n} \backslash \bar{\Omega}$, set $\vartheta_{\bar{\Omega}}(\omega)=0$.) Comparing this with (3.20), noting that $\vartheta_{\bar{\Omega}}(\omega) \geq \vartheta_{\Omega}(\omega)$, we have the next result.

Proposition 3.7. If $\Omega$ is bounded and $\partial \Omega$ is smooth enough for Proposition 3.3 to hold, then

$$
\begin{equation*}
x \in \Omega \Longrightarrow \vartheta_{\Omega}(\omega)=\vartheta_{\bar{\Omega}}(\omega), \text { for } W_{x} \text {-almost every } \omega, \tag{3.25}
\end{equation*}
$$

and

$$
\begin{equation*}
x \in \partial \Omega \Longrightarrow \vartheta_{\bar{\Omega}}(\omega)=0, \text { for } W_{x} \text { - almost every } \omega \tag{3.26}
\end{equation*}
$$

The probabilistic interpretation of this result is that, for any $x \in \bar{\Omega}$, once a Brownian path $\omega$ starting at $x$ hits $\partial \Omega$, it penetrates into the interior of $\mathbb{R}^{n} \backslash \bar{\Omega}$ within an arbitrarily short time, for $W_{x}$-almost all $\omega$. From here one can show that, given $x \in \partial \Omega, W_{x}$-a.e. path $\omega$ spends a positive amount of time in both $\Omega$ and $\mathbb{R}^{n} \backslash \bar{\Omega}$, on any time interval $\left[0, s_{0}\right]$, for any $s_{0}>0$, however small. This is one manifestation of how wiggly Brownian paths are.

Note that taking $f=1$ in (3.17) gives, for all $x \in \Omega$, any open set in $\mathbb{R}^{n}$,

$$
\begin{equation*}
e^{t \Delta} 1(x)=W_{x}\left(\left\{\omega: \vartheta_{\Omega}(\omega)>t\right\}\right), \quad x \in \Omega, \tag{3.27}
\end{equation*}
$$

the right side being the probability that a path starting in $\Omega$ at $x$ has first exit time $>t$. Meanwhile, if $\partial \Omega$ is regular enough for Proposition 3.3 to hold, then

$$
\begin{equation*}
e^{t \Delta} 1(x)=W_{x}\left(\left\{\omega: \vartheta_{\bar{\Omega}}(\omega)>t\right\}\right) . \tag{3.28}
\end{equation*}
$$

Comparing these identities extends Proposition 3.7 to unbounded $\Omega$.
The following is an interesting consequence of (3.28).
Proposition 3.8. For one-dimensional Brownian motion, starting at the origin, given $t>0, \lambda>0$,

$$
\begin{equation*}
W\left(\left\{\omega: \sup _{0 \leq s \leq t} \omega(s) \geq \lambda\right\}\right)=2 W(\{\omega: \omega(t) \geq \lambda\}) . \tag{3.29}
\end{equation*}
$$

Proof. The right side is $\int_{\lambda}^{\infty} p(t, x) d x$, with $p(t, x)=e^{t d^{2} / d x^{2}} \delta(x)=$ $(4 \pi t)^{-1 / 2} e^{-x^{2} / 4 t}$, the $n=1$ case of (1.5). The left side of (3.29) is the same as $W\left(\left\{\omega: \vartheta_{(-\infty, \lambda)}(\omega)<t\right\}\right)$, which by (3.28) is equal to $1-e^{t L} 1(0)$ if $L=d^{2} / d x^{2}$ on $(-\infty, \lambda)$, with Dirichlet boundary condition at $x=\lambda$. By the method of images we have, for $x<\lambda$,

$$
e^{t L} 1(x)=\int p(t, y) H(\lambda-x+y) d y
$$

where $H(s)=1$ for $s>0,-1$ for $s<0$. From this, the identity (3.29) readily follows.

We next derive an expression for the Poisson integral formula, for the solution PI $f=u$ to

$$
\begin{equation*}
\Delta u=0 \text { on } \Omega,\left.\quad u\right|_{\partial \Omega}=f \tag{3.30}
\end{equation*}
$$

This can be expressed in terms of the integral kernel $G(x, y)$ of $\Delta^{-1}$ if $\partial \Omega$ is smooth. In fact, an application of Green's formula gives

$$
\begin{equation*}
\operatorname{PI} f(x)=\int_{\partial \Omega} f(y) \frac{\partial}{\partial v_{y}} G(x, y) d S(y) \tag{3.31}
\end{equation*}
$$

where $v_{y}$ is the outward normal to $\partial \Omega$ at $y$. A closely related result is the following. Let $f$ be defined and continuous on a neighborhood of $\partial \Omega$. Given small $\delta>0$, set

$$
\begin{equation*}
S_{\delta}=\{x \in \Omega: \operatorname{dist}(x, \partial \Omega)<\delta\} \tag{3.32}
\end{equation*}
$$

and define $u_{\delta}$ by

$$
\begin{gather*}
\Delta u_{\delta}=\delta^{-2} f_{\delta} \text { on } \Omega, \quad u_{\delta}=0 \text { on } \partial \Omega, \\
f_{\delta}=f \text { on } S_{\delta}, 0 \text { on } \Omega \backslash S_{\delta} . \tag{3.33}
\end{gather*}
$$

Lemma 3.9. If $\partial \Omega$ is smooth, then, locally uniformly on $\Omega$,

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} u_{\delta}=-\frac{1}{2} P I f \tag{3.34}
\end{equation*}
$$

Proof. If $v$ is the outward normal, we have

$$
\begin{align*}
u_{\delta}(x) & =\delta^{-2} \int_{\partial \Omega} \int_{0}^{\delta} G(x, y-s v) f(y) d s d S(y)+o(1) \\
& =-\delta^{-2} \int_{\partial \Omega} f(y) \frac{\partial}{\partial v_{y}} G(x, y)\left(\int_{0}^{\delta} s d s\right) d S(y)+o(1)  \tag{3.35}\\
& =-\frac{1}{2} \int_{\partial \Omega} f(y) \frac{\partial}{\partial v_{y}} G(x, y) d S(y)+o(1)
\end{align*}
$$

so the result follows from (3.31).
Comparing this with (3.22), we conclude that when $\partial \Omega$ is smooth,

$$
\begin{equation*}
\operatorname{PI} f(x)=\lim _{\delta \searrow 0} \frac{2}{\delta^{2}} E_{x}\left(\int_{0}^{\vartheta_{\Omega}(\omega)} f(\omega(t)) \iota_{S_{\delta}}(\omega, t) d t\right) \tag{3.36}
\end{equation*}
$$

where $S_{\delta}$ is as in (3.32), and, for $S \subset \Omega$,

$$
\begin{align*}
\iota_{S}(\omega, t)=1 & \text { if } \omega(t) \in S \\
0 & \text { otherwise } \tag{3.37}
\end{align*}
$$

We will discuss further formulas for PI $f$ in $\S 5$.

## Exercises

1. Looking at the definitions, check that $\psi_{\bar{\Omega}}(\omega, t)$ and $\vartheta_{\bar{\Omega}}(\omega)$ are measurable when $\Omega \subset \mathbb{R}^{n}$ is open with smooth boundary and that $\psi_{\Omega}(\omega, t)$ and $\vartheta_{\Omega}(\omega)$ are measurable, for general open $\Omega \subset \mathbb{R}^{n}$.
2. Show that if $x \in \mathcal{O}$, then

$$
\begin{equation*}
\left\{\omega \in \mathfrak{P}_{0}: \vartheta_{\overline{\mathcal{O}}}(\omega)<t_{0}\right\}=\bigcup_{s \in\left[0, t_{0}\right) \cap \mathbb{Q}}\left\{\omega \in \mathfrak{P}_{0}: \omega(s) \in \mathbb{R}^{n} \backslash \overline{\mathcal{O}}\right\} . \tag{3.38}
\end{equation*}
$$

3. For any finite set $\mathcal{S}=\left\{s_{1}, \ldots, s_{K}\right\} \subset \mathbb{Q}^{+}, N \in \mathbb{Z}^{+}$, set

$$
\begin{aligned}
F_{N, \mathcal{S}}(\omega) & =\Phi_{N, \mathcal{S}}\left(\omega\left(s_{1}\right) \ldots \omega\left(s_{K}\right)\right), \\
\Phi_{N, \mathcal{S}}\left(x_{1}, \ldots, x_{K}\right) & =\min \left(N, \min \left\{s_{v}: x_{v} \in \mathbb{R}^{n} \backslash \overline{\mathcal{O}}\right\}\right)
\end{aligned}
$$

Show that, for any continuous path $\omega$,

$$
\begin{equation*}
\vartheta_{\overline{\mathcal{O}}}(\omega)=\sup _{N} \inf _{\mathcal{S}} F_{N, \mathcal{S}}(\omega) . \tag{3.39}
\end{equation*}
$$

Note that the collection of such sets $\mathcal{S}$ is countable.
4. If $\mathfrak{P}_{\overline{\mathcal{O}}, N}=\left\{\omega \in \mathfrak{P}_{0}: \vartheta_{\overline{\mathcal{O}}}(\omega) \leq N\right\}$ and $\mathcal{O}$ is bounded, show that

$$
\begin{equation*}
W_{x}\left(\mathfrak{P}_{0} \backslash \mathfrak{P}_{\overline{\mathcal{O}}, N}\right) \leq C N^{-1} . \tag{3.40}
\end{equation*}
$$

(Hint: Use (3.23).)
5. If $\omega \in \mathfrak{P}_{\overline{\mathcal{O}}, N}$, show that

$$
\begin{equation*}
\vartheta_{\overline{\mathcal{O}}}(\omega)=\lim _{\nu \rightarrow \infty} \vartheta_{\nu, N}(\omega), \tag{3.41}
\end{equation*}
$$

where

$$
\vartheta_{v, N}(\omega)=\min \left(N, \inf \left\{s \in 2^{-v} \mathbb{Z}^{+}: \omega(s) \notin \overline{\mathcal{O}}\right\}\right)
$$

Write $\vartheta_{\nu, N}(\omega)=\Phi_{\nu, N}\left(\omega\left(s_{1}\right), \ldots, \omega\left(s_{L}\right)\right)$, where $\Phi_{\nu, N}$ has a form similar to $\Phi_{N, \mathcal{S}}$ in Exercise 3.
6. For one-dimensional Brownian motion, establish the following, known as Kolmogorov's inequality:

$$
\begin{equation*}
W\left(\left\{\omega: \sup _{0 \leq s \leq t}|\omega(s)| \geq \varepsilon\right\}\right) \leq \frac{2 t}{\varepsilon^{2}}, \quad \varepsilon>0 . \tag{3.42}
\end{equation*}
$$

(Hint: Write the left side of (3.42) as $W\left(\left\{\omega: \vartheta_{(-\varepsilon, \varepsilon)}(\omega)<t\right\}\right)$, and relate this to the heat equation on $\Omega=[-\varepsilon, \varepsilon]$, with Dirichlet boundary condition, in a fashion parallel to the proof of Proposition 3.8.)

Note that this estimate is nontrivial only for $t<\varepsilon^{2} / 2$. By Brownian scaling, it suffices to consider the case $\varepsilon=1$. Compare the estimate

$$
W\left(\left\{\omega: \sup _{0 \leq s \leq t}|\omega(s)| \geq \varepsilon\right\}\right) \leq 4 \int_{\varepsilon}^{\infty} p(t, x) d x
$$

which follows from (3.29).
7. Given $\Omega \subset \mathbb{R}^{n}$ open, with complement $K$, and $\Delta$ with Dirichlet boundary condition on $\partial \Omega$, show that, for $x \in \Omega$,

$$
\begin{equation*}
W_{x}\left(\left\{\omega: \vartheta_{\Omega}(\omega)=\infty\right\}\right)=H_{K}(x) \tag{3.43}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{K}(t, x)=e^{t \Delta} 1(x) \searrow H_{K}(x), \text { as } t \nearrow \infty . \tag{3.44}
\end{equation*}
$$

8. Suppose that $K=\mathbb{R}^{n} \backslash \Omega$ is compact, and suppose there exists $\widetilde{H}_{K}(x) \in C(\bar{\Omega})$, harmonic on $\Omega$, such that $\widetilde{H}_{K}=0$ on $\partial K$ and $\widetilde{H}_{K}(x) \rightarrow 1$, as $|x| \rightarrow \infty$. Show that

$$
H_{K}(t, x) \geq \widetilde{H}_{K}(x), \text { for all } t<\infty
$$

(Hint: Show that $\Delta H_{K}(t, x) \leq 0$ and that $H_{K}(t, x) \rightarrow 1$ as $|x| \rightarrow \infty$, and use the maximum principle.)
Deduce that if such $\widetilde{H}_{K}(x)$ exists, then $W_{x}\left(\left\{\omega: \vartheta_{\Omega}(\omega)=\infty\right\}\right)>0$.
9. In the context of Exercise 8, show that if such $\widetilde{H}_{K}$ exists, then in fact

$$
\begin{equation*}
H_{K}(x)=\widetilde{H}_{K}(x), \text { for all } x \in \bar{\Omega} \tag{3.45}
\end{equation*}
$$

 By explicit construction, produce such a function on $\mathbb{R}^{n} \backslash B$ when $B$ is a ball of radius $a>0$, provided $n \geq 3$.
10. Using Exercises 7-9, show that when $n \geq 3$,

$$
\begin{equation*}
W_{x}(\{\omega:|\omega(t)| \rightarrow \infty \text { as } t \rightarrow \infty\})=1 \tag{3.46}
\end{equation*}
$$

(Hint: Given $R>0$, the probability that $|\omega(t)| \geq R$ for some $t$ is 1 . If $R \gg a$, and $\left|\omega\left(t_{0}\right)\right| \geq R$, show that the probability that $\left|\omega\left(t_{0}+s\right)\right| \leq a$ for some $s>0$ is small, using (3.43) for $K=B_{a}=\{x:|x| \leq a\}$.) To restate (3.46), one says that Brownian motion in $\mathbb{R}^{n}$ is "non-recurrent," for $n \geq 3$.
11. If $n \leq 2$ and $K=B_{a}$, show that $H_{K}(t, x)=0$ in (3.44), and hence the probability defined in (3.46) is zero. Deduce that if $n \leq 2$ and $U \subset \mathbb{R}^{n}$ is a nonempty open set, almost every Brownian path $\omega$ visits $U$ at an infinite sequence of times $t_{v} \rightarrow \infty$. One says that Brownian motion in $\mathbb{R}^{n}$ is "recurrent," for $n \leq 2$.
12. Relate the formula (3.34) for PI $f$ to representations of PI $f$ by double-layer potentials, discussed in $\S 11$ of Chap. 7. Where is the second layer coming from?
13. If $\Omega$ is a bounded domain with smooth boundary, show that (3.36) remains true with $S_{\delta}$ replaced by

$$
\widetilde{S}_{\delta}=\left\{x \in \mathbb{R}^{n} \backslash \bar{\Omega}: \operatorname{dist}(x, \partial \Omega)<\delta\right\}
$$

and with $\vartheta_{\Omega}(\omega)$ replaced by $\vartheta_{\Omega_{\delta}}(\omega)$, where $\Omega_{\delta}=\bar{\Omega} \cup \widetilde{S}_{\delta}$. (Hint: Start by showing that $\widetilde{u}_{\delta}(x) \rightarrow-(1 / 2) \operatorname{PI} f(x)$, for $x \in \Omega$, where, in place of (3.33),

$$
\Delta \widetilde{u}_{\delta}=\delta^{-2} f_{\delta} \text { on } \Omega_{\delta}, \quad \widetilde{u}_{\delta}=0 \text { on } \partial \Omega_{\delta}
$$

with $f_{\delta}=f$ on $\widetilde{S}_{\delta}, 0$ on $\bar{\Omega}$.

## 4. Martingales, stopping times, and the strong Markov property

Given $t \in[0, \infty)$, let $\mathfrak{B}_{t}$ be the $\sigma$-field of subsets of $\mathfrak{P}_{0}$ generated by sets of the form

$$
\begin{equation*}
\left\{\omega \in \mathfrak{P}_{0}: \omega(s) \in E\right\} \tag{4.1}
\end{equation*}
$$

where $s \in[0, t]$ and $E$ is a Borel subset of $\mathbb{R}^{n}$. One easily sees that each element of $\mathfrak{B}_{t}$ is a Borel set in $\mathfrak{P}$. As $t$ increases, $\mathfrak{B}_{t}$ is an increasing family of $\sigma$-fields, each consisting of sets which are $W_{x}$-measurable, for all $x \in \mathbb{R}^{n}$. Set $\mathfrak{B}_{\infty}=$ $\sigma\left(\bigcup_{t<\infty} \mathfrak{B}_{t}\right)$.

Given $f \in L^{1}\left(\mathfrak{P}_{0}, \mathfrak{B}_{\infty}, d W_{x}\right)$, we can define the conditional expectation

$$
\begin{equation*}
E_{x}\left(f \mid \mathfrak{B}_{t}\right) \tag{4.2}
\end{equation*}
$$

a function measurable with respect to $\mathfrak{B}_{t}$, as follows. Denote by $W_{x, t}$ the restriction of the Wiener measure $W_{x}$ to the $\sigma$-field $\mathfrak{B}_{t}$. Then

$$
\begin{equation*}
\lambda(S)=\int_{S} f(\omega) d W_{x}(\omega)=E_{x}\left(f \chi_{S}\right) \tag{4.3}
\end{equation*}
$$

defines a countably additive set function on $\mathfrak{B}_{t}$, which is absolutely continuous with respect to $W_{x, t}$, so by the Radon-Nikodym theorem there exists a $\mathfrak{B}_{t}$-measurable function $\Phi_{t}$, uniquely defined $W_{x, t}$-almost everywhere, such that (4.3) is equal to $\int_{S} \Phi_{t}(\omega) d W_{x, t}(\omega)$, for all $S \in \mathfrak{B}_{t}$. This function is $E_{x}\left(f \mid \mathfrak{B}_{t}\right)$. Clearly,

$$
\begin{equation*}
f \in L^{1}\left(\mathfrak{P}_{0}, \mathfrak{B}_{\infty}, d W_{x}\right) \Longrightarrow E_{x}\left(f \mid \mathfrak{B}_{t}\right) \in L^{1}\left(\mathfrak{P}_{0}, \mathfrak{B}_{t}, d W_{x, t}\right) \tag{4.4}
\end{equation*}
$$

This construction of conditional expectation generalizes in the obvious way to any situation where $f$ is measurable with respect to some $\sigma$-field $\mathfrak{F}$, and is $L^{1}$ with respect to a given probability measure on $\mathfrak{F}$, and one wants to define the conditional expectation $E\left(f \mid \mathfrak{F}_{0}\right)$ with respect to some sub- $\sigma$-field $\mathfrak{F}_{0}$ of $\mathfrak{F}$.

Note that we can regard $L^{1}\left(\mathfrak{P}_{0}, \mathfrak{B}_{t}, d W_{x, t}\right)$ naturally as a closed linear subspace of $L^{1}\left(\mathfrak{P}_{0}, \mathfrak{B}_{\infty}, d W_{x}\right)$. Then the map $f \mapsto E_{x}\left(f \mid \mathfrak{B}_{t}\right)$ is a projection. Similarly, we have

$$
f \in L^{2}\left(\mathfrak{P}_{0}, \mathfrak{B}_{\infty}, d W_{x}\right) \Longrightarrow E_{x}\left(f \mid \mathfrak{B}_{t}\right) \in L^{2}\left(\mathfrak{P}_{0}, \mathfrak{B}_{t}, d W_{x, t}\right)
$$

and in this case $E_{x}\left(f \mid \mathfrak{B}_{t}\right)$ is simply the orthogonal projection of $f$ onto $L^{2}\left(\mathfrak{P}_{0}, \mathfrak{B}_{t}, d W_{x, t}\right)$, regarded as a linear subspace of $L^{2}\left(\mathfrak{P}_{0}, \mathfrak{B}_{\infty}, d W_{x}\right)$. The reader might think of this in light of von Neumann's proof of the Radon-Nikodym theorem, which is sketched in the exercises for $\S 2$ of Appendix A.

The following is a statement that Brownian motion possesses the Markov property.

Proposition 4.1. Given $s, t>0, f \in C\left(\dot{\mathbb{R}}^{n}\right)$,

$$
\begin{equation*}
E_{x}\left(f(\omega(t+s)) \mid \mathfrak{B}_{s}\right)=E_{\omega(s)}(f(\omega(t))), \text { for } W_{x} \text {-almost all } \omega \tag{4.5}
\end{equation*}
$$

Proof. The right side of (4.5) is $\mathfrak{B}_{s}$-measurable, so the identity is equivalent to the statement that

$$
\begin{equation*}
\int_{S} f(\omega(t+s)) d W_{x}(\omega)=\int_{S}\left(\int f(\widetilde{\omega}(t)) d W_{\omega(s)}(\widetilde{\omega})\right) d W_{x}(\omega) \tag{4.6}
\end{equation*}
$$

for all $S \in \mathfrak{B}_{s}$. It suffices to verify (4.6) for all $S$ of the form

$$
S=\left\{\omega \in \mathfrak{P}_{0}: \omega\left(t_{1}\right) \in E_{1}, \ldots, \omega\left(t_{K}\right) \in E_{K}\right\}
$$

given $t_{j} \in[0, s], E_{j}$ Borel sets in $\mathbb{R}^{n}$. For such $S$, (4.6) follows directly from the characterization of the Wiener integral given in $\S 1$, that is, from (1.6)-(1.9) in the case $x=0$, together with the identity

$$
\begin{equation*}
\int f(\widetilde{\omega}(t)) d W_{y}(\widetilde{\omega})=E(f(y+\omega(t))) \tag{4.7}
\end{equation*}
$$

used to define (1.36).
We can easily extend (4.5) to

$$
\begin{equation*}
E_{x}\left(F\left(\omega\left(s+t_{1}\right), \ldots, \omega\left(s+t_{k}\right)\right) \mid \mathfrak{B}_{s}\right)=E_{\omega(s)}\left(F\left(\omega\left(t_{1}\right), \ldots, \omega\left(t_{k}\right)\right)\right) \tag{4.8}
\end{equation*}
$$

for $W_{x}$-almost all $\omega$, given $t_{1}, \ldots, t_{k}>0$, and $F$ continuous on $\prod_{1}^{k} \dot{\mathbb{R}}^{n}$, as in (1.8). Also, standard limiting arguments allow us to enlarge the class of functions $F$ for which this works. We then get the following more definitive statement of the Markov property.

Proposition 4.2. For $s>0$, define the map

$$
\begin{equation*}
\sigma_{s}: \mathfrak{P}_{0} \longrightarrow \mathfrak{P}_{0}, \quad\left(\sigma_{s} \omega\right)(t)=\omega(t+s) \tag{4.9}
\end{equation*}
$$

Then, given $\varphi$ bounded and $\mathfrak{B}_{\infty}$-measurable, we have

$$
\begin{equation*}
E_{x}\left(\varphi \circ \sigma_{s} \mid \mathfrak{B}_{s}\right)=E_{\omega(s)}(\varphi), \text { for } W_{x} \text {-almost all } \omega \tag{4.10}
\end{equation*}
$$

The following is a useful restatement of Proposition 4.2.
Corollary 4.3. For $s>0$, define the map

$$
\begin{equation*}
\vartheta_{s}: \mathfrak{P}_{0} \rightarrow \mathfrak{P}_{0}, \quad\left(\vartheta_{s} \omega\right)(t)=\omega(t+s)-\omega(s) . \tag{4.11}
\end{equation*}
$$

Then, given $\varphi \in L^{1}\left(\mathfrak{P}_{0}, d W_{0}\right)$, we have

$$
\begin{equation*}
E_{x}\left(\varphi \circ \vartheta_{s} \mid \mathfrak{B}_{s}\right)=E_{0}(\varphi) . \tag{4.12}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
E_{x}\left(f\left(\vartheta_{s} \omega(t)\right) \mid \mathfrak{B}_{s}\right)=E_{0}(f(\omega(t))) . \tag{4.13}
\end{equation*}
$$

Note that (4.12) implies $\vartheta_{s}$ is measure preserving, in the sense that

$$
\begin{equation*}
W_{x}\left(\vartheta_{s}^{-1}(S)\right)=W_{0}(S) \tag{4.14}
\end{equation*}
$$

for $W_{0}$-measurable sets $S$. The map $\vartheta_{s}$ is not one-to-one, of course, but it is onto the set of paths in $\mathfrak{P}_{0}$ satisfying $\omega(0)=0$.

The Markov property also implies certain independence properties. A function $\varphi \in L^{1}\left(\mathfrak{P}_{0}, d W_{x}\right)$ is said to be independent of the $\sigma$-algebra $\mathfrak{B}_{t}$ provided that, for all continuous $F$,

$$
\begin{equation*}
\int_{S} F(\varphi(\omega)) d W_{x}(\omega)=W_{x}(S) E_{x}(F \circ \varphi), \quad \forall S \in \mathfrak{B}_{t} \tag{4.15}
\end{equation*}
$$

An equivalent condition is

$$
\begin{equation*}
E_{x}(F(\varphi) \psi)=E_{x}(F(\varphi)) E_{x}(\psi), \quad \forall \psi \in L^{1}\left(\mathfrak{P}_{0}, \mathfrak{B}_{t}, d W_{x}\right), \tag{4.16}
\end{equation*}
$$

given $F(\varphi) \psi \in L^{1}\left(\mathfrak{P}_{0}, d W_{x}\right)$, and another equivalent condition is

$$
\begin{equation*}
E_{x}\left(F(\varphi) \mid \mathfrak{B}_{t}\right)=E_{x}(F(\varphi)) . \tag{4.17}
\end{equation*}
$$

In turn, this identity holds whenever the left side is constant. From Corollary 4.3 we deduce:

Corollary 4.4. For $s \geq 0, \vartheta_{s} \omega(t)=\omega(t+s)-\omega(s)$ is independent of $\mathfrak{B}_{s}$.
Proof. By (4.13),

$$
\begin{equation*}
E_{x}\left(F(\omega(t+s)-\omega(s)) \mid \mathfrak{B}_{s}\right)=E_{0}(F(\omega(t))), \tag{4.18}
\end{equation*}
$$

which is constant.

The Markov property gives rise to martingales. By definition (valid in general for an increasing family $\mathfrak{B}_{t}$ of $\sigma$-fields), a martingale is a family $F_{t} \in$ $L^{1}\left(\mathfrak{P}_{0}, \mathfrak{B}_{t}, d W_{x, t}\right)$ such that

$$
\begin{equation*}
E_{x}\left(F_{t} \mid \mathfrak{B}_{s}\right)=F_{s} \text { when } s<t \tag{4.19}
\end{equation*}
$$

If $E_{x}\left(F_{t} \mid \mathfrak{B}_{s}\right) \geq F_{s}$ for $s<t,\left\{F_{t}\right\}$ is called a submartingale over $\mathfrak{B}_{t}$. The following is a very useful class of martingales.

Proposition 4.5. Let $h(t, x)$ be smooth in $t \geq 0, x \in \mathbb{R}^{n}$, and satisfy $|h(t, x)| \leq$ $C_{\varepsilon} e^{\varepsilon|x|^{2}}$ for all $\varepsilon>0$, and the backward heat equation

$$
\begin{equation*}
\frac{\partial h}{\partial t}=-\Delta h \tag{4.20}
\end{equation*}
$$

Then $\mathfrak{h}_{t}(\omega)=h(t, \omega(t))$ is a martingale over $\mathfrak{B}_{t}$.
Proof. The hypothesis on $h(t, x)$ implies that, for $t, s>0$,

$$
\begin{equation*}
h(s, x)=\int p(t, y) h(t+s, x-y) d y \tag{4.21}
\end{equation*}
$$

where $p(t, x)=e^{t \Delta} \delta(x)$ is given by (1.5). Now

$$
\begin{align*}
E_{x}\left(\mathfrak{h}_{t+s} \mid \mathfrak{B}_{s}\right) & =E_{x}\left(h(t+s, \omega(t+s)) \mid \mathfrak{B}_{s}\right) \\
& =E_{\omega(s)}(h(t+s, \omega(t))), \tag{4.22}
\end{align*}
$$

for $W_{x}$-almost all $\omega$, by (4.5). This is equal to

$$
\begin{equation*}
\int p(t, y-\omega(s)) h(t+s, y) d y \tag{4.23}
\end{equation*}
$$

by the characterization (1.9) of expectation, adjusted as in (1.36), and by (4.21) this is equal to $h(s, \omega(s))=\mathfrak{h}_{s}(\omega)$.

Corollary 4.6. For one-dimensional Brownian motion, the following are martingales over $\mathfrak{B}_{t}$ :

$$
\begin{equation*}
\mathfrak{x}_{t}(\omega)=\omega(t), \quad \mathfrak{q}_{t}(\omega)=\omega(t)^{2}-2 t, \quad \mathfrak{z}_{t}(\omega)=e^{a \omega(t)-a^{2} t} \tag{4.24}
\end{equation*}
$$

given $a>0$.
One important property of martingales is the following martingale maximal inequality.

Proposition 4.7. If $F_{t}$ is a martingale over $\mathfrak{B}_{t}$, then, given any countable set $\left\{t_{j}\right\} \subset \mathbb{R}^{+}$, the "maximal function"

$$
\begin{equation*}
F^{*}(\omega)=\sup _{j} F_{t_{j}}(\omega) \tag{4.25}
\end{equation*}
$$

satisfies, for all $\lambda>0$,

$$
\begin{equation*}
W_{x}\left(\left\{\omega: F^{*}(\omega)>\lambda\right\}\right) \leq \frac{1}{\lambda}\left\|F_{t}\right\|_{L^{1}\left(\mathfrak{P}_{0}, d W_{x}\right)} \tag{4.26}
\end{equation*}
$$

Of course, the assumption that $F_{t}$ is a martingale implies that $\left\|F_{t}\right\|_{L^{1}}$ is independent of $t$.

Proof. It suffices to demonstrate this for an arbitrary finite subset $\left\{t_{j}\right\}$ of $\mathbb{R}^{+}$. Thus we can work with $f_{j}(\omega)=F_{t_{j}}(\omega), \mathfrak{B}_{j}=\mathfrak{B}_{t_{j}}, 1 \leq j \leq N$, and take $t_{1}<t_{2}<\cdots<t_{N}$, and the martingale hypothesis is that $E_{x}\left(f_{k} \mid \mathfrak{B}_{j}\right)=f_{j}$ when $j<k$. There is no loss in assuming $f_{N}(\omega) \geq 0$, so all $f_{j}(\omega) \geq 0$. Now consider

$$
\begin{equation*}
S_{\lambda}=\left\{\omega: f^{*}(\omega)>\lambda\right\}=\left\{\omega: \text { some } f_{j}(\omega)>\lambda\right\} \tag{4.27}
\end{equation*}
$$

There is a pairwise-disjoint decomposition

$$
\begin{equation*}
S_{\lambda}=\bigcup_{j=1}^{N} S_{\lambda j}, \quad S_{\lambda j}=\left\{\omega: f_{j}(\omega)>\lambda \text { but } f_{\ell}(\omega) \leq \lambda \text { for } \ell<j\right\} \tag{4.28}
\end{equation*}
$$

Note that $S_{\lambda j}$ is $\mathfrak{B}_{j}$-measurable. Consequently, we have

$$
\begin{aligned}
& \int_{S_{\lambda}} f_{N}(\omega) d W_{x}(\omega) \\
& \quad=\sum_{j=1}^{N} \int_{S_{\lambda j}} f_{N}(\omega) d W_{x}(\omega)=\sum_{j=1}^{N} \int_{S_{\lambda j}} f_{j}(\omega) d W_{x}(\omega) \\
& \quad \geq \sum_{j=1}^{N} \lambda W_{x}\left(S_{\lambda j}\right)=\lambda W_{x}\left(S_{\lambda}\right)
\end{aligned}
$$

This yields (4.26), in this special case, and the proposition is hence proved.
Applying the martingale maximal inequality to $\mathfrak{z} t(\omega)=e^{a \omega(t)-a^{2} t}$, we obtain the following.

Corollary 4.8. For one-dimensional Brownian motion, given $t>0$,

$$
\begin{equation*}
W_{0}\left(\left\{\omega \in \mathfrak{P}_{0}: \sup _{0 \leq s \leq t} \omega(s)-a s>\lambda\right\}\right) \leq e^{-a \lambda} \tag{4.30}
\end{equation*}
$$

Proof. The set whose measure is estimated in (4.30) is

$$
\left\{\omega \in \mathfrak{P}_{0}: \sup _{0 \leq s \leq t} e^{a \omega(s)-a^{2} s}>e^{a \lambda}\right\}
$$

Since paths in $\mathfrak{P}_{0}$ are continuous, one can take the sup over $[0, t] \cap \mathbb{Q}$, which is countable, so (4.26) applies. Note that $E_{0}\left(\mathfrak{z}_{t}\right)=1$.

We turn to a discussion of the strong Markov property of Brownian motion. For this, we need the notion of a stopping time. A function $\tau$ on $\mathfrak{P}_{0}$ with values in $[0,+\infty]$ is called a stopping time provided that, for each $t \geq 0,\left\{\omega \in \mathfrak{P}_{0}\right.$ : $\tau(\omega)<t\}$ belongs to the $\sigma$-field $\mathfrak{B}_{t}$. It follows from (3.39) that $\vartheta_{\overline{\mathcal{O}}}$ is a stopping time. So is $\vartheta_{\mathcal{O}}$.

Given a stopping time $\tau$, define $\mathfrak{B}_{\tau+}$ to be the $\sigma$-algebra of sets $S \in \mathfrak{B}_{\infty}$ such that $S \cap\{\omega: \tau(\omega)<t\}$ belongs to $\mathfrak{B}_{t}$ for each $t \geq 0$. Note that $\tau$ is measurable with respect to $\mathfrak{B}_{\tau+}$. The hypothesis that $\tau$ is a stopping time means precisely that the whole set $\mathfrak{P}_{0}$ satisfies the criteria for membership in $\mathfrak{B}_{\tau+}$. We note that any $t \in[0, \infty)$, regarded as a constant function on $\mathfrak{P}_{0}$, is a stopping time and that, in this case, $\mathfrak{B}_{t+}=\bigcap_{s>t} \mathfrak{B}_{s}$.

The following analogue of Propositions 4.1 and 4.2 is one statement of the strong Markov property.

Proposition 4.9. If $\tau$ is a stopping time such that $\tau(\omega)<\infty$ for $W_{x}$-almost all $\omega$, and if $t>0$, then

$$
\begin{equation*}
E_{x}\left(f(\omega(\tau+t)) \mid \mathfrak{B}_{\tau+}\right)=E_{\omega(\tau)}(f(\omega(t))) \tag{4.31}
\end{equation*}
$$

for $W_{x}$-almost all $\omega$. More generally, with

$$
\left(\sigma_{\tau} \omega\right)(t)=\omega(t+\tau)
$$

and $\varphi$ bounded and $\mathfrak{B}_{\infty}$-measurable, we have

$$
\begin{equation*}
E_{x}\left(\varphi \circ \sigma_{\tau} \mid \mathfrak{B}_{\tau+}\right)=E_{\omega(\tau)}(\varphi), \tag{4.32}
\end{equation*}
$$

for $W_{x}$-almost all $\omega$.
As in (4.6), the content of (4.31) is that

$$
\begin{equation*}
\int_{S} f(\omega(\tau+t)) d W_{x}(\omega)=\int_{S}\left(\int f\left(\omega^{\#}(t)\right) d W_{\omega(\tau)}\left(\omega^{\#}\right)\right) d W_{x}(\omega) \tag{4.33}
\end{equation*}
$$

given $S \in \mathfrak{B}_{\tau+}$. In other words, given that $S \cap\left\{\omega: \tau(\omega)<t^{\prime}\right\} \in \mathfrak{B}_{t^{\prime}}$, for each $t^{\prime} \geq 0$. There is no loss in taking $x=0$, and we can rewrite (4.33) as

$$
\begin{equation*}
\int_{S} f(\omega(\tau+t)) d W(\omega)=\int_{S} \int f\left(\omega^{\#}(t)+\omega(\tau)\right) d W\left(\omega^{\#}\right) d W(\omega) \tag{4.34}
\end{equation*}
$$

It is useful to approximate $\tau$ by discretization:

$$
\begin{equation*}
\tau_{v}(\omega)=2^{-v} k, \text { if } 2^{-v}(k-1) \leq \tau(\omega)<2^{-v} k \tag{4.35}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\left\{\omega: \tau_{v}(\omega)<t\right\}=\left\{\omega: \tau(\omega)<2^{-v} k\right\} \in \mathfrak{B}_{t}, \tag{4.36}
\end{equation*}
$$

so each $\tau_{v}$ is a stopping time. Note that

$$
\begin{align*}
A_{\nu k} & =\left\{\omega: \tau_{v}(\omega)=2^{-v} k\right\}  \tag{4.37}\\
& =\left\{\omega: \tau(\omega)<2^{-v} k\right\} \backslash\left\{\omega: \tau(\omega)<2^{-v}(k-1)\right\}
\end{align*}
$$

belongs to $\mathfrak{B}_{2^{-v}}$.
If $\tau$ is replaced by $\tau_{\nu}$, the left side of (4.34) becomes

$$
\begin{equation*}
\sum_{v, k} \int_{S \cap A_{\nu k}} f\left(\omega\left(t+2^{-v} k\right)\right) d W(\omega) \tag{4.38}
\end{equation*}
$$

and the right side of (4.34) becomes

$$
\begin{equation*}
\sum_{v, k} \int_{S \cap A_{\nu k}} \int f\left(\omega^{\#}(t)+\omega\left(2^{-v} k\right)\right) d W\left(\omega^{\#}\right) d W(\omega) . \tag{4.39}
\end{equation*}
$$

Note that if $S \in \mathfrak{B}_{\tau+}$, then $S \cap A_{\nu k} \in \mathfrak{B}_{2^{-v} k}$. Thus, the fact that each term in the sum (4.38) is equal to the corresponding term in (4.39) follows from (4.6). Consequently, we have

$$
\begin{equation*}
\int_{S} f\left(\omega\left(\tau_{\nu}+t\right)\right) d W(\omega)=\int_{S} \int f\left(\omega^{\#}(t)+\omega\left(\tau_{\nu}\right)\right) d W\left(\omega^{\#}\right) d W(\omega) \tag{4.40}
\end{equation*}
$$

for all $v$, if $S \in \mathfrak{B}_{\tau+}$. The desired identity (4.34) follows by taking $v \rightarrow \infty$, if $f \in C\left(\dot{\mathbb{R}}^{n}\right)$. Passing from this to (4.32) is then done as in the proof of Proposition 4.2.

In particular, the extension of (4.31) analogous to (4.8), in the special case $F\left(x_{1}, x_{2}\right)=f\left(x_{2}-x_{1}\right)$, yields the identity

$$
\begin{align*}
\int_{S} f(\omega(\tau+t)-\omega(\tau)) d W(\omega) & =\int_{S} \int f\left(\omega^{\#}(t)\right) d W\left(\omega^{\#}\right) d W(\omega)  \tag{4.41}\\
& =E(f(\omega(t))) \cdot W(S)
\end{align*}
$$

given $S \in \mathfrak{B}_{\tau+}$. This, together with the extension to $F\left(x_{1}, \ldots x_{K}\right)$, says that $\omega(\tau+t)-\omega(\tau)=\beta(t)$ has the probability distribution of a Brownian motion, independent of $\mathfrak{B}_{\tau+}$. This is a common form in which the strong Markov property is stated.

It is sometimes useful to consider stopping times for which $\{\omega: \tau(\omega)=\infty\}$ has positive measure. In such a case, the extension of Proposition 4.9 is that (4.32) holds for $W_{x}$-almost $\omega$ in the set $\{\omega: \tau(\omega)<\infty\}$. Thus, for example, (4.33) and (4.34) hold, given $S \in \mathfrak{B}_{\tau+}$ and $S \subset\{\omega: \tau(\omega)<\infty\}$.

We next look at some operator-theoretic properties of

$$
\begin{array}{ll}
Q_{t}: L^{2}\left(\mathfrak{P}_{0}, d W_{0}\right) \rightarrow L^{2}\left(\mathfrak{P}_{0}, d W_{0}\right), & Q_{t} \varphi=E_{0}\left(\varphi \mid \mathfrak{B}_{t}\right),  \tag{4.42}\\
\Theta_{t}: L^{2}\left(\mathfrak{P}_{0}, d W_{0}\right) \rightarrow L^{2}\left(\mathfrak{P}_{0}, d W_{0}\right), & \Theta_{t} \varphi(\omega)=\varphi\left(\vartheta_{t} \omega\right),
\end{array}
$$

where $\vartheta_{t}$ is given by (4.11). For each $t \geq 0, Q_{t}$ is an orthogonal projection, and $Q_{s} Q_{t}=Q_{t} Q_{s}=Q_{s}$, for $s \leq t$. Note that (4.13) implies

$$
\begin{equation*}
Q_{t} \Theta_{t}=Q_{0} \tag{4.43}
\end{equation*}
$$

since $Q_{0}$ is the orthogonal projection of $L^{2}\left(\mathfrak{P}_{0}, d W_{0}\right)$ onto

$$
\begin{equation*}
\mathcal{R}\left(Q_{0}\right)=\text { set of constant functions. } \tag{4.44}
\end{equation*}
$$

Proposition 4.10. The family $\Theta_{t}, t \in[0, \infty)$, is a strongly continuous semigroup of isometries of $L^{2}\left(\mathfrak{P}_{0}, d W_{0}\right)$, with

$$
\begin{equation*}
\mathcal{R}\left(\Theta_{t}\right) \subset \operatorname{Ker}\left(Q_{t}-Q_{0}\right)=\left\{\varphi: E_{0}\left(\varphi \mid \mathfrak{B}_{t}\right)=\text { const. }\right\} . \tag{4.45}
\end{equation*}
$$

Proof. That $\Theta_{t}$ is an isometry follows from the measure-preserving property (4.14). If we apply $Q_{0}$ to (4.43), we get $Q_{0} \Theta_{t}=Q_{0}$; hence $\left(Q_{t}-Q_{0}\right) \Theta_{t}=0$, which yields (4.45).

The semigroup property follows from a straightforward calculation:

$$
\begin{equation*}
\vartheta_{\sigma} \vartheta_{s} \omega=\vartheta_{\sigma+s} \omega \Longrightarrow \Theta_{s+\sigma}=\Theta_{s} \Theta_{\sigma} . \tag{4.46}
\end{equation*}
$$

The convergence

$$
\begin{equation*}
\Theta_{s} \varphi \rightarrow \Theta_{t} \varphi \quad \text { in } L^{2}\left(\mathfrak{P}_{0}, d W_{0}\right), \text { as } s \rightarrow t \tag{4.47}
\end{equation*}
$$

is easy to demonstrate for $\varphi(\omega)$ of the form (1.8), that is,

$$
\begin{equation*}
\varphi(\omega)=f\left(\omega\left(t_{1}\right), \ldots, \omega\left(t_{k}\right)\right) \tag{4.48}
\end{equation*}
$$

with $f$ continuous on $\dot{\mathbb{R}}^{n} \times \cdots \times \dot{\mathbb{R}}^{n}$ ( $k$ factors). In fact, $\varphi\left(\vartheta_{s}(\omega)\right)=\varphi_{s}(\omega) \rightarrow$ $\varphi_{t}(\omega)$ boundedly and pointwise on $\mathfrak{P}_{0}$ for such $\varphi$. Since the set of $\varphi$ of the form (4.48) is dense in $L^{2}\left(\mathfrak{P}_{0}, d W_{0}\right)$, (4.47) follows.

Proposition 4.11. The family of orthogonal projections $Q_{t}$ is strongly continuous in $t \in[0, \infty)$.

Proof. It is easy to verify that, for any $\varphi \in L^{2}\left(\mathfrak{P}_{0}, d W_{0}\right)$,

$$
\begin{equation*}
Q_{s} \varphi \rightarrow Q_{t-} \varphi=E_{0}\left(\varphi \mid \mathfrak{B}_{t-}\right), \quad \text { as } s \nearrow t \tag{4.49}
\end{equation*}
$$

provided $t>0$, and

$$
\begin{equation*}
Q_{s} \varphi \rightarrow Q_{t+} \varphi=E_{0}\left(\varphi \mid \mathfrak{B}_{t+}\right), \quad \text { as } s \searrow t, \tag{4.50}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathfrak{B}_{t-}=\sigma\left(\bigcup_{s<t} \mathfrak{B}_{s}\right), \quad \mathfrak{B}_{t+}=\bigcap_{s>t} \mathfrak{B}_{s} . \tag{4.51}
\end{equation*}
$$

It is also easy to verify that $\mathfrak{B}_{t-}=\mathfrak{B}_{t}$, for $t>0$, so $Q_{s} \varphi \rightarrow Q_{t} \varphi$ as $s \nearrow t$. On the other hand, it is not true that $\mathfrak{B}_{t+}=\mathfrak{B}_{t}$, so the continuity of $Q_{t} \varphi$ from above requires more work.

Suppose $t_{j} \in \mathbb{Q}^{+}$and

$$
\begin{equation*}
0 \leq t_{1}<t_{2}<\cdots<t_{\ell} \leq t<t_{\ell+1}<\cdots<t_{\ell+k} \tag{4.52}
\end{equation*}
$$

Let $f_{j} \in C\left(\dot{\mathbb{R}}^{n}\right)$. Consider any function on $\mathfrak{P}$ of the form

$$
\begin{align*}
\varphi(\omega) & =A_{\ell}(\omega) B_{k \ell}(\omega)  \tag{4.53}\\
& =f_{1}\left(\omega\left(t_{1}\right)\right) \cdots f_{\ell}\left(\omega\left(t_{\ell}\right)\right) \cdot f_{\ell+1}\left(\omega\left(t_{\ell+1}\right)\right) \cdots f_{\ell+k}\left(\omega\left(t_{\ell+k}\right)\right)
\end{align*}
$$

Denote by $\mathcal{C}^{\wedge}$ the linear span of the set of such functions. For $\varphi$ of the form (4.53), we have

$$
\begin{equation*}
E_{0}\left(\varphi \mid \mathfrak{B}_{t}\right)=A_{\ell}(\omega) E_{0}\left(B_{k \ell} \mid \mathfrak{B}_{t}\right) \tag{4.54}
\end{equation*}
$$

If $t_{\ell+v}=t+s_{v}, 1 \leq v \leq k$, we have, by (4.8),

$$
\begin{equation*}
E_{0}\left(B_{k \ell} \mid \mathfrak{B}_{t}\right)=E_{\omega(t)}\left(f_{\ell+1}\left(\omega\left(s_{1}\right)\right) \cdots f_{\ell+k}\left(\omega\left(s_{k}\right)\right)\right), \quad \text { a.e. on } \mathfrak{P}_{0} \tag{4.55}
\end{equation*}
$$

Now, if $t \leq t+h<t_{\ell+1}$, we also have

$$
\begin{align*}
E_{0}\left(\varphi \mid \mathfrak{B}_{t+h}\right) & =A_{\ell}(\omega) E_{0}\left(B_{k \ell} \mid \mathfrak{B}_{t+h}\right) \\
& =A_{\ell}(\omega) E_{\omega(t+h)}\left(\psi_{\ell}\right) \tag{4.56}
\end{align*}
$$

where

$$
\begin{equation*}
\psi_{\ell}(\omega)=f_{\ell+1}\left(\omega\left(s_{1}-h\right)\right) \cdots f_{\ell+k}\left(\omega\left(s_{k}-h\right)\right) \tag{4.57}
\end{equation*}
$$

Now, as in (1.9),

$$
\begin{align*}
E_{x}\left(\psi_{\ell}\right)=\int \cdots \int p( & \left.s_{1}-h, x_{1}\right) p\left(s_{2}-s_{1}, x_{2}-x_{1}\right) \\
& \cdots p\left(s_{k}-s_{k-1}, x_{k}-x_{k-1}\right)  \tag{4.58}\\
& \cdot f_{\ell+1}\left(x_{1}+x\right) \cdots f_{\ell+k}\left(x_{k}+x\right) d x_{k} \cdots d x_{1}
\end{align*}
$$

The continuity in $(x, h)$ is clear. Since paths in $\mathfrak{P}_{0}$ are continuous, we have, by linearity, that

$$
\begin{equation*}
\varphi \in \mathcal{\mathcal { C } ^ { \wedge }} \Longrightarrow E_{0}\left(\varphi \mid \mathfrak{B}_{t}\right)=\lim _{h \searrow 0} E_{0}\left(\varphi \mid \mathfrak{B}_{t+h}\right), \quad W_{0} \text {-a.e. } \tag{4.59}
\end{equation*}
$$

Now the Stone-Weierstrass theorem implies that $\mathcal{C}^{\wedge}$ is dense in $C(\mathfrak{P})$, which is dense in $L^{2}\left(\mathfrak{P}, d W_{0}\right)=L^{2}\left(\mathfrak{P}_{0}, d W_{0}\right)$. Thus we have

$$
\begin{equation*}
E_{0}\left(\varphi \mid \mathfrak{B}_{t+}\right)=E_{0}\left(\varphi \mid \mathfrak{B}_{t}\right), \quad W_{0} \text {-a.e. } \tag{4.60}
\end{equation*}
$$

for every $\varphi \in L^{2}\left(\mathfrak{P}_{0}, d W_{0}\right)$, and the proposition is proved.

## Exercises

1. Show that the martingale maximal inequality applied to $\mathfrak{x}_{t}(\omega)=\omega(t)$ yields

$$
W_{0}\left(\left\{\omega \in \mathfrak{P}_{0}: \sup _{0 \leq s \leq t} \omega(s)>b \sqrt{4 t / \pi}\right\}\right) \leq \frac{1}{b} .
$$

Compare with the precise result in (3.29).
2. With $\mathfrak{B}_{t-}$ characterized by (4.51), show that $\mathfrak{B}_{t-}=\mathfrak{B}_{t}$, as stated in the proof of Proposition 4.11. (Hint: In the characterization (4.1) of $\mathfrak{B}_{t}$, one can restrict attention to $E$ open in $\mathbb{R}^{n}$.)
3. Using (4.60), show that

$$
S \in \mathfrak{B}_{0+} \Longrightarrow W_{0}(S)=0 \text { or } 1 .
$$

This is called Blumenthal's 01 law. If $E \in \mathbb{R}^{n}$ is a closed set, show that

$$
\left\{\omega \in \mathfrak{P}_{0}: \omega\left(t_{v}\right) \in E \text { for some } t_{v} \searrow 0\right\}
$$

is a set in $\mathfrak{B}_{0+}$. (Hint: Consider $\left\{\omega \in \mathfrak{P}_{0}: \operatorname{dist}(\omega(t), E) \geq \delta>0\right.$ for $t \in\left[2^{-v} \varepsilon, \varepsilon\right] \cap$ $\mathbb{Q}\}=S(E, \delta, \varepsilon, \nu)$.
4. Let $\mathcal{N}$ be the collection of ( $W_{0}$-outer measurable) subsets of $\mathfrak{P}_{0}$ with $W_{0}$-measure zero. Form the family of $\sigma$-algebras $\mathfrak{B}_{t}^{\#}=\mathfrak{B}_{t} \cup \mathcal{N}$, called the augmentation of $\mathfrak{B}_{t}$. Show that $\mathfrak{B}_{t}^{\#} \supset \mathfrak{B}_{t+}$ and, with notation parallel to (4.51),

$$
\mathfrak{B}_{t-}^{\#}=\mathfrak{B}_{t}^{\#}=\mathfrak{B}_{t+}^{\#} .
$$

Note: The augmentation of $\mathfrak{B}_{t}$ is bigger than the completion of $\mathfrak{B}_{t}$.
5. Let $\widetilde{\mathfrak{F}}_{t}$ be the $\sigma$-algebra of subsets of $\mathfrak{P}_{0}$ generated by sets of the form (4.1) for $s \geq t$, and set $\mathcal{A}_{\infty}=\bigcap_{t>0} \widetilde{\mathcal{F}}_{t}$. Using Blumenthal's 01 law and Exercise 2 of $\S 1$, show that

$$
S \in \mathcal{A}_{\infty} \Longrightarrow W_{0}(S)=0 \text { or } 1 .
$$

If $E \subset \mathbb{R}^{n}$ is a closed set, show that

$$
\left\{\omega \in \mathfrak{P}_{0}: \omega\left(t_{v}\right) \in E \text { for some } t_{v} \nearrow \infty\right\}
$$

is a set in $\mathcal{A}_{\infty}$.

## 5. First exit time and the Poisson integral

At the end of $\S 3$ we produced a formula for $\operatorname{PI} f$, giving the solution $u$ to

$$
\begin{equation*}
\Delta u=0 \text { in } \Omega, \quad u=f \text { on } \partial \Omega, \tag{5.1}
\end{equation*}
$$

at least in case $\Omega$ is a bounded domain in $\mathbb{R}^{n}$ with smooth boundary. Here we produce a formula that is somewhat neater than (3.36) and that is also amenable to extension to general bounded, open $\Omega \subset \mathbb{R}^{n}$, with no smoothness assumed on $\partial \Omega$. In the smooth case, the formula is

$$
\begin{equation*}
\operatorname{PI} f(x)=E_{x}(f(\omega(\vartheta \bar{\Omega}))), \quad x \in \bar{\Omega} \tag{5.2}
\end{equation*}
$$

where $\vartheta_{\bar{\Omega}}(\omega)$ is the first exit time defined by (3.24).
From an intuitive point of view, the formula (5.2) has a very easy and natural justification. To show that the right side of (5.2), which we denote by $u(x)$, is harmonic on $\Omega$, it suffices to verify the mean-value property. Let $x \in \Omega$ be the center of a closed ball $B \subset \Omega$. We claim that $u(x)$ is equal to the mean value of $\left.u\right|_{\partial B}$. Indeed, a continuous path $\omega$ starting from $x$ and reaching $\partial \Omega$ must cross $\partial B$, say at a point $y=\omega\left(\vartheta_{B}\right)$. The future behavior of such paths is independent of their past, so the probability distribution of the first contact point $\omega\left(\vartheta_{\bar{\Omega}}\right)$, when averaged over starting points in $\partial B$, should certainly coincide with the probability distribution of such a first contact point in $\partial \Omega$, for paths starting at $x$ (the distribution of whose first contact point with $\partial B$ must be constant, by symmetry).

The key to converting this into a mathematical argument is to note that the time $\vartheta_{B}(\omega)$ is not constant, so one needs to make use of the strong Markov property as a tool to establish the mean-value property of the function $u(x)$ defined by the right side of (5.2).

Let us first make some comments on the right side $u(x)$ of (5.2). By (3.40) we have

$$
\begin{equation*}
\left|u(x)-\int_{\mathfrak{P}_{\bar{\Omega}, N}} f\left(\omega\left(\vartheta \overline{\Omega_{\Omega}}\right)\right) d W_{x}(\omega)\right| \leq C\|f\|_{L^{\infty}(\partial \Omega)} N^{-1} \tag{5.3}
\end{equation*}
$$

Let us extend $f \in C(\partial \Omega)$ to an element $f \in C_{0}\left(\mathbb{R}^{n}\right)$, without increasing the sup norm. By (3.41), we have

$$
\begin{equation*}
f\left(\omega\left(\vartheta_{\bar{\Omega}}\right)\right)=\lim _{\nu \rightarrow \infty} f\left(\omega\left(\vartheta_{\nu, N}(\omega)\right)\right), \quad \text { for } \omega \in \mathfrak{P}_{\bar{\Omega}, N}, \tag{5.4}
\end{equation*}
$$

where $\vartheta_{v, N}(\omega)=\min \left(N, \inf \left\{s \in 2^{-v} \mathbb{Z}^{+}: \omega(s) \notin \bar{\Omega}\right\}\right)$. Thus, if the integral in (5.3) is denoted by $u_{N}(x)$, then

$$
\begin{equation*}
u_{N}(x)=\lim _{\nu \rightarrow \infty} u_{N \nu}(x)=\lim _{\nu \rightarrow \infty} \int_{\mathfrak{P} \bar{\Omega}, N} f\left(\omega\left(\vartheta_{\nu, N}(\omega)\right)\right) d W_{x}(\omega) \tag{5.5}
\end{equation*}
$$

Here the limit exists pointwise in $x \in \Omega$. Now each $u_{N \nu}$ is continuous on $\Omega$, indeed on $\mathbb{R}^{n}$. Consequently, $u(x)$ given by the right side of (5.2) is at least a bounded, measurable function of $x$.

To continue the analysis, given $x \in \Omega$, we define a probability measure $v_{x, \Omega}$ on $\partial \Omega$ by

$$
\begin{equation*}
E_{x}\left(f\left(\omega\left(\vartheta_{\bar{\Omega}}\right)\right)\right)=\int_{\Omega} f(y) d v_{x, \Omega}(y) \tag{5.6}
\end{equation*}
$$

for $f \in C(\partial \Omega)$.
Lemma 5.1. If $x \in \mathcal{O} \subset \subset \Omega$ and $\mathcal{O}$ and $\Omega$ are open, then

$$
\begin{equation*}
v_{x, \Omega}=\int_{\partial \mathcal{O}} v_{y, \Omega} d v_{x, \mathcal{O}}(y) \tag{5.7}
\end{equation*}
$$

Proof. The identity (5.4) is equivalent to the statement that, for $f \in C(\partial \Omega)$,

$$
\begin{equation*}
E_{x}\left(f\left(\omega\left(\vartheta_{\bar{\Omega}}\right)\right)\right)=\int_{\partial \mathcal{O}} E_{y}\left(f\left(\omega\left(\vartheta_{\bar{\Omega}}\right)\right)\right) d v_{x, \mathcal{O}}(y) \tag{5.8}
\end{equation*}
$$

The right side is equal to

$$
\begin{equation*}
E_{x}\left(g\left(\omega\left(\vartheta_{\overline{\mathcal{O}}}\right)\right)\right), \quad g(y)=E_{y}\left(f\left(\omega\left(\vartheta_{\bar{\Omega}}\right)\right)\right) \tag{5.9}
\end{equation*}
$$

In other words,

$$
\begin{equation*}
g\left(\omega\left(\vartheta_{\overline{\mathcal{O}}}\right)\right)=E_{\omega\left(\vartheta_{\bar{O}}\right)}(\varphi), \quad \varphi(\omega)=f\left(\omega\left(\vartheta_{\bar{\Omega}}(\omega)\right)\right) \tag{5.10}
\end{equation*}
$$

Now we use the strong Markov property, in the form (4.32), namely,

$$
E_{\omega(\tau)}(\varphi)=E_{x}\left(\varphi \circ \sigma_{\tau} \mid \mathfrak{B}_{\tau+}\right),
$$

for $W_{x}$-almost all $\omega$, where $\left(\sigma_{\tau} \omega\right)(t)=\omega(t+\tau)$ and $\tau$ is a stopping time. This implies

$$
\begin{equation*}
\int_{\mathfrak{P}_{0}} E_{\omega(\tau)}(\varphi) d W_{x}(\omega)=\int_{\mathfrak{P}_{0}} E_{x}\left(\varphi \circ \sigma_{\tau} \mid \mathfrak{B}_{\tau+}\right) d W_{x}(\omega)=E_{x}\left(\varphi \circ \sigma_{\tau}\right) \tag{5.11}
\end{equation*}
$$

Applied to $\tau=\vartheta_{\overline{\mathcal{O}}}$, this shows that (5.9) is equal to $E_{x}\left(\varphi \circ \sigma_{\vartheta_{\bar{ত}}}\right)$. Now, with $\widetilde{\omega}(t)=\sigma_{\vartheta_{\bar{O}}} \omega(t)=\omega\left(t+\vartheta_{\overline{\mathcal{O}}}(\omega)\right)$, we have, for $\mathcal{O} \subset \subset \Omega, \vartheta_{\bar{\Omega}}(\widetilde{\omega})=\vartheta_{\bar{\Omega}}(\omega)-$ $\vartheta_{\overline{\mathcal{O}}}(\omega)$, as long as $\omega$ is a continuous path starting in $\mathcal{O}$. Hence

$$
\begin{equation*}
\varphi(\widetilde{\omega})=f\left(\widetilde{\omega}\left(\vartheta_{\bar{\Omega}}(\omega)-\vartheta_{\overline{\mathcal{O}}}(\omega)\right)\right)=f\left(\omega\left(\vartheta_{\bar{\Omega}}(\omega)\right)\right)=\varphi(\omega) . \tag{5.12}
\end{equation*}
$$

Thus (5.9) is equal to $E_{x}(\varphi)$, which is the left side of (5.6), and the lemma is proved.

Consequently, the right side $u(x)$ of (5.2) is a bounded, measurable function of $x$ satisfying the mean-value property. An integration yields that such $u(x)$ is equal to the mean value of $u$ over any ball $\mathcal{D} \subset \Omega$, centered at $x$, from which it follows that $u(x)$ is continuous in $\Omega$. Then the mean-value property guarantees that $u$ is harmonic on $\Omega$. To verify (5.2), it remains to show that $u(x)$ has the correct boundary values.

Lemma 5.2. Assume $\partial \Omega$ is smooth. Given $y \in \partial \Omega$, we have $u(y)=f(y)$, and $u$ is continuous at $y \in \bar{\Omega}$.

Proof. That $u(y)=f(y)$ follows from the fact that $\vartheta_{\bar{\Omega}}(\omega)=0$ for $W_{y}$-almost all $\omega$, according to Proposition 3.7. To show that $u(x) \rightarrow u(y)$ as $x \rightarrow y$ from within $\Omega$, we argue as follows.

By (3.23), for $x \in \Omega, E_{x}\left(\vartheta_{\bar{\Omega}}\right)=-\Delta^{-1} 1(x)$. Hence this quantity approaches 0 as $x \rightarrow y$. Thus, given $\varepsilon_{j}>0$, there exists $\delta>0$ such that

$$
\begin{equation*}
|x-y| \leq \delta \Longrightarrow W_{x}\left(\left\{\omega: \vartheta_{\bar{\Omega}}(\omega)>\varepsilon_{1}\right\}\right)<\varepsilon_{2} . \tag{5.13}
\end{equation*}
$$

Meanwhile, in a short time, $0 \leq s \leq \varepsilon_{1}$, a path $\omega(s)$ is not likely to wander far. In fact, by (3.28) plus a scaling argument,

$$
\begin{align*}
\mathcal{W}_{\varepsilon_{1}}=\{\omega & \left.\in \mathfrak{P}_{0}: \sup _{0 \leq s \leq \varepsilon_{1}}|\omega(s)-\omega(0)| \geq \varepsilon_{1}^{1 / 3}\right\}  \tag{5.14}\\
& \Longrightarrow W_{x}\left(\mathcal{W}_{\varepsilon_{1}}\right) \leq \psi\left(\varepsilon_{1}\right)
\end{align*}
$$

where $\psi(\varepsilon) \rightarrow 0$ as $\varepsilon \rightarrow 0$.
Thus, if $|x-y| \leq \delta$, with probability $>1-\varepsilon_{2}-\psi\left(\varepsilon_{1}\right)$, a path starting at $x$ will, within time $\varepsilon_{1}$, hit $\partial \Omega$, without leaving the ball $B_{\varepsilon_{1}^{1 / 3}}(x)$ of radius $\varepsilon_{1}^{1 / 3}$ centered at $x$. Now, a given $f \in C(\partial \Omega)$ varies only a little over $\{z \in \partial \Omega$ : $\left.|z-y| \leq \varepsilon_{1}^{1 / 3}+\delta\right\}$ if $\varepsilon_{1}$ and $\delta$ are small enough. Therefore, indeed $u(x) \rightarrow u(y)$, as $x \rightarrow y$.

We have completed the demonstration of the following.
Proposition 5.3. If $\Omega$ is a bounded region in $\mathbb{R}^{n}$ with smooth boundary and $f \in$ $C(\partial \Omega)$, then PI $f$ is given by (5.2).

Recall from $\S 5$ of Chap. 5 the construction of

$$
\begin{equation*}
\text { PI : } C(\partial \Omega) \longrightarrow L^{\infty}(\Omega) \cap C^{\infty}(\Omega) \tag{5.15}
\end{equation*}
$$

when $\Omega$ is an arbitrary bounded, open subset of $\mathbb{R}^{n}$, with perhaps a very nasty boundary. As shown there, we can take

$$
\begin{equation*}
\Omega_{1} \subset \subset \Omega_{2} \subset \subset \cdots \subset \subset \Omega_{j} \nearrow \Omega \tag{5.16}
\end{equation*}
$$

such that each boundary $\partial \Omega_{j}$ is smooth, and, if $f$ is extended from $\partial \Omega$ to an element of $C_{o}\left(\mathbb{R}^{n}\right)$, then

$$
\begin{equation*}
x \in \Omega \Longrightarrow \operatorname{PI} f(x)=\lim _{j \rightarrow \infty} u_{j}(x), \tag{5.17}
\end{equation*}
$$

where $u_{j} \in C\left(\bar{\Omega}_{j}\right)$ is the Poisson integral of $\left.f\right|_{\partial \Omega_{j}}$. In (5.17) one has uniform convergence on compact sets $K \subset \Omega$, the right side being defined for $j \geq j_{0}$, where $K \subset \Omega_{j_{0}}$. The details were carried out in Chap. 5 for $f \in C^{\infty}\left(\mathbb{R}^{n}\right)$, but approximation by smooth functions plus use of the maximum principle readily extends this to $f \in C_{o}\left(\mathbb{R}^{n}\right)$.

If we apply Proposition 5.3 to $\Omega_{j}$, we conclude that, for $f \in C_{o}\left(\mathbb{R}^{n}\right), x \in \Omega$,

$$
\begin{equation*}
\operatorname{PI} f(x)=\lim _{j \rightarrow \infty} E_{x}\left(f\left(\omega\left(\vartheta_{\bar{\Omega}_{j}}\right)\right)\right) \tag{5.18}
\end{equation*}
$$

On the other hand, it is straightforward from the definitions that

$$
\begin{equation*}
\vartheta_{\bar{\Omega}_{j}}(\omega) \nearrow \vartheta_{\Omega}(\omega), \text { for all } \omega \in \mathfrak{P}_{0} \tag{5.19}
\end{equation*}
$$

Therefore, via the dominated convergence theorem, we can pass to the limit in (5.18), proving the following.

Proposition 5.4. If $\Omega$ is any bounded, open region in $\mathbb{R}^{n}$ and $f \in C(\partial \Omega)$, then

$$
\begin{equation*}
P I f(x)=E_{x}\left(f\left(\omega\left(\vartheta_{\Omega}\right)\right)\right), \quad x \in \Omega \tag{5.20}
\end{equation*}
$$

We recall from Chap. 5 the notion of a regular boundary point. A point $y \in \partial \Omega$ is regular provided PI $f$ is continuous at $y$, for all $f \in C(\partial \Omega)$. We discussed several criteria for a boundary point to be regular, particularly in Propositions 5.11-5.16 of Chap. 5. Here is another criterion.

Proposition 5.5. If $\Omega \subset \mathbb{R}^{n}$ is a bounded open set, $y \in \partial \Omega$, then $y$ is a regular boundary point if and only if

$$
\begin{equation*}
E_{x}\left(\vartheta_{\Omega}\right) \rightarrow 0, \text { as } x \rightarrow y, x \in \Omega . \tag{5.21}
\end{equation*}
$$

Proof. Recall from (3.20) that $E_{x}\left(\vartheta_{\Omega}\right)=-\Delta^{-1} 1(x)$. Thus (5.21) holds if and only if this function is a weak barrier at $y \in \partial \Omega$, as defined in Chap.5, right after (5.26). Therefore, (5.21) here implies $y$ is a regular point. On the other hand, $\Delta^{-1} 1(x)$ can be written as the sum $x_{1}^{2} / 2+u_{0}(x)$, where $u_{0}=-(1 / 2) \operatorname{PI}\left(\left.x_{1}^{2}\right|_{\partial \Omega}\right)$, so if (5.21) fails, $y$ is not a regular point.

One might both compare and contrast this proof with that of Lemma 5.2. In that case, where $\partial \Omega$ was assumed smooth, the known regularity of each boundary point was exploited to guarantee that $E_{x}(\vartheta \bar{\Omega}) \rightarrow 0$ as $x \rightarrow y \in \partial \Omega$, which then was exploited to show that $u(x) \rightarrow u(y)$ as $x \rightarrow y$.

In the next section, we will derive another criterion for $y$ to be regular, in terms of "capacity."

## Exercises

1. Explore connections between the formulas for PI $f(x)$, for $f \in C(\partial \Omega)$, when $\Omega$ is bounded and $\partial \Omega$ smooth, given by (3.36) and by (5.2), respectively.

## 6. Newtonian capacity

The (Newtonian) capacity of a set is a measure of size that is very important in potential theory and closely related to the probability of a Brownian path hitting that set. In our development here, we restrict attention to the case $n \geq 3$ and define the capacity of a compact set $K \subset \mathbb{R}^{n}$. We first assume that $K$ is the closure of an open set with smooth boundary.

Proposition 6.1. Assume $n \geq 3$. If $K \subset \mathbb{R}^{n}$ is compact with smooth boundary $\partial K$, then there exists a unique function $U_{K}$, harmonic on $\mathbb{R}^{n} \backslash K$, such that $U_{K}(x) \rightarrow 1$ as $x \rightarrow K$ and $U_{K}(x) \rightarrow 0$ as $|x| \rightarrow \infty$.

Proof. We can assume that the origin $0 \in \mathbb{R}^{n}$ is in the interior of $K$. Then the inversion $\psi(x)=x /|x|^{2}$ interchanges 0 and the point at infinity, and the transformation

$$
\begin{equation*}
v(x)=|x|^{-(n-2)} w\left(|x|^{-2} x\right) \tag{6.1}
\end{equation*}
$$

preserves harmonicity. We let $w$ be the unique harmonic function on the bounded domain $\psi\left(\mathbb{R}^{n} \backslash K\right)$, with boundary value $w(x)=|x|^{-(n-2)}$ on $\psi(\partial K)$. Then $v$, defined by (6.1), is the desired solution. The uniqueness is immediate, via the maximum principle.

Note that the construction yields

$$
\begin{equation*}
\left|U_{K}(x)\right| \leq C|x|^{-(n-2)}, \quad\left|\partial_{r} U_{K}(x)\right| \leq C|x|^{-(n-1)}, \quad|x| \rightarrow \infty . \tag{6.2}
\end{equation*}
$$

The $n=3$ case of this result was done in $\S 1$ of Chap. 9 .
Another approach to the proof of Proposition 6.1 would be to represent $U_{K}(x)$ as a single-layer potential, as in (11.44) of Chap.7. This was noted in a remark after the proof of Proposition 11.5 in that chapter.

Now that we have established the existence of such $U_{K}$, Exercises 7-9 of §3 apply, to yield

$$
\begin{equation*}
U_{K}^{t}(x) \nearrow U_{K}(x), \text { as } t \nearrow \infty, \tag{6.3}
\end{equation*}
$$

where, for $x \in \mathcal{O}=\mathbb{R}^{n} \backslash K$,

$$
\begin{align*}
U_{K}^{t}(x) & =1-e^{t \Delta_{O}} 1(x)  \tag{6.4}\\
& =W_{x}\left(\left\{\omega: \vartheta_{\mathcal{O}}(\omega) \leq t\right\}\right)
\end{align*}
$$

Here, $\Delta_{O}$ is the Laplace operator on $\mathcal{O}$, with Dirichlet boundary condition. The last identity follows from (3.27). We can replace the first exit time $\vartheta_{\mathcal{O}}$ by the first hitting time:

$$
\begin{equation*}
\mathfrak{h}_{K}(\omega)=\vartheta_{\mathbb{R}^{n} \backslash K}(\omega) . \tag{6.5}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
U_{K}(x)=W_{x}\left(\left\{\omega: \mathfrak{h}_{K}(\omega)<\infty\right\}\right) ; \tag{6.6}
\end{equation*}
$$

that is, for $x \in \mathcal{O}, U_{K}(x)$ is the probability that a Brownian path $\omega$, starting at $x$, eventually hits $K$.

We set $U_{K}(x)=1$ for $x \in K$. Then (6.6) holds for $x \in K$ also. It follows that $U_{K} \in C_{o}\left(\mathbb{R}^{n}\right)$, and $\Delta U_{K}$ is a distribution supported on $\partial K$. In fact, Green's formula yields, for $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$,

$$
\begin{equation*}
\left(U_{K}, \Delta \varphi\right)=-\int_{\partial K} \varphi(y) \frac{\partial}{\partial v} U_{K}(y) d S(y) \tag{6.7}
\end{equation*}
$$

where $v$ is the unit normal to $\partial K$, pointing into $K$. By Zaremba's principle, $\partial_{\nu} U_{K}(y)>0$, for all $y \in \partial K$, so we see that $\Delta U_{K}=-\mu_{K}$, where $\mu_{K}$ is a positive measure supported on $\partial K$. The total mass of $\mu_{K}$ is called the capacity of $K$ :

$$
\begin{equation*}
\operatorname{cap} K=\int_{K} d \mu_{K}(x) \tag{6.8}
\end{equation*}
$$

Since, with $C_{n}=(n-2) \cdot \operatorname{Area}\left(S^{n-1}\right)$,

$$
\begin{equation*}
U_{K}(x)=-\Delta^{-1} \mu_{K}=C_{n} \int|x-y|^{-(n-2)} d \mu_{K}(y) \tag{6.9}
\end{equation*}
$$

we have

$$
\begin{equation*}
C_{n} \iint \frac{d \mu_{K}(x) d \mu_{K}(y)}{|x-y|^{n-2}}=\int U_{K}(x) d \mu_{K}(x)=\operatorname{cap} K \tag{6.10}
\end{equation*}
$$

the left side being proportional to the potential energy of a collection of charged particles, with density $d \mu_{K}$, interacting by a repulsive force with potential $C_{n} \mid x-$ $\left.y\right|^{-(n-2)}$. The function $U_{K}(x)$ is called the capacitary potential of $K$. Note that we can also use Green's theorem to get

$$
\begin{equation*}
\left\|\nabla U_{K}\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}=\int_{K} U_{K}(x) d \mu_{K}(x)=\operatorname{cap} K \tag{6.11}
\end{equation*}
$$

Note that if $K_{1} \subset K_{2}$ have capacitary potentials $U_{j}, \Delta U_{j}=-\mu_{j}$, then $U_{2}=1$ on $K_{1}$, so

$$
\begin{align*}
\operatorname{cap} K_{1} & =\int U_{2}(x) d \mu_{1}(x)=-\left(U_{2}, \Delta U_{1}\right)  \tag{6.12}\\
& =\int U_{1}(x) d \mu_{2}(x) \leq \operatorname{cap} K_{2}
\end{align*}
$$

since $U_{1}(x) \leq 1$. Thus capacity is a monotone set function.
Before establishing more formulas involving capacity, we extend it to general compact $K \subset \mathbb{R}^{n}$. We can write $K=\bigcap K_{j}$, where $K_{1} \supset \supset K_{2} \supset \supset \cdots \supset \supset$ $K_{j} \searrow K$, each $K_{j}$ being compact with smooth boundary. Clearly, $U_{j}=U_{K_{j}}$ is a decreasing sequence of functions $\leq 1$, and by (6.11), $\nabla U_{j}$ is bounded in $L^{2}\left(\mathbb{R}^{n}\right)$. Furthermore, $\Delta U_{j}=-\mu_{j}$, where $\mu_{j}$ is a positive measure supported on $\partial K_{j}$, of total mass cap $K_{j}$, which is nonincreasing, by (6.12). Consequently, we have a limit:

$$
\begin{equation*}
\lim _{j \rightarrow \infty} U_{j}=U_{K} \tag{6.13}
\end{equation*}
$$

defined a priori pointwise, but also holding in various topologies, such as the weak* topology of $L^{\infty}\left(\mathbb{R}^{n}\right)$. We have $U_{K} \in L^{\infty}\left(\mathbb{R}^{n}\right), 0 \leq U_{K}(x) \leq 1 ; \nabla U_{K} \in$ $L^{2}\left(\mathbb{R}^{n}\right)$, and $\Delta U_{K}=-\mu$, where $\mu$ is a positive measure, supported on $K$. Furthermore, $\mu_{j} \rightarrow \mu$ in the weak* topology, and $U_{K}=-\Delta^{-1} \mu$. Any neighborhood of $K$ contains some $K_{j}$. Thus, if $K_{1}^{\prime} \supset \supset K_{2}^{\prime} \supset \supset \cdots \supset \supset K_{j}^{\prime} \searrow K$ is another choice, one is seen to obtain the same limit $U_{K}$, hence the same measure $\mu$, which we denote as $\mu_{K}$. We set

$$
\begin{equation*}
\operatorname{cap} K=\int d \mu_{K}(x) \tag{6.14}
\end{equation*}
$$

Note that, as in (6.12), cap $K=\int U_{j}(x) d \mu_{K}(x)$, for each $j$. Thus, as before, cap $K=\int U_{K}(x) d \mu_{K}(x)$, this time by the monotone convergence theorem. Consequently,

$$
\begin{equation*}
U_{K}(x)=1 \quad \mu_{K} \text {-almost everywhere. } \tag{6.15}
\end{equation*}
$$

Clearly, cap $K \leq \inf$ cap $K_{j}$. In fact, we claim

$$
\begin{equation*}
\operatorname{cap} K=\inf \operatorname{cap} K_{j} \tag{6.16}
\end{equation*}
$$

This is easy to see; $\mu_{j}$ converges to $\mu_{K}$ pointwise on $C_{o}\left(\mathbb{R}^{n}\right)$; choose $g \in$ $C_{o}\left(\mathbb{R}^{n}\right)$, equal to 1 on $K_{1}$; then

$$
\begin{equation*}
\operatorname{cap} K=\left(g, \mu_{K}\right)=\lim \left(g, \mu_{j}\right)=\lim \operatorname{cap} K_{j} \tag{6.17}
\end{equation*}
$$

proving (6.16). We consequently extend the monotonicity property:

Proposition 6.2. For general compact $K \subset L$, we have cap $K \leq$ cap $L$.
Proof. We can take compact approximants with smooth boundary, $K_{j} \searrow K$, $L_{j} \searrow L$, such that $K_{j} \subset L_{j}$. By (6.12) we have cap $K_{j} \leq$ cap $L_{j}$, and this persists in the limit by (6.16). We also have $U_{K}(x) \leq U_{L}(x)$ for all $x$. Using (6.15), we obtain

$$
\begin{equation*}
\operatorname{cap} K=\int U_{L}(x) d \mu_{K}(x) \tag{6.18}
\end{equation*}
$$

One possibility is that cap $K=0$. This happens if and only if $\mu_{K}=0$, thus if and only if $U_{K}=0$ almost everywhere. If cap $K>0$, we continue to call $U_{K}$ the capacitary potential of $K$.

We record some more ways in which $U_{j} \rightarrow U_{K}$. First, it certainly holds in the weak* topology on $L^{\infty}\left(\mathbb{R}^{n}\right)$. Hence $\nabla U_{j} \rightarrow \nabla U_{K}$ in $\mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)$. By (6.11), $\nabla U_{j}$ is bounded in $L^{2}\left(\mathbb{R}^{n}\right)$; hence $\nabla U_{j} \rightarrow \nabla U_{K}$ weakly in $L^{2}\left(\mathbb{R}^{n}\right)$. Since also $U_{j} \in C_{o}\left(\mathbb{R}^{n}\right)$, we have

$$
\begin{align*}
\left\|\nabla U_{K}\right\|_{L^{2}}^{2} & =\lim _{j \rightarrow \infty}\left(\nabla U_{j}, \nabla U_{K}\right)=\lim _{j \rightarrow \infty}-\left(U_{j}, \Delta U_{K}\right) \\
& =\lim _{j \rightarrow \infty} \int U_{j}(x) d \mu(x)=\operatorname{cap} K, \tag{6.19}
\end{align*}
$$

the last identity holding as in the derivation of (6.15). Thus (6.11) is extended to general compact $K$. Furthermore, this implies

$$
\begin{equation*}
\nabla U_{j} \longrightarrow \nabla U_{K} \quad \text { in } L^{2}\left(\mathbb{R}^{n}\right) \text {-norm. } \tag{6.20}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\mu_{j} \longrightarrow \mu_{K} \quad \text { in } H^{-1}\left(\mathbb{R}^{n}\right) \text {-norm. } \tag{6.21}
\end{equation*}
$$

We now extend the identities (6.3) and (6.6) to general compact $K$, in reverse order.

Proposition 6.3. The identity (6.6) holds for general compact $K \subset \mathbb{R}^{n}$.
Proof. Since (6.6) has been established for the compact $K_{j}$ with smooth boundary, we have

$$
\begin{equation*}
1-U_{j}(x)=W_{x}\left(\mathfrak{A}_{K_{j}}\right), \quad \mathfrak{A}_{K_{j}}=\left\{\omega \in \mathfrak{P}_{0}: \omega\left(\mathbb{R}^{+}\right) \subset \mathbb{R}^{n} \backslash K_{j}\right\} \tag{6.22}
\end{equation*}
$$

Clearly, if $K_{j} \searrow K, \mathfrak{A}_{K_{1}} \subset \mathfrak{A}_{K_{2}} \subset \cdots \subset \mathfrak{A}_{K_{j}} \nearrow \widetilde{\mathfrak{A}}_{K}$, where $\widetilde{\mathfrak{A}}_{K}$ is a proper subset of $\mathfrak{A}_{K}=\left\{\omega \in \mathfrak{P}_{0}: \omega\left(\mathbb{R}^{+}\right) \subset \mathbb{R}^{n} \backslash K\right\}$. However, for $n \geq 3$, Brownian motion is nonrecurrent, as was established in Exercise 10 of $\S 3$. Thus $|\omega(t)| \rightarrow$ $\infty$ as $t \rightarrow \infty$, for $W_{x}$-almost all $\omega$, so in fact $W_{x}\left(\mathfrak{A}_{K} \backslash \widetilde{\mathfrak{A}}_{K}\right)=0$, and hence $1-U_{K}(x)=W_{x}\left(\mathfrak{A}_{K}\right)$, which is equivalent to (6.6).

Proposition 6.4. The identity (6.3) holds for general compact $K \subset \mathbb{R}^{n}$.
Proof. We define $U_{K}^{t}(x)$ to be $1-e^{t \Delta_{O}} 1(x)$, as in (6.4); the second identity in (6.4) continues to hold, by (3.27). Now, clearly, the family of sets $S_{t}=\left\{\omega \in \mathfrak{P}_{0}\right.$ : $\left.\mathfrak{h}_{K}(\omega) \leq t\right\}$ is increasing as $t \nearrow \infty$, with union

$$
\bigcup S_{t}=\left\{\omega \in \mathfrak{P}_{0}: \mathfrak{h}_{K}(\omega)<\infty\right\}
$$

and this gives (6.3).
We next establish the subadditivity of capacity.
Proposition 6.5. If $K$ and $L$ are compact, then

$$
\begin{equation*}
U_{K \cup L}(x) \leq U_{K}(x)+U_{L}(x) \tag{6.23}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{cap}(K \cup L) \leq(\operatorname{cap} K)+(\operatorname{cap} L) . \tag{6.24}
\end{equation*}
$$

Proof. The inequality (6.23) follows directly from (6.6) and the subadditivity of Wiener measure. Now, as in (6.12), we have

$$
\begin{align*}
\int U_{K}(x) d \mu_{K \cup L}(x) & =-\left(U_{K}, \Delta U_{K \cup L}\right) \\
& =\int U_{K \cup L}(x) d \mu_{K}(x)  \tag{6.25}\\
& =\operatorname{cap} K
\end{align*}
$$

the last identity by (6.18), with $L$ replaced by $K \cup L$. Hence

$$
\operatorname{cap} K+\operatorname{cap} L=\int\left[U_{K}(x)+U_{L}(x)\right] d \mu_{K \cup L}(x)
$$

so the estimate (6.23) implies (6.24).
Note that even if $K$ and $L$ are disjoint, typically there is inequality in (6.23), hence in (6.24). In fact, if $K$ and $L$ are disjoint compact sets,

$$
\begin{gather*}
(\operatorname{cap} K)+(\operatorname{cap} L)=\operatorname{cap}(K \cup L)+R, \\
R=\int_{L} U_{K}(x) d \mu_{K \cup L}(x)+\int_{K} U_{L}(x) d \mu_{K \cup L}(x), \tag{6.26}
\end{gather*}
$$

the quantity $R$ being $>0$ unless either cap $K=0$ or cap $L=0$. Unlike measures, the capacity is not an additive set function on disjoint compact sets.

We began this section with the statement that the capacity of $K$ is closely related to the probability of a Brownian path hitting $K$. We have directly tied $U_{K}(x)$ to this probability, via (6.6). We now provide a two-sided estimate on $U_{K}(x)$ in terms of cap $K$.

Proposition 6.6. Let $\delta(x)=\sup \{|x-y|: y \in K\}$, and let $d(x)$ denote the distance of $x \in \mathbb{R}^{n}$ from $K$. Then

$$
\begin{equation*}
\frac{C_{n}}{\delta(x)^{n-2}}(\operatorname{cap} K) \leq U_{K}(x) \leq \frac{C_{n}}{d(x)^{n-2}}(\operatorname{cap} K) \tag{6.27}
\end{equation*}
$$

Proof. The formula $U_{K}(x)=C_{n} \int|x-y|^{-(n-2)} d \mu_{K}(y)$ represents $U_{K}(x)$ as $C_{n}(\operatorname{cap} K)$ times a weighted average of $|x-y|^{-(n-2)}$ over $K$. Now, for $y \in K$, $d(x) \leq|x-y| \leq \delta(x)$, so (6.27) follows.

We want to compare this with the probability that a Brownian path hits $\partial K$ in the interval $[0, t]$. It $t$ is large, we know that $|\omega(t)|$ is probably large, given that $n \geq 3$, and hence $\omega(s)$ probably will not hit $K$ for any $s>t$. Thus we expect this probability (which is equal to $\left.U_{K}^{t}(x)\right)$ to be close to $U_{K}(x)$. We derive a quantitative estimate as follows. Since $1-U_{K}^{t}(x)=e^{t \Delta_{O}} 1(x)$, we have, for $s \geq 0$,

$$
\begin{equation*}
U_{K}^{t+s}(x)-U_{K}^{t}(x)=e^{t \Delta_{O}} 1(x)-e^{(t+s) \Delta_{O}} 1(x)=e^{t \Delta_{O}} U_{K}^{s}(x) \tag{6.28}
\end{equation*}
$$

and taking $s \nearrow \infty$, we get

$$
\begin{equation*}
U_{K}(x)-U_{K}^{t}(x)=e^{t \Delta o} U_{K}(x) \tag{6.29}
\end{equation*}
$$

Hence, if we denote the heat kernel on $\mathcal{O}=\mathbb{R}^{n} \backslash K$ by $p_{\mathcal{O}}(t, x, y)$, and that on $\mathbb{R}^{n}$ by $p(t, x-y)$, as in (1.5),

$$
\begin{align*}
U_{K} & (x)-U_{K}^{t}(x) \\
& =\int p_{\mathcal{O}}(t, x, y) U_{K}(y) d y \leq \int p(t, x-y) U_{K}(y) d y  \tag{6.30}\\
& =C_{n} \iint \frac{p(t, x-y)}{|y-z|^{n-2}} d y d \mu_{K}(z) \leq(\operatorname{cap} K) \sigma_{K}(t, x)
\end{align*}
$$

where

$$
\begin{equation*}
\sigma_{K}(t, x)=C_{n} \sup _{z \in K} \int \frac{p(t, x-y)}{|y-z|^{n-2}} d y=\sup _{z \in K} \int_{t}^{\infty} p(s, x-z) d s \tag{6.31}
\end{equation*}
$$

the last integral being another way of writing $e^{t \Delta}(-\Delta)^{-1} \delta(x-z)$ when $n \geq 3$. An upper bound on $\sigma_{K}(t, x)$ is $\int_{t}^{\infty}(4 \pi s)^{-n / 2} d s$, so we have

$$
\begin{equation*}
0 \leq U_{K}(x)-U_{K}^{t}(x) \leq \frac{2}{n-2}(4 \pi)^{-n / 2} t^{-n / 2+1}(\operatorname{cap} K) \tag{6.32}
\end{equation*}
$$

There is an interesting estimate on the smallest eigenvalue of $-\Delta$ on the complement of a compact set $K$, in terms of cap $K$, which we now describe. Let $Q=\left\{x \in \mathbb{R}^{n}: 0 \leq x_{j} \leq 1\right\}$ be the closed unit cube in $\mathbb{R}^{n}$, and let $K \subset Q$ be compact. We consider the boundary condition on functions on $Q \backslash K$ :

$$
\begin{equation*}
u=0 \text { on } \partial K, \quad \frac{\partial u}{\partial v}=0 \text { on } \partial Q \backslash \partial K \tag{6.33}
\end{equation*}
$$

To define this precisely, let $H^{1}(Q, K)$ denote the closure in $H^{1}(Q)$ of the set of functions in $C^{\infty}(Q)$ vanishing on a neighborhood of $K$. Then the quadratic form $(d u, d v)_{L^{2}}$ restricted to $H^{1}(Q, K) \times H^{1}(Q, K)$ defines an unbounded, selfadjoint operator $L$, which we denote $-\Delta_{Q, K}$, with $\mathcal{D}\left(L^{1 / 2}\right)=H^{1}(Q, K) \subset$ $H^{1}(Q)$. Hence $-\Delta_{Q, K}$ has compact resolvent and thus a discrete spectrum. Let $\lambda_{0}(K)$ be its smallest eigenvalue.

Proposition 6.7. The smallest eigenvalue $\lambda_{0}(K)$ of $-\Delta$ on $Q \backslash K$, with boundary condition (6.33), satisfies the estimate

$$
\begin{equation*}
\lambda_{0}(K) \geq \gamma_{n} \operatorname{cap} K \tag{6.34}
\end{equation*}
$$

for some $\gamma_{n}>0$.
Proof. Let $p_{Q, K}(t, x, y)$ denote the heat kernel of $\Delta_{Q, K}$. With $\mathcal{O}=\mathbb{R}^{n} \backslash K$, let $p_{\mathcal{O}}(t, x, y)$ denote the heat kernel of $\Delta$ on $\mathcal{O}$, with Dirichlet boundary condition, as in (6.30). We claim that

$$
\begin{equation*}
\int_{Q} p_{Q, K}(t, x, y) d y \leq \int_{\mathbb{R}^{n}} p_{\mathcal{O}}(t, x, y) d y, \quad x \in Q \tag{6.35}
\end{equation*}
$$

To see this, define $\widetilde{K}$ by the method of images, so in each unit cube with integer vertices we have a reflected image of $K$, and, with $\widetilde{\mathcal{O}}=\mathbb{R}^{n} \backslash \widetilde{K}$,

$$
\begin{equation*}
p_{Q, K}(t, x, y)=\sum_{j} p_{\widetilde{\mathcal{O}}}\left(t, x, R_{j} y\right), \quad x, y \in Q \tag{6.36}
\end{equation*}
$$

where the transformations $R_{j}$ are appropriate reflections. Then (6.35) follows from the obvious pointwise estimate $p_{\widetilde{\mathcal{O}}}(t, x, y) \leq p_{\mathcal{O}}(t, x, y)$. Now, if we set

$$
\begin{equation*}
M(t)=\sup _{x \in Q} \int_{\mathbb{R}^{n}} p_{\mathcal{O}}(t, x, y) d y \tag{6.37}
\end{equation*}
$$

it follows that

$$
\begin{equation*}
\sup _{x} \int_{Q} p_{Q, K}(t, x, y) d y \leq M(t), \quad \sup _{y} \int_{Q} p_{Q, K}(t, x, y) d x \leq M(t) \tag{6.38}
\end{equation*}
$$

the latter by symmetry. It is well known that the operator norm of $e^{t \Delta_{Q, K}}$ is bounded by the quantities (6.38). (See Proposition 5.1 in Appendix A.) Thus

$$
\begin{equation*}
\left\|e^{t \Delta_{Q, K}}\right\| \leq M(t) \tag{6.39}
\end{equation*}
$$

To relate this to capacity, note that

$$
\begin{equation*}
M(t)=\sup _{x \in Q}\left(1-U_{K}^{t}(x)\right) . \tag{6.40}
\end{equation*}
$$

Now, applying the first estimate of (6.27), in concert with the estimate (6.32), we have

$$
\begin{equation*}
M(t) \leq 1-C_{n} n^{-n / 2+1}(\operatorname{cap} K)+\frac{2}{n-2}(4 \pi)^{-n / 2} t^{-n / 2+1}(\operatorname{cap} K) . \tag{6.41}
\end{equation*}
$$

In particular, there exists a finite $T=T_{n}$ and $\kappa>0$ such that

$$
\begin{equation*}
M(T) \leq 1-\kappa(\operatorname{cap} K) \leq e^{-\kappa \operatorname{cap} K} . \tag{6.42}
\end{equation*}
$$

Since this is an upper bound on $\left\|e^{T \Delta Q, K}\right\|$, we have $\lambda_{0}(K) \geq(\kappa / T)$ cap $K$, proving (6.34).

As an application of this, we establish the following result of Molchanov on a class of Dirichlet problems with compact resolvent.

Proposition 6.8. Let $\Omega$ be an unbounded, open subset of $\mathbb{R}^{n}$, with complement $S$. Suppose that there exists $\psi(a) \nearrow \infty$ as $a \searrow 0$, such that, for each $a \in(0,1]$, if $\mathbb{R}^{n}$ is tiled by cubes $Q_{\text {aj }}$ of edge $a$, we have

$$
\begin{equation*}
\operatorname{cap}\left(Q_{a j} \cap S\right) \geq \psi(a) a^{2(n-2)}, \tag{6.43}
\end{equation*}
$$

for all but finitely many $j$. Then the Laplace operator $\Delta$ on $\Omega$, with Dirichlet boundary condition, has compact resolvent.

Proof. By scaling $Q_{a j}$ to a unit cube, we see that if (6.43) holds, then $-\Delta$ on $Q_{a j} \backslash S$, with Dirichlet boundary condition on $\partial S$, Neumann on $\partial Q_{a j} \backslash S$, has smallest eigenvalue $\geq \gamma_{n}\left(\operatorname{cap} Q_{a j} \cap S\right) a^{-2(n-2)}$, which, by hypothesis (6.43) is $\geq \gamma_{n} \psi(a)$ for all but finitely many $j$. The variational characterization of the spectrum implies that the spectral subspace of $L^{2}(\Omega)$ on which $-\Delta$ has spectrum in $\left[0, \gamma_{n} \psi(a)\right]$ is finite-dimensional, for each $a>0$, and this implies that $\Delta$ has compact resolvent.

In our continued study of which boundary points of a region $\Omega$ are regular, it will be useful to have the following variant of Proposition 6.6. Here, $B_{r}$ is the ball of radius $r$ centered at the origin in $\mathbb{R}^{n}$; see Fig. 6.1.


Figure 6.1 The Set $K$

Proposition 6.9. Let $K$ be a compact subset of the ball $B_{1}$. Let $V_{K}(x)$ denote the probability that a Brownian path, starting at $x \in \mathbb{R}^{n}$, hits $K$ before hitting the shell $\partial B_{4}=\{x:|x|=4\}$. Then there is a constant $\widetilde{\gamma}_{n}>0$ such that

$$
\begin{equation*}
x \in B_{1} \Longrightarrow V_{K}(x) \geq \widetilde{\gamma}_{n}(\operatorname{cap} K) \tag{6.44}
\end{equation*}
$$

Proof. Note that, by (5.20), $V_{K}$ is also defined by

$$
\begin{equation*}
\Delta V_{K}=0 \text { on } B_{4} \backslash K, \quad V_{K}=1 \text { on } K, \quad V_{K}=0 \text { on } \partial B_{4} . \tag{6.45}
\end{equation*}
$$

We will compare $V_{K}(x)$ with $U_{K}(x)$. By (6.27), we have

$$
\begin{equation*}
x \in B_{1} \Longrightarrow U_{K}(x) \geq 2^{-(n-2)} C_{n}(\operatorname{cap} K) \tag{6.46}
\end{equation*}
$$

and

$$
\begin{equation*}
x \in \partial B_{4} \Longrightarrow U_{K}(x) \leq 3^{-(n-2)} C_{n}(\operatorname{cap} K) \tag{6.47}
\end{equation*}
$$

By (6.47) and the maximum principle, we have, for $x \in B_{4} \backslash K$,

$$
\begin{equation*}
V_{K}(x) \geq \frac{U_{K}(x)-q(K)}{1-q(K)}, \quad q(K)=3^{-(n-2)} C_{n}(\operatorname{cap} K) \tag{6.48}
\end{equation*}
$$

Now $C_{n}(\operatorname{cap} K) \leq C_{n}\left(\operatorname{cap} B_{1}\right)=1$ (compare with Exercise 1 at the end of this section), so using (6.46) we readily obtain (6.44), with

$$
\begin{equation*}
\widetilde{\gamma}_{n}=\left(1-3^{-(n-2)}\right)^{-1}\left(2^{-(n-2)}-3^{-(n-2)}\right) C_{n} \tag{6.49}
\end{equation*}
$$

In particular, $\widetilde{\gamma}_{3}=C_{3} / 4=\pi$.


Figure 6.2 Setup for the Wiener Test

Of course, since $V_{K}(x) \leq U_{K}(x)$, we also have

$$
\begin{equation*}
x \in B_{4}, \operatorname{dist}(x, K) \geq \rho \Longrightarrow V_{K}(x) \leq C_{n} \rho^{-(n-2)}(\operatorname{cap} K) . \tag{6.50}
\end{equation*}
$$

This upper bound is valid for $K \subset B_{4}$; we don't need $K \subset B_{1}$.
Now suppose $y \in K$ is the center of concentric balls $B_{j}$, of radius $2^{-j} r$, where $r>0$ is fixed, $0 \leq j \leq v$. See Fig. 6.2. Pick $x \in B_{v}$. We want to estimate the probability that a Brownian path starting at $x$ will exit $B_{0}$ before hitting $K$. Let's call the probability $p_{\text {miss }}(x, K)$. Using Proposition 6.9 and scaling, we see that, given $x \in B_{j}$, the probability that it hits $\partial B_{j-2}$ before hitting $K \cap B_{j}$ is $\leq 1-\widetilde{\gamma}_{n} r_{j}^{-(n-2)} \cdot \operatorname{cap}\left(K \cap B_{j}\right)$, where $r_{j}=2^{-j} r$. Using the independence of this event and of the event that, given $x \in \partial B_{j-2}$, the path will hit $\partial B_{j-4}$ before hitting $K \cap B_{j-2}$, which follows from the strong Markov property, we have an upper bound

$$
\begin{equation*}
p_{\text {miss }}(x, K) \leq \prod_{j \in \mathcal{S}_{v}}\left(1-\widetilde{\gamma}_{n} r^{-(n-2)} 2^{(n-2) j} \cdot \operatorname{cap}\left(K \cap B_{j}\right)\right), \tag{6.51}
\end{equation*}
$$

where $\mathcal{S}_{v}=\{j: 0 \leq j \leq v, j=v \bmod 2\}$. A similar argument dominates $p_{\text {miss }}(x, K)$ by a product over $\{1, \ldots v\} \backslash \mathcal{S}_{v}$, so

$$
\begin{equation*}
p_{\text {miss }}(x, K)^{2} \leq \prod_{j=0}^{\nu}\left(1-\widetilde{\gamma}_{n} r^{-(n-2)} 2^{(n-2) j} \cdot \operatorname{cap}\left(K \cap B_{j}\right)\right) . \tag{6.52}
\end{equation*}
$$

Note that, as $v \rightarrow \infty$, the right side of (6.52) tends to zero, precisely when the sum

$$
\begin{equation*}
\sum_{j=0}^{\infty} 2^{(n-2) j} \cdot \operatorname{cap}\left(K \cap B_{j}\right) \tag{6.53}
\end{equation*}
$$

is infinite. We are now ready to state the Wiener criterion for regular points.

Proposition 6.10. Let $\Omega$ be a bounded, open set in $\mathbb{R}^{n}$, and let $y \in \partial \Omega$. If $\Omega$ is inside a ball $\widetilde{B}$, set $K=\widetilde{B} \backslash \Omega$. Then $y$ is a regular point for $\Omega$ if and only if the infinite series (6.53) is divergent, where $B_{j}=\left\{x \in \mathbb{R}^{n}:|x-y| \leq 2^{-j}\right\}$.

Proof. First suppose (6.53) is divergent. Fix $f \in C(\partial \Omega)$, and look at

$$
\begin{equation*}
u(x)=\operatorname{PI} f(x)=E_{x}\left(f\left(\omega\left(\mathfrak{h}_{K}\right)\right)\right) \tag{6.54}
\end{equation*}
$$

Given $\varepsilon>0$, fix $r>0$ so that $f$ varies by less than $\varepsilon$ on $\{z \in \partial \Omega:|z-y| \leq r\}$. By (6.52), if $\delta>0$ is small enough and $|x-y| \leq \delta$, then the probability that a Brownian path $\omega(t)$, starting at $x$, crosses $\partial B_{0}=\{z:|z-y|=r\}$ before hitting $K$ is $<\varepsilon$. Consequently,

$$
\begin{equation*}
|x-y| \leq \delta \Longrightarrow\left|E_{x}\left(f\left(\omega\left(\mathfrak{h}_{K}\right)\right)\right)-f(y)\right| \leq \varepsilon+\varepsilon \cdot \sup |f| . \tag{6.55}
\end{equation*}
$$

This shows that PI $f(x) \rightarrow f(y)$ as $x \rightarrow y$, for any $f \in C(\partial \Omega)$, so $y$ is regular.
For the converse, if (6.53) converges, we claim there is a $J<\infty$ such that there exist points in $\Omega \cap B_{J}$, arbitrarily close to $y$, which are starting points of Brownian paths whose probability of hitting $K$ before exiting $B_{J}$ is $\leq 1 / 2$.

Consider the shells $A_{j}=\left\{x: 2^{-j-1} \leq|x-y| \leq 2^{-j}\right\} ; B_{j}=\bigcup_{\ell \geq j} A_{\ell}$. We will estimate the probability that a point picked at random in $A_{\ell}$ is the starting point of a Brownian path that hits $K$ before exiting $B_{J}$, where $\ell$ is chosen $>J$. Since we are assuming $n \geq 3$, by the analysis behind nonrecurrence in Exercises $7-10$ of $\S 3$, the probability that a path starting in $A_{\ell}$ ever hits $B_{\ell+3}$ is $\leq 1 / 4$. Thus if we alter $K$ to $K_{\ell}=K \backslash B_{\ell+3}$, the probability that a Brownian path starting in $A_{\ell}$ hits $K_{\ell}$ before $\partial B_{J}$ is not decreased by more than $1 / 4$. We aim to show that this new probability is $\leq 1 / 4$ if $J$ is chosen large enough.

Now there is no further decrease in probability that the path hits $K_{\ell}$ before $\partial B_{J}$ if we instead have it start at a random point in $B_{\ell+5}$, since almost all such paths will pass into $A_{\ell}$, in a uniformly distributed fashion through its inner boundary. So we deal with the modified problem of estimating the probability $\widetilde{p}$ that a Brownian path, starting at a random point in $B_{\ell+5}$, hits $K_{\ell}=K \backslash B_{\ell+3}$ before exiting $B_{J}$.

We partition the set $\{j: J \leq j \leq \ell+3\}$ into two sets, where $j$ is even or odd; call these subsets $\mathcal{J}_{0}$ and $\mathcal{J}_{1}$, respectively. Then form

$$
\begin{equation*}
\mathcal{A}_{0}=\bigcup_{j \in \mathcal{J}_{0}} A_{j}, \quad \mathcal{A}_{1}=\bigcup_{j \in \mathcal{J}_{1}} A_{j} \tag{6.56}
\end{equation*}
$$

We estimate the probability $p_{\mu}$ that a path starting in $B_{\ell+5}$ hits $K_{\ell} \cap \mathcal{A}_{\mu}$ before hitting $\partial B_{J}$. We have

$$
\begin{equation*}
p_{\mu}(x) \leq \sum_{j \in \mathcal{J}_{\mu}} p_{\mu j} \tag{6.57}
\end{equation*}
$$

where $p_{\mu j}$ is the probability that, given $|x-y|=(3 / 4) \cdot 2^{-j-1}$ (i.e., $x$ is on a shell $S_{j+1}$ halfway between the two boundary components of $A_{j+1}$ ), then a path starting at $x$ hits $K \cap A_{j}$ before hitting $S_{j-1}$. By (6.50) and a dilation argument, we have an estimate of the form

$$
\begin{equation*}
p_{\mu j} \leq \gamma_{n}^{\prime} 2^{(n-2) j} \operatorname{cap}\left(K \cap A_{j}\right) \tag{6.58}
\end{equation*}
$$

Thus the probability $\widetilde{p}$ that we want to estimate satisfies

$$
\begin{equation*}
\widetilde{p} \leq \gamma_{n}^{\prime} \sum_{j=J}^{\ell+3} 2^{(n-2) j} \operatorname{cap}\left(K \cap A_{j}\right) \tag{6.59}
\end{equation*}
$$

Of course, $\operatorname{cap}\left(K \cap A_{j}\right) \leq \operatorname{cap}\left(K \cap B_{j}\right)$, so if (6.53) is assumed to converge, we can pick $J$ sufficiently large that the right side of (6.59) is guaranteed to be $\leq 1 / 4$.

From here it is easy to pick $f \in C(\partial \Omega)$ such that $f(y)=1$ but (6.54) does not converge to 1 as $x \rightarrow y$. This completes the proof of Proposition 6.10 and also shows that the hypothesis of convergence or divergence of (6.53) can be replaced by such a hypothesis on

$$
\begin{equation*}
\sum_{j=0}^{\infty} 2^{(n-2) j} \cdot \operatorname{cap}\left(K \cap A_{j}\right) \tag{6.60}
\end{equation*}
$$

We can extend capacity to arbitrary sets $S \subset \mathbb{R}^{n}$. The inner capacity cap ${ }^{-}(S)$ is defined by

$$
\begin{equation*}
\operatorname{cap}^{-}(S)=\sup \{\operatorname{cap} K: K \operatorname{compact}, K \subset S\} \tag{6.61}
\end{equation*}
$$

Clearly, $\operatorname{cap}^{-}(K)=$ cap $K$ for compact $K$. If $U \subset \mathbb{R}^{n}$ is open, we also set cap $U=\operatorname{cap}^{-}(U)$. Now the outer capacity cap ${ }^{+}(S)$ is defined by

$$
\begin{equation*}
\operatorname{cap}^{+}(S)=\inf \{\operatorname{cap} U: U \text { open, } S \subset U\} \tag{6.62}
\end{equation*}
$$

It is easy to see that $\mathrm{cap}^{+}(S) \geq \operatorname{cap}^{-}(S)$ for all $S$. If cap ${ }^{+}(S)=\operatorname{cap}^{-}(S)$, then $S$ is said to be capacitable, and the common quantity is denoted cap $S$. The analysis leading to (6.16) shows that every compact set is capacitable; also, by definition, every open set is capacitable. G. Choquet proved that every Borel set is capacitable; in fact, his capacitability theorem extends to a more general class of sets, known as Souslin sets. We refer to [Mey] for a detailed presentation of this result.

The outer capacity can be shown to satisfy the property that, for any increasing sequence of sets $S_{j} \subset \mathbb{R}^{n}$,

$$
S_{j} \nearrow S \Longrightarrow \operatorname{cap}^{+}\left(S_{j}\right) \nearrow \operatorname{cap}^{+}(S)
$$

We establish a useful special case of this.

Proposition 6.11. If $U_{j}$ and $U$ are open and $U_{j} \nearrow U$, then

$$
\operatorname{cap} U_{j} \nearrow \operatorname{cap} U
$$

Proof. Given $\varepsilon>0$, pick a compact $K \subset U$ such that cap $K \geq$ cap $U-\varepsilon$. Then $K \subset U_{j}$ for large $j$, so cap $U_{j} \geq$ cap $U-\varepsilon$ for large $j$.

We next present a result, due to M. Brelot, to the effect that the set of irregular boundary points of a given bounded, open set is rather small.

Proposition 6.12. If $\Omega \subset \mathbb{R}^{n}$ is open and bounded, the set I of irregular boundary points in $\partial \Omega$ has inner capacity zero.

Proof. The claim is that if $K \subset I$ is compact, then cap $K=0$. By subadditivity, it suffices to show the following: Given $y \in \partial \Omega$, there is a neighborhood $B$ of $y$ in $\mathbb{R}^{n}$ such that any compact $K \subset I \cap B$ has capacity zero.

We prove the result in the case that $\Omega$ is connected. Let $L=\bar{B} \backslash \Omega$, and consider the capacitary potential $U_{L}(x)$. In this case, $\mathbb{R}^{n} \backslash L$ is connected. The function $1-U_{L}(x)$ is a weak barrier at any $z \in L \cap \partial \Omega$ with the property that $U_{L}(x) \rightarrow 1$ as $x \rightarrow z, x \in \mathbb{R}^{n} \backslash L$. Thus it suffices to show that the set $J=\{z \in$ $\left.L: U_{L}(z)<1\right\}$ has inner capacity zero.

Let $K \subset J$ be compact. We know that $U_{K}(x) \leq U_{L}(x)$ for all $x \in \mathbb{R}^{n}$. Thus $U_{K}(x)<1$ on $K$. Now, by (6.15), $U_{K}(x)=1$ for $\mu_{K}$-almost all $x$, so we conclude that $\mu_{K}=0$, hence cap $K=0$. This completes the proof when $\Omega$ is connected.

The general case can be done as follows. If $\Omega$ is not connected, it has at most countably many connected components. One can connect the various components via little tubes whose total (inner) capacity can be arranged, via Proposition 6.11, to be arbitrarily small, say $<\varepsilon$. Then the set of irregular points is decreased by a set of inner capacity $<\varepsilon$. The reader is invited to supply the details.

As noted in Proposition 5.5, the set of irregular points of $\partial \Omega$ can be characterized as the set of points of discontinuity of a function $E$, defined on $\bar{\Omega}$ to be $-\Delta^{-1} 1(x)$ for $x \in \Omega$ and to be 0 on $\partial \Omega$. Such a set of points of discontinuity is a Borel subset of $\Omega$, in fact an $\mathcal{F}_{\sigma \delta}$-set. Thus the capacitability theorem applies: If $\Omega \subset \mathbb{R}^{n}$ is a bounded open set, the set of irregular points of $\partial \Omega$ has capacity zero. This sharpening of Proposition 6.12 was first established by H. Cartan.

As we stated at the beginning of this section, we have been working under the assumption that $n \geq 3$. Two phenomena that we have exploited fail when $n=2$. One is that $\Delta$ has a fundamental solution $\leq 0$ on all of $\mathbb{R}^{n}$. The other is that Brownian motion is nonrecurrent. (Of course, these two phenomena are related.) There is a theory of logarithmic capacity of planar sets. One way to approach things is to consider capacities only of subsets of some fixed disk, of large radius $R$, and use the Laplace operator on this disk, with the Dirichlet boundary condition. Then one looks at Brownian paths only up to the first exit time from
this disk. The results of this section extend. In particular, the Wiener criterion for $n=2$ is the convergence or divergence of

$$
\begin{equation*}
\sum_{j=1}^{\infty} j \cdot \operatorname{cap}\left(K \cap A_{j}\right) \tag{6.63}
\end{equation*}
$$

## Exercises

1. If $K \subset \mathbb{R}^{n}$ is compact, show that

$$
\lim _{|x| \rightarrow \infty}|x|^{n-2} U_{K}(x)=C_{n} \text { cap } K
$$

If $K=B_{a}$ is a ball of radius $a$, show that cap $B_{a}=a^{n-2} / C_{n}$.
Show generally that if $a>0$ and $K_{a}=\{a x: x \in K\}$, then cap $K_{a}=a^{n-2}$ cap $K$.
2. Show that cap $K=$ cap $\partial K$. Show that the identity cap $\partial B_{a}=a^{n-2} / C_{n}$ follows from (6.27), with $x$ the center of $B_{a}$.
3. Let $C_{a r}$ be the union of two balls of radius $a$, with centers separated by a distance $r$. Show that

$$
\operatorname{cap} C_{a r} \nearrow 2 \operatorname{cap} B_{a}, \text { as } r \rightarrow \infty .
$$

Estimate the rate of convergence.
4. The task here is to estimate the capacity of a cylinder in $\mathbb{R}^{n}$, of height $b$ and radius $a$. Suppose $\mathcal{C}(a, b)=\left\{x \in \mathbb{R}^{n}: 0 \leq x_{n} \leq b, x_{1}^{2}+\cdots+x_{n-1}^{2} \leq a^{2}\right\}$. Show that there are positive constants $\alpha_{n}$ and $\beta_{n}$ such that

$$
\begin{aligned}
& \operatorname{cap} \mathcal{C}(a, 1) \sim \alpha_{n} a^{n-3}, \quad a \rightarrow 0, n \geq 4 \\
& \operatorname{cap} \mathcal{C}(a, 1) \sim \beta_{n} a^{n-2}, \quad a \rightarrow \infty, n \geq 3
\end{aligned}
$$

Derive an appropriate result for $n=3, a \rightarrow 0$.
5. Let $v$ be a positive measure supported on a compact set $K \subset \mathbb{R}^{n}$, such that

$$
U_{\nu}(x)=-\Delta^{-1} v(x)=C_{n} \int \frac{d \nu(x)}{|x-y|^{n-2}} \leq 1 .
$$

Show that $U_{v}(x) \leq U_{K}(x)$ for all $x \in \mathbb{R}^{n}$. Taking the limit as $|x| \rightarrow \infty$, deduce from the asymptotic behavior of $U_{\nu}(x)$ and $U_{K}(x)$ (as in Exercise 1) that $\int d v(x) \leq$ cap $K$.
6. Show that, for compact $K \subset \mathbb{R}^{n}$,

$$
\begin{equation*}
\operatorname{cap} K=\inf \left\{\int|\nabla f(x)|^{2} d x: f \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right), f=1 \text { on nbd of } K\right\} . \tag{6.64}
\end{equation*}
$$

(Hint: Show that a minimizing sequence $f_{j}$ approaches $U_{K}$.)
Show that the condition $f=1$ on a neighborhood of $K$ can be replaced by $f \geq 1$ on $K$. Show that if $f \in C_{0}^{1}\left(\mathbb{R}^{n}\right), \lambda>0$,

$$
\begin{equation*}
\operatorname{cap}\left(\left\{x \in \mathbb{R}^{n}:|f(x)| \geq \lambda\right\}\right) \leq \lambda^{-2}\|\nabla f\|_{L^{2}}^{2} \tag{6.65}
\end{equation*}
$$

7. Show that, for compact $K \subset \mathbb{R}^{n}$,

$$
\begin{equation*}
\frac{1}{\operatorname{cap} K}=\inf \left\{C_{n} \iint \frac{d \lambda(x) d \lambda(y)}{|x-y|^{n-2}}: \lambda \in \mathcal{P}_{K}^{+}\right\}, \tag{6.66}
\end{equation*}
$$

where $\mathcal{P}_{K}^{+}$denotes the space of probability measures supported on $K$.
(Hint: Consider the sesquilinear form

$$
\gamma(\mu, \lambda)=C_{n} \iint|x-y|^{-n+2} d \mu(x) d \bar{\lambda}(y)=-\left(\Delta^{-1} \mu, \lambda\right)
$$

as a (positive-definite) inner product on the Hilbert space $H_{K}^{-1}\left(\mathbb{R}^{n}\right)=\{u \in$ $\left.H^{-1}\left(\mathbb{R}^{n}\right): \operatorname{supp} u \subset K\right\}$. Thus

$$
|\gamma(\mu, \lambda)| \leq \gamma(\mu, \mu)^{1 / 2} \gamma(\lambda, \lambda)^{1 / 2}
$$

Take $\mu=(\operatorname{cap} K)^{-1} \mu_{K} \in \mathcal{P}_{K}^{+}$, where $\mu_{K}$ is the measure in (6.8)-(6.10). Show that (at least, when $\partial K$ is smooth),

$$
\lambda \in \mathcal{P}_{K}^{+} \cap H_{K}^{-1}\left(\mathbb{R}^{n}\right) \Longrightarrow \gamma(\mu, \lambda)=\frac{1}{\operatorname{cap} K} \int U_{K}(y) d \lambda(y)=\frac{1}{\operatorname{cap} K},
$$

and conclude that $\gamma(\lambda, \lambda) \geq 1 /(\operatorname{cap} K)$. Then use some limiting arguments.)
8. If $K \subset \mathbb{R}^{3}$ is compact, relate cap $K$ to the zero frequency limit of the scattering amplitude, defined in Chap. $9, \S 1$.
9. Try to establish directly the equivalence between the regularity criteria given by Propositions 5.5 and 6.10.
10. In Chap. 5, $\S 5$, a compact set $K \subset \mathbb{R}^{n}$ was called "negligible" provided there is no nonzero $u \in H^{-1}\left(\mathbb{R}^{n}\right)$ supported on $K$. Show that if $K$ is negligible, then cap $K=0$. Try to prove the converse.
11. Sharpen the subadditivity result (6.24) to

$$
\operatorname{cap}(K \cup L)+\operatorname{cap}(K \cap L) \leq(\operatorname{cap} K)+(\operatorname{cap} L),
$$

for compact sets $K$ and $L$. This property is called "strong subadditivity."
(Hint: By (6.6), $U_{K}(x)=W_{x}\left(S_{K}\right)$, where $S_{K}=\left\{\omega: \mathfrak{h}_{K}(\omega)<\infty\right\}$. Show that $S_{K \cup L}=S_{K} \cup S_{L}$ and $S_{K \cap L}=S_{K} \cap S_{L}$, and deduce that

$$
U_{K \cup L}(x)+U_{K \cap L}(x) \leq U_{K}(x)+U_{L}(x)
$$

Extending the reasoning used in the proof of Proposition 6.5, deduce that

$$
\begin{aligned}
\operatorname{cap} K+\operatorname{cap} L & =\int\left[U_{K}(x)+U_{L}(x)\right] d \mu_{K \cup L}(x) \\
& \geq \int\left[U_{K \cup L}(x)+U_{K \cap L}(x)\right] d \mu_{K \cup L}(x) \\
& =\operatorname{cap}(K \cup L)+\operatorname{cap}(K \cap L) .)
\end{aligned}
$$

## 7. Stochastic integrals

We will motivate the introduction of the stochastic integral by modifying the Feynman-Kac formula, to produce a formula for the solution operator $e^{t(\Delta+X)}$ to

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\Delta u+X u, \quad u(0)=f ; \quad X u=\sum X_{j}(x) \frac{\partial u}{\partial x_{j}} \tag{7.1}
\end{equation*}
$$

As in (2.2), we use the Trotter product formula to write

$$
\begin{equation*}
e^{t(\Delta+X)} f=\lim _{k \rightarrow \infty}\left(e^{(t / k) X} e^{(t / k) \Delta}\right)^{k} f \tag{7.2}
\end{equation*}
$$

If we assume that each coefficient $X_{j}$ of the vector field $X$ is bounded and uniformly Lipschitz, then Proposition A. 2 applies to (7.2), given $f \in L^{p}\left(\mathbb{R}^{n}\right), 1 \leq$ $p<\infty$, or $f \in C_{o}\left(\mathbb{R}^{n}\right)$, in view of Proposition 9.13 in Appendix A. Now, for any $k,\left(e^{(t / k) X} e^{(t / k) \Delta}\right)^{k} f$ can be expressed as a $k$-fold integral:

$$
\begin{align*}
& \left(e^{(t / k) X} e^{(t / k) \Delta}\right)^{k} f(x) \\
& \quad=\int \cdots \int f\left(x_{k}\right) p\left(\frac{t}{k}, x_{k}-x_{k-1}-\frac{t}{k} \xi_{k-1}\right)  \tag{7.3}\\
& \quad \cdots p\left(\frac{t}{k}, x_{2}-x_{1}-\frac{t}{k} \xi_{1}\right) p\left(\frac{t}{k}, x_{1}-x-\frac{t}{k} \xi_{0}\right) d x_{1} \cdots d x_{k}
\end{align*}
$$

where (with $\left.x_{0}=x\right)$

$$
\begin{equation*}
\xi_{j}=X\left(x_{j}\right)+r_{j}, \quad r_{j}=O\left(k^{-1}\right) \tag{7.4}
\end{equation*}
$$

Now we can write

$$
\begin{equation*}
p\left(\frac{t}{k}, x_{j+1}-x_{j}-\frac{t}{k} \xi_{j}\right)=p\left(\frac{t}{k}, x_{j+1}-x_{j}\right) e^{\xi_{j} \cdot\left(x_{j+1}-x_{j}\right) / 2-(t / k)\left|\xi_{j}\right|^{2} / 4} \tag{7.5}
\end{equation*}
$$

Consequently, parallel to (2.4),

$$
\begin{equation*}
\left(e^{(t / k) X} e^{(t / k) \Delta}\right)^{k} f(x)=E_{x}\left(\varphi_{k}\right) \tag{7.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\varphi_{k}(\omega)=f(\omega(t)) e^{A_{k}(\omega)-B_{k}(\omega)} \tag{7.7}
\end{equation*}
$$

with

$$
\begin{gather*}
A_{k}(\omega)=\frac{1}{2} \sum_{j=0}^{k-1}\left[X\left(\omega\left(\frac{j}{k} t\right)\right)+r_{j}\right] \cdot\left[\omega\left(\frac{j+1}{k} t\right)-\omega\left(\frac{j}{k} t\right)\right]  \tag{7.8}\\
B_{k}(\omega)=\frac{1}{4} \frac{t}{k} \sum_{j=0}^{k-1}\left[X\left(\omega\left(\frac{j}{k} t\right)\right)+r_{j}\right]^{2} .
\end{gather*}
$$

Thus we expect to establish a formula of the form

$$
\begin{equation*}
e^{t(\Delta+X)} f(x)=E_{x}\left(f(\omega(t)) e^{A(t, \omega)-B(t, \omega)}\right) \tag{7.9}
\end{equation*}
$$

where

$$
\begin{equation*}
B(t, \omega)=\frac{1}{4} \int_{0}^{t} X(\omega(s))^{2} d s \tag{7.10}
\end{equation*}
$$

and

$$
\begin{equation*}
A(t, \omega)=\frac{1}{2} \lim _{k \rightarrow \infty} \sum_{j=0}^{k-1} X\left(\omega\left(\frac{j}{k} t\right)\right) \cdot\left[\omega\left(\frac{j+1}{k} t\right)-\omega\left(\frac{j}{k} t\right)\right] \tag{7.11}
\end{equation*}
$$

In (7.10), $X(\omega)^{2}$ denotes $\sum X_{j}(\omega)^{2}$. If the coefficients $X_{j}$ are real-valued, this is equal to $|X(\omega)|^{2}$.

Certainly $B_{k}(\omega) \rightarrow B(t, \omega)$ nicely for all $\omega \in \mathfrak{P}_{0}$. The limit we now need to investigate is (7.11), which we would like to write as

$$
\begin{equation*}
A(t, \omega)=\frac{1}{2} \int_{0}^{t} X(\omega(s)) \cdot d \omega(s) \tag{7.12}
\end{equation*}
$$

However, $\omega(s)$ has unbounded variation for $W_{x}$-almost all $\omega$, so there remains some analysis to be done on this object, which is a prime example of a stochastic integral.

We aim to make sense out of stochastic integrals of the form

$$
\begin{equation*}
\int_{0}^{t} g(s, \omega(s)) \cdot d \omega(s) \tag{7.13}
\end{equation*}
$$

beginning with

$$
\begin{equation*}
\int_{0}^{t} g(s) \cdot d \omega(s)=\lim _{k \rightarrow \infty} \sum_{j=0}^{k-1} g\left(\frac{j}{k} t\right) \cdot\left[\omega\left(\frac{j+1}{k} t\right)-\omega\left(\frac{j}{k} t\right)\right] \tag{7.14}
\end{equation*}
$$

This is readily seen to be well defined in $L^{2}\left(\mathfrak{P}_{0}, d W_{x}\right)$, in view of the fact that the terms $\theta_{j}(\omega)=\omega((j+1) t / k)-\omega(j t / k)$ satisfy

$$
\begin{equation*}
\left\|\theta_{j}\right\|_{L^{2}\left(\mathfrak{P}_{0}, d W_{x}\right)}^{2}=2 \frac{t}{k}, \quad\left(\theta_{j}, \theta_{\ell}\right)_{L^{2}\left(\mathfrak{P}_{0}, d W_{x}\right)}=0, \text { for } j \neq \ell \tag{7.15}
\end{equation*}
$$

the first by (1.38). Thus

$$
\begin{equation*}
\left\|\sum_{j=0}^{k-1} g\left(\frac{j}{k} t\right)\left[\omega\left(\frac{j+1}{k} t\right)-\omega\left(\frac{j}{k} t\right)\right]\right\|_{L^{2}\left(\mathfrak{P}_{0}, d W_{x}\right)}^{2}=2 \sum_{j=0}^{k-1} \frac{t}{k}\left|g\left(\frac{j}{k} t\right)\right|^{2} . \tag{7.16}
\end{equation*}
$$

For continuous $g$, this is a Riemann sum approximating $\int_{0}^{t}|g(s)|^{2} d s$, as $k \rightarrow \infty$. Thus we obtain the following:

Proposition 7.1. Given $g \in C([0, t])$, the right side of (7.14) converges in $L^{2}\left(\mathfrak{P}_{0}, d W_{x}\right)$. The resulting correspondence

$$
g \mapsto \int_{0}^{t} g(s) d \omega(s)
$$

extends uniquely to $\sqrt{2}$ times an isometry of $L^{2}([0, t], d t)$ into $L^{2}\left(\mathfrak{P}_{0}, d W_{x}\right)$.
We next consider

$$
\begin{equation*}
S_{k}(\omega)=\sum_{j=0}^{k-1} g\left(t_{j}, \omega\left(t_{j}\right)\right) \cdot\left[\omega\left(t_{j+1}\right)-\omega\left(t_{j}\right)\right]=\sum_{j=0}^{k-1} g_{j}(\omega) \cdot \theta_{j}(\omega) \tag{7.17}
\end{equation*}
$$

where $\theta_{j}(\omega)=\omega\left(t_{j+1}\right)-\omega\left(t_{j}\right), t_{j}=(j / k) t$. Following [Si], Chap. 5, we compute

$$
\begin{equation*}
\left\|S_{k}\right\|_{L^{2}\left(\mathfrak{P}_{0}, d W_{x}\right)}^{2}=\sum_{j, \ell} E_{x}\left(g_{j}(\omega) \theta_{j}(\omega) g_{\ell}(\omega) \theta_{\ell}(\omega)\right) \tag{7.18}
\end{equation*}
$$

If $\ell>j, \theta_{\ell}(\omega)=\omega\left(t_{\ell+1}\right)-\omega\left(t_{\ell}\right)$ is independent of the other factors in parentheses on the right side of (7.18), so the expectation of the product is equal to $E_{x}\left(g_{j} \theta_{j} g_{\ell}\right) E_{x}\left(\theta_{\ell}\right)=0$ since $E_{x}\left(\theta_{\ell}\right)=0$. Similarly the terms in the sum in (7.18) vanish when $\ell<j$, so

$$
\begin{align*}
\left\|S_{k}\right\|_{L^{2}\left(\mathfrak{P}_{0}, d W_{x}\right)}^{2} & =\sum_{j} E_{x}\left(\left|g_{j}(\omega)\right|^{2}\right) E_{x}\left(\left|\theta_{j}\right|^{2}\right) \\
& =2 \sum_{j} E_{x}\left(\left|g\left(t_{j}, \omega\left(t_{j}\right)\right)\right|^{2}\right)\left(t_{j+1}-t_{j}\right) . \tag{7.19}
\end{align*}
$$

If $g$ and $\omega$ are continuous, this is a Riemann sum approximating the integral $2 \int_{0}^{t} E_{x}\left(|g(s, \omega(s))|^{2}\right) d s$, and we readily obtain the following result.

Proposition 7.2. Given $g \in B C\left([0, t] \times \mathbb{R}^{n}\right)$, the expression (7.17) converges as $k \rightarrow \infty$, in $L^{2}\left(\mathfrak{P}_{0}, d W_{x}\right)$, to a limit we denote by (7.13). Furthermore, the map

$$
g \mapsto \int_{0}^{t} g(s, \omega(s)) \cdot d \omega(s)
$$

is $\sqrt{2}$ times an isometry into $L^{2}\left(\mathfrak{P}_{0}, d W_{x}\right)$, when $g$ has the square norm

$$
\begin{equation*}
Q_{x}(g)=\int_{0}^{t} E_{x}\left(|g(s, \omega(s))|^{2}\right) d s \tag{7.20}
\end{equation*}
$$

Note that $Q_{x}(g)=\int_{0}^{t} \int_{\mathbb{R}^{n}}|g(s, y)|^{2} p(s, x-y) d y d s$. In case $g=g(\omega(s))$, we have $Q_{x}(g)$ given as the square of a weighted $L^{2}$-norm:

$$
\begin{equation*}
Q_{x}(g)=\int_{\mathbb{R}^{n}}|g(y)|^{2} r_{t}(x-y) d y=R_{t}(D)|g|^{2}(x) \tag{7.21}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{t}(D)=\Delta^{-1}\left(e^{t \Delta}-I\right), \quad r_{t}(x)=R_{t}(D) \delta(x) \tag{7.22}
\end{equation*}
$$

We see that $R_{t}(D) \in O P S^{-2}\left(\mathbb{R}^{n}\right)$. The convolution kernel $r_{t}(x)$ is smooth on $\mathbb{R}^{n} \backslash 0$ and rapidly decreasing as $|x| \rightarrow \infty$. More precisely, one easily verifies that

$$
\begin{equation*}
r_{t}(x) \leq C(n, t)|x|^{-2} e^{-|x|^{2} / 4 t}, \text { for }|x| \geq \frac{1}{2} \tag{7.23}
\end{equation*}
$$

and

$$
\begin{equation*}
r_{t}(x) \leq C(n, t)|x|^{2-n}, \text { for }|x| \leq \frac{1}{2}, \quad n \geq 3 \tag{7.24}
\end{equation*}
$$

with $|x|^{2-n}$ replaced by $\log 1 /|x|$ for $n=2$ and by 1 for $n=1$. Of course, $r_{t}(x)>0$ for all $t>0, x \in \mathbb{R}^{n} \backslash 0$.

In particular, the integral in (7.21) is absolutely convergent and $Q_{x}(g)$ is a continuous function of $x$ provided

$$
\begin{equation*}
g \in L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{n}\right), \text { for some } p>n, \text { and } g \in L^{2}\left(\mathbb{R}^{n},\langle x\rangle^{-2} e^{-|x|^{2} / 4 t} d x\right) \tag{7.25}
\end{equation*}
$$

Proposition 7.2 is adequate to treat the case where the coefficients $X_{j}$ are in $B C\left(\mathbb{R}^{n}\right)$ and purely imaginary. Since $A_{k}(\omega) \rightarrow A(t, \omega)$ in $L^{2}\left(\mathfrak{P}_{0}, d W_{x}\right)$,

$$
\begin{equation*}
e^{A_{k}(\omega)} \longrightarrow e^{A(t, \omega)} \text { in measure } \tag{7.26}
\end{equation*}
$$

and boundedly, since the terms in (7.26) all have absolute value 1 . Then convergence of (7.6) follows from the dominated convergence theorem. In such a case, $X(\omega)^{2}$ in (7.10) is equal to $-|X(\omega)|^{2}$. We have the following.

Proposition 7.3. If $X=i Y$ is a vector field on $\mathbb{R}^{n}$ with coefficients that are bounded, continuous, and purely imaginary, then

$$
\begin{equation*}
e^{t(\Delta+i Y)} f(x)=E_{x}\left(f(\omega(t)) e^{(i / 2) \int_{0}^{t} Y(\omega(s)) \cdot d \omega(s)+(1 / 4) \int_{0}^{t}|Y(\omega(s))|^{2} d s}\right) \tag{7.27}
\end{equation*}
$$

One final ingredient is required to prove Proposition 7.3, since in this case $e^{t X}$ is not a semigroup of bounded operators, so we cannot apply Proposition A.2. However, we can apply Proposition A.3, with

$$
S(t) f(x)=\int f(y) p(t, y-x-t X(x)) d y
$$

If $X=i Y$ is purely imaginary, then, parallel to (7.5), we have

$$
p(t, y-x-i t Y(x))=p(t, y-x) e^{i Y(x) \cdot(y-x) / 2+t|Y(x)|^{2} / 4} .
$$

If $V$ is bounded and continuous, a simple modification of the analysis above, combining techniques of $\S 2$, yields

$$
\begin{equation*}
e^{t(\Delta+X-V)} f(x)=E_{x}\left(f(\omega(t)) e^{A(t, \omega) / 2-B(t, \omega) / 4-\int_{0}^{t} V(\omega(s)) d s}\right) \tag{7.28}
\end{equation*}
$$

when $X$ is purely imaginary. For another interpretation of this, consider

$$
\begin{align*}
H & =\sum_{j}\left(-i \frac{\partial}{\partial x_{j}}-A_{j}(x)\right)^{2}+V \\
& =-\sum_{j}\left(\frac{\partial^{2}}{\partial x_{j}^{2}}-2 i A_{j} \frac{\partial}{\partial x_{j}}-i \frac{\partial A_{j}}{\partial x_{j}}-A_{j}^{2}\right)+V . \tag{7.29}
\end{align*}
$$

Assume each $A_{j}$ is real-valued, and $A_{j}, \partial A_{j} / \partial x_{j} \in B C\left(\mathbb{R}^{n}\right)$. Then

$$
\begin{align*}
e^{-t H} f(x)= & E_{x}\left(f(\omega(t)) e^{S(t, \omega)}\right) \\
S(t, \omega)= & i \int_{0}^{t} A(\omega(s)) \cdot d \omega(s)  \tag{7.30}\\
& -i \int_{0}^{t}(\operatorname{div} A)(\omega(s)) d s-\int_{0}^{t} V(\omega(s)) d s .
\end{align*}
$$

Compare with the derivation in [Si], Chap. 5.
If the coefficients of $X$ are not assumed to be purely imaginary, we need some more estimates. More generally, we will derive further estimates on the approximants $S_{k}(\omega)$ to $\int_{0}^{t} g(s, \omega(s)) \cdot d \omega(s)$, defined by (7.17).

Lemma 7.4. If $g$ is bounded and continuous, then

$$
\begin{equation*}
E_{x}\left(e^{S_{k}}\right) \leq e^{t \gamma^{2}}, \quad \gamma=\|g\|_{L^{\infty}} \tag{7.31}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{x}\left(e^{\lambda\left|S_{k}\right|}\right) \leq 2 e^{t \lambda^{2} \gamma^{2}} . \tag{7.32}
\end{equation*}
$$

Proof. The left side of (7.31) is

$$
\begin{align*}
E_{x}\left(e^{g_{0} \theta_{0}} \cdots e^{g_{k-1} \theta_{k-1}}\right) & =\sum_{\nu=0}^{\infty} \frac{1}{\nu!} E_{x}\left(e^{g_{0} \theta_{0}} \cdots e^{g_{k-2} \theta_{k-2}} g_{k-1}^{v} \theta_{k-1}^{v}\right) \\
& \leq \sum_{\nu=0}^{\infty} \frac{\gamma^{\nu}}{\nu!} E_{x}\left(e^{g_{0} \theta_{0}} \cdots e^{g_{k-2} \theta_{k-2}}\right) E_{x}\left(\theta_{k-1}^{v}\right)  \tag{7.33}\\
& =E_{x}\left(e^{g_{0} \theta_{0}} \cdots e^{g_{k-2} \theta_{k-2}}\right) E_{x}\left(e^{\gamma \theta_{k-1}}\right)
\end{align*}
$$

by independence arguments such as used in the analysis of (7.18). Note that the sums over $v$ above have terms that vanish for odd $\nu$. Now $E_{x}\left(e^{\gamma \theta_{j}}\right)=$ $e^{\left(t_{j+1}-t_{j}\right) \gamma^{2}}$. An inductive argument leads to (7.31), and (7.32) follows from this plus $e^{|u|} \leq e^{u}+e^{-u}$.

We next estimate the $L^{2}\left(\mathfrak{P}_{0}, d W_{x}\right)$-norm of $S_{2 k}-S_{k}$. Another calculation, parallel to (7.18)-(7.19), yields

$$
\begin{align*}
& \left\|S_{2 k}-S_{k}\right\|_{L^{2}\left(\mathfrak{P}_{0}, d W_{x}\right)}^{2} \\
& =\sum_{j} E_{x}\left(\left|g\left(t_{j+1 / 2}, \omega\left(t_{j+1 / 2}\right)\right)-g\left(t_{j}, \omega\left(t_{j}\right)\right)\right|^{2}\right)\left(t_{j+1}-t_{j+1 / 2}\right) \tag{7.34}
\end{align*}
$$

where $t_{j}=j t / k$ as in (7.17), and $t_{j+1 / 2}=(j+1 / 2) t / k$. If we assume a Lipschitz condition on $g$, we obtain the following estimate.

Lemma 7.5. Assume that

$$
\begin{equation*}
|g(t, x)-g(s, y)|^{2} \leq C_{0}|t-s|^{2}+C_{1}|x-y|^{2} \tag{7.35}
\end{equation*}
$$

Then

$$
\begin{equation*}
\left\|S_{2 k}-S_{k}\right\|_{L^{2}\left(\mathfrak{P}_{0}, d W_{x}\right)}^{2} \leq C_{0} \frac{t^{2}}{k^{2}}+2 C_{1} \frac{t}{k} \tag{7.36}
\end{equation*}
$$

Proof. This follows from (7.34) plus $E_{x}\left(|\omega(t)-\omega(s)|^{2}\right)=2|t-s|$.
We can now make an estimate directly relevant to the limiting behavior of (7.7).

Lemma 7.6. Given the bound $\|g\|_{L^{\infty}} \leq \gamma$, we have

$$
\begin{equation*}
\left\|e^{S_{2 k}}-e^{S_{k}}\right\|_{L^{1}\left(\mathfrak{P}_{0}, d W_{x}\right)} \leq \sqrt{2}\left\|S_{2 k}-S_{k}\right\|_{L^{2}\left(\mathfrak{P}_{0}, d W_{x}\right)} e^{32 t \gamma^{2}} \tag{7.37}
\end{equation*}
$$

Proof. Using $e^{u}-e^{v}=(u-v) \Phi(u, v)$, with $|\Phi(u, v)| \leq e^{2|u|+2|v|}$, we have

$$
\begin{equation*}
\left\|e^{S_{2 k}}-e^{S_{k}}\right\|_{L^{1}\left(\mathfrak{P}_{0}\right)} \leq\left\|S_{2 k}-S_{k}\right\|_{L^{2}\left(\mathfrak{P}_{0}\right)} \cdot\left\|e^{4\left|S_{2 k}\right|+4\left|S_{k}\right|}\right\|_{L^{1}\left(\mathfrak{P}_{0}\right)}^{1 / 2} \tag{7.38}
\end{equation*}
$$

and the estimate (7.32), plus $2 e^{u+v} \leq e^{2 u}+e^{2 v}$, then yields (7.37).
With these estimates, we can pass to the limit in (7.6)-(7.7), obtaining the following result.

Proposition 7.7. If $X$ is a real vector field on $\mathbb{R}^{n}$ whose coefficients are bounded and uniformly Lipschitz, and if $f \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$, then

$$
\begin{equation*}
e^{t(\Delta+X)} f(x)=E_{x}\left(f(\omega(t)) e^{(1 / 2) \int_{0}^{t} X(\omega(s)) \cdot d \omega(s)-(1 / 4) \int_{0}^{t}|X(\omega(s))|^{2} d s}\right) \tag{7.39}
\end{equation*}
$$

Now that the identity (7.39) is established for $X$ and $f$ such as described above, one can use limiting arguments to extend the identity to more general cases. Such extensions are left to the reader.

We now evaluate the stochastic integral $\int_{0}^{t} \omega(s) d \omega(s)$ in the case of onedimensional Brownian motion. One might anticipate that it should be $\omega(t)^{2} / 2-$ $\omega(0)^{2} / 2$. However, guesses based on what should happen if $\omega$ had bounded variation can be misleading, and the truth is a little stranger. Let us begin with

$$
\begin{align*}
\omega(t)^{2}-\omega(0)^{2} & =\sum_{j=0}^{k-1}\left[\omega\left(t_{j+1}\right)^{2}-\omega\left(t_{j}\right)^{2}\right]  \tag{7.40}\\
& =\sum_{j}\left[\omega\left(t_{j+1}\right)+\omega\left(t_{j}\right)\right] \cdot\left[\omega\left(t_{j+1}\right)-\omega\left(t_{j}\right)\right]
\end{align*}
$$

where $t_{j}=(j / k) t$, as in (7.17). We also use $\theta_{j}(\omega)=\omega\left(t_{j+1}\right)-\omega\left(t_{j}\right)$ below. Recalling that $\int_{0}^{t} \omega(s) d \omega(s)$ is the limit of $\sum \omega\left(t_{j}\right)\left[\omega\left(t_{j+1}\right)-\omega\left(t_{j}\right)\right]$, we write (7.40) as

$$
\begin{equation*}
\omega(t)^{2}-\omega(0)^{2}=2 \sum_{j=0}^{k-1} \omega\left(t_{j}\right) \theta_{j}(\omega)+\sum_{j=0}^{k-1} \theta_{j}(\omega)^{2} \tag{7.41}
\end{equation*}
$$

The next result is the key to the computation.
Lemma 7.8. Given $t>0$,

$$
\begin{equation*}
\Theta_{k}(\omega)=\sum_{j=0}^{k-1}\left[\omega\left(\frac{j+1}{k} t\right)-\omega\left(\frac{j}{k} t\right)\right]^{2} \longrightarrow 2 t \text { in } L^{2}\left(\mathfrak{P}_{0}, d W_{x}\right) \tag{7.42}
\end{equation*}
$$

as $k \rightarrow \infty$.

Proof. We have

$$
\begin{align*}
E_{x}\left(\left|\Theta_{k}-2 t\right|^{2}\right) & =E_{x}\left(\left|\sum_{j}\left[\theta_{j}(\omega)^{2}-2 \frac{t}{k}\right]\right|^{2}\right) \\
& =\sum_{j} E_{x}\left(\left[\theta_{j}(\omega)^{2}-2 \frac{t}{k}\right]^{2}\right) \tag{7.43}
\end{align*}
$$

the last identity by independence of the different $\theta_{j}$. Now we know that $E_{x}\left(\theta_{j}^{2}\right)=$ $2 t / k$; furthermore, generally $E_{x}\left(\left[F-E_{x}(F)\right]^{2}\right) \leq E_{x}\left(F^{2}\right)$, so it follows that

$$
\begin{equation*}
E_{x}\left(\left|\Theta_{k}-t\right|^{2}\right) \leq \sum_{j} E_{x}\left(\theta_{j}^{4}\right)=12 \frac{t^{2}}{k} \tag{7.44}
\end{equation*}
$$

This proves the lemma.
Thus, as $k \rightarrow \infty$, the right side of (7.41) converges in $L^{2}\left(\mathfrak{P}_{0}, d W_{x}\right)$ to $\int_{0}^{t} \omega(s) d \omega(s)+t$. This gives the identity

$$
\begin{equation*}
\int_{0}^{t} \omega(s) d \omega(s)=\frac{1}{2}\left[\omega(t)^{2}-\omega(0)^{2}-2 t\right] \tag{7.45}
\end{equation*}
$$

for $W_{x}$-almost all $\omega$.
More generally, for sufficiently smooth $f$, we can write

$$
\begin{equation*}
f(\omega(t))-f(\omega(0))=\sum_{j=0}^{k-1}\left[f\left(\omega\left(t_{j+1}\right)\right)-f\left(\omega\left(t_{j}\right)\right)\right] \tag{7.46}
\end{equation*}
$$

and use the expansion

$$
\begin{align*}
& f\left(\omega\left(t_{j+1}\right)\right)-f\left(\omega\left(t_{j}\right)\right) \\
& \quad=\theta_{j}(\omega) f^{\prime}\left(\omega\left(t_{j}\right)\right)+\frac{1}{2} \theta_{j}(\omega)^{2} f^{\prime \prime}\left(\omega\left(t_{j}\right)\right)+O\left(\left|\theta_{j}(\omega)\right|^{3}\right) \tag{7.47}
\end{align*}
$$

to generalize (7.45) to Ito's fundamental identity:

$$
\begin{equation*}
f(\omega(t))-f(\omega(0))=\int_{0}^{t} f^{\prime}(\omega(s)) d \omega(s)+\int_{0}^{t} f^{\prime \prime}(\omega(s)) d s \tag{7.48}
\end{equation*}
$$

for one-dimensional Brownian motion. For $n$-dimensional Brownian motion and functions of the form $f=f(t, x)$, this generalizes to

$$
\begin{align*}
f(t, \omega(t)) & -f(0, \omega(0)) \\
= & \int_{0}^{t}\left(\nabla_{x} f\right)(s, \omega(s)) \cdot d \omega(s)  \tag{7.49}\\
& +\int_{0}^{t}(\Delta f)(s, \omega(s)) d s+\int_{0}^{t} f_{t}(s, \omega(s)) d s
\end{align*}
$$

Another way of writing this is

$$
\begin{equation*}
d f(t, \omega(t))=\left(\nabla_{x} f\right) \cdot d \omega+(\Delta f) d t+f_{t} d t \tag{7.50}
\end{equation*}
$$

We remind the reader that our choice of $e^{t \Delta}$ rather than $e^{t \Delta / 2}$ to define the transition probabilities for Brownian paths leads to formulas that sometimes look different from those arising from the latter convention, which for example would replace $(\Delta f) d t$ by $(1 / 2)(\Delta f) d t$ in (7.50).

Note in particular that

$$
d\left(e^{\lambda \omega(t)-\lambda^{2} t}\right)=\lambda e^{\lambda \omega(t)-\lambda^{2} t} d \omega(t)
$$

in other words, we have a solution to the "stochastic differential equation":

$$
\begin{equation*}
d \mathfrak{X}=\lambda \mathfrak{X} d \omega(t), \quad \mathfrak{X}(t)=e^{\lambda \omega(t)-\lambda^{2} t}, \tag{7.51}
\end{equation*}
$$

for $W_{0}$-almost all $\omega$. Recall from (4.16) that this is the martingale $\mathfrak{z} t(\omega)$.
We now discuss a dynamical theory of Brownian motion due to Langevin, whose purpose was to elucidate Einstein's work on the motion of a Brownian particle. Langevin produced the following equation for the velocity of a small particle suspended in a liquid, undergoing the sort of random motion investigated by R. Brown:

$$
\begin{equation*}
\frac{d v}{d t}=-\beta v+\omega^{\prime}(t), \quad v(0)=v_{0} \tag{7.52}
\end{equation*}
$$

Here, the term $-\beta v$ represents the frictional force, tending to slow down the particle as it moves through the fluid. The term $\omega^{\prime}(t)$, which contributes to the force, is due to "white noise," a random force whose statistical properties identify it with the time derivative of $\omega$, which is defined, not classically, but through Propositions 7.1 and 7.2. Thus we rewrite (7.52) as the stochastic differential equation

$$
\begin{equation*}
d v=-\beta v d t+d \omega, \quad v(0)=v_{0} \tag{7.53}
\end{equation*}
$$

As in the case of ODE, we have $d\left(e^{\beta t} v\right)=e^{\beta t}(d v+\beta v d t)$, so (7.50) yields $d\left(e^{\beta t} v\right)=e^{\beta t} d \omega$, which integrates to

$$
\begin{align*}
v(t) & =v_{0} e^{-\beta t}+\int_{0}^{t} e^{-\beta(t-s)} d \omega(s) \\
& =v_{0} e^{-\beta t}+\omega(t)-\beta \int_{0}^{t} e^{-\beta(t-s)} \omega(s) d s \tag{7.54}
\end{align*}
$$

The actual path of such a particle is given by

$$
\begin{equation*}
x(t)=x_{0}+\int_{0}^{t} v(s) d s \tag{7.55}
\end{equation*}
$$

In the case $x_{0}=0, v_{0}=0$, we have

$$
\begin{align*}
x(t) & =\int_{0}^{t} \int_{0}^{s} e^{-\beta(s-r)} d \omega(r) d s  \tag{7.56}\\
& =\frac{1}{\beta} \int_{0}^{t}\left[1-e^{-\beta(t-s)}\right] d \omega(s) .
\end{align*}
$$

Via the identity in (7.54), we have

$$
\begin{equation*}
x(t)=\int_{0}^{t} e^{-\beta(t-s)} \omega(s) d s \tag{7.57}
\end{equation*}
$$

Of course, the path $x(t)$ taken by such a particle is not the same as the "Brownian path" $\omega(t)$ we have been studying, but it is approximated by $\omega(t)$ in the following sense. It is observed experimentally that the frictional force component in (7.52) acts to slow down a particle in a very short time ( $\sim 10^{-8} \mathrm{sec}$.). In other words, the dimensional quantity $\beta$ in (7.52) is, in terms of units humans use to measure standard macroscopic quantities, "large." Now (7.57) implies

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty} \beta x_{\beta}(t)=\omega(t) \tag{7.58}
\end{equation*}
$$

where $x_{\beta}(t)$ denotes the path (7.57).
There has been further work on the dynamics of Brownian motion, particularly by L. Ornstein and G. Uhlenbeck [UO]. See [Nel3] for more on this, and references to other work.

## Exercises

1. If $g \in C^{1}([0, t])$, show that the integral of Proposition 7.1 is given by

$$
\int_{0}^{t} g(s) d \omega(s)=g(t) \omega(t)-g(0) \omega(0)-\int_{0}^{t} g^{\prime}(s) \omega(s) d s
$$

Show that this yields the second identity in (7.54) and the implication (7.56) $\Rightarrow$ (7.57).
2. With $\theta_{j}$ as in (7.15), show that

$$
E_{x}\left(\sum_{j=0}^{k-1}\left|\theta_{j}(\omega)\right|^{3}\right) \rightarrow 0, \text { as } k \rightarrow \infty .
$$

(Hint: Use $2\left|\theta_{j}\right|^{3} \leq \varepsilon\left|\theta_{j}\right|^{2}+\varepsilon^{-1}\left|\theta_{j}\right|^{4}$ and (7.44).)
3. Making use of Exercise 2, give a detailed proof of Ito's formula (7.48). Assume $f \in$ $C^{2}(\mathbb{R})$ and

$$
\left|D^{\alpha} f(x)\right| \leq C_{\varepsilon} e^{\varepsilon|x|^{2}}, \quad \forall \varepsilon>0, \quad|\alpha| \leq 2
$$

More generally, establish (7.49).
Warning: The estimate of the remainder term in (7.47) is valid only when $\mid \omega\left(t_{j+1}-\right.$ $\omega\left(t_{j}\right) \mid$ is bounded (say $\leq K$ ). But the probability that $\left|\omega\left(t_{j+1}\right)-\omega\left(t_{j}\right)\right|$ is $\geq K$ is very small.
4. Show that (7.42) implies that $W_{x}$-almost all paths $\omega$ have locally unbounded variation, on any interval $[s, t] \subset[0, \infty)$.
5. If $\psi(t, \omega)=\int_{0}^{t} g(s, \omega(s)) \cdot d \omega(s)$ is a stochastic integral given by Proposition 7.2, show that

$$
E_{x}(\psi(t, \cdot))=0
$$

Show that $\psi(t, \cdot)$ is a martingale, that is, $E_{x}\left(\psi(t, \cdot) \mid \mathfrak{B}_{s}\right)=\psi(s, \cdot)$, for $s \leq t$. Compare Exercise 2 of $\S 8$.

## 8. Stochastic integrals, II

In $\S 7$ we considered stochastic integrals of the form

$$
\begin{equation*}
h(t, \omega)=\int_{0}^{t} g(s, \omega(s)) \cdot d \omega(s) \tag{8.1}
\end{equation*}
$$

where $g$ is defined on $[0, \infty) \times \mathbb{R}^{n}$. This is a special case of integrals of the form

$$
\begin{equation*}
\psi(t, \omega)=\int_{0}^{t} \varphi(s, \omega) \cdot d \omega(s) \tag{8.2}
\end{equation*}
$$

where $\varphi$ is defined on $[0, \infty) \times \mathfrak{P}_{0}$. There are important examples of such $\varphi$ which are not of the form $\varphi(s, \omega)=g(s, \omega(s))$, such as the function $h$ in (8.1), typically. It is important to be able to handle more general integrals of the form (8.2), for a certain class of functions $\varphi$ on $[0, \infty) \times \mathfrak{P}_{0}$ called "adapted," which will be defined below.

To define (8.2), we extend the analysis in (7.17)-(7.19). Thus we consider

$$
\begin{equation*}
S_{k}(t, \omega)=\sum_{j=0}^{k-1} \varphi\left(t_{j}, \omega\right) \cdot\left[\omega\left(t_{j+1}\right)-\omega\left(t_{j}\right)\right]=\sum_{j=0}^{k-1} \varphi_{j}(\omega) \cdot \theta_{j}(\omega) \tag{8.3}
\end{equation*}
$$

where, as before, $\theta_{j}(\omega)=\omega\left(t_{j+1}\right)-\omega\left(t_{j}\right), t_{j}=(j / k) t$. As in (7.18), we want to compute

$$
\begin{equation*}
\left\|S_{k}(t, \cdot)\right\|_{L^{2}\left(\mathfrak{P}_{0}, d W_{x}\right)}^{2}=\sum_{j, \ell} E_{x}\left(\varphi_{j} \theta_{j} \varphi_{\ell} \theta_{\ell}\right) \tag{8.4}
\end{equation*}
$$

Following the analysis of (7.18), we want $\theta_{\ell}$ to be independent of the other factors in the parentheses on the right side of (8.4) when $\ell>j$. Thus we demand of $\varphi$ that

$$
\begin{equation*}
\varphi(s, \cdot) \text { is independent of } \omega(t+h)-\omega(t), \quad \forall t \geq s, \quad h>0 . \tag{8.5}
\end{equation*}
$$

Granted this, we see that the terms in the sum in (8.4) vanish when $j \neq \ell$, and

$$
\begin{align*}
\left\|S_{k}(t, \cdot)\right\|_{L^{2}\left(\mathfrak{P}_{0}, d W_{x}\right)}^{2} & =\sum_{j} E_{x}\left(\left|\varphi_{j}\right|^{2}\right) E_{x}\left(\left|\theta_{j}\right|^{2}\right)  \tag{8.6}\\
& =2 \sum_{j} E_{x}\left(\left|\varphi\left(t_{j}, \cdot\right)\right|^{2}\right)\left(t_{j+1}-t_{j}\right)
\end{align*}
$$

If $\varphi \in C\left(\mathbb{R}^{+}, L^{2}\left(\mathfrak{P}_{0}, d W_{x}\right)\right)$, this is a Riemann sum approximating

$$
2 \int_{0}^{t} E_{x}\left(|\varphi(s, \cdot)|^{2}\right) d s=2\|\varphi\|_{L^{2}\left([0, t] \times \mathfrak{P}_{0}\right)}^{2} .
$$

We use the following spaces:

$$
\begin{align*}
C(I, \mathcal{R}(Q)) & =\left\{\varphi \in C\left(I, L^{2}\left(\mathfrak{P}_{0}, d W_{x}\right)\right): \varphi(t)=Q_{t} \varphi(t), \forall t \in I\right\},  \tag{8.7}\\
L^{2}(I, \mathcal{R}(Q)) & =\left\{\varphi \in L^{2}\left(I, L^{2}\left(\mathfrak{P}_{0}, d W_{x}\right)\right): \varphi(t)=Q_{t} \varphi(t), \forall t \in I\right\},
\end{align*}
$$

where $I=[0, T]$, and, as in $\S 4, Q_{t} \varphi=E_{x}\left(\varphi \mid \mathfrak{B}_{t}\right)$. Elements of these spaces satisfy (8.5), by Corollary 4.4.

Proposition 8.1. Given $\varphi \in C(I, \mathcal{R}(Q))$, the expression (8.3) converges as $k=$ $2^{v} \rightarrow \infty$, in the space $C(I, \mathcal{R}(Q))$, to a limit we denote (8.2). Furthermore, $\psi=\Im(\varphi)$ extends uniquely to a linear map

$$
\begin{equation*}
\mathfrak{I}: L^{2}(I, \mathcal{R}(Q)) \rightarrow C(I, \mathcal{R}(Q)) \tag{8.8}
\end{equation*}
$$

satisfying

$$
\begin{equation*}
\|\Im(\varphi)(t, \cdot)\|_{L^{2}\left(\mathfrak{P}_{0}, d W_{x}\right)}=\sqrt{2}\|\varphi\|_{L^{2}\left([0, t) \times \mathfrak{P}_{0}, d t d W_{x}\right)} . \tag{8.9}
\end{equation*}
$$

Regarding continuity, note that

$$
\begin{equation*}
\|\Im(\varphi)(t+h, \cdot)-\Im(\varphi)(t, \cdot)\|_{L^{2}\left(\mathfrak{P}_{0}, d W_{x}\right)}=\sqrt{2}\|\varphi\|_{L^{2}\left([t, t+h] \times \mathfrak{P}_{0}, d t d W_{x}\right)} \tag{8.10}
\end{equation*}
$$

We need to verify that $\Im(\varphi)(t, \cdot) \in \mathcal{R}\left(Q_{t}\right)$. But clearly, each term $\varphi\left(t_{j}, \omega\right)$. [ $\left.\omega\left(t_{j+1}\right)-\omega\left(t_{j}\right)\right]$ in (8.3) belongs to $\mathcal{R}\left(Q_{t}\right)$ in this case, so we have the desired result.

We mention an approach to (8.8) just slightly different from that described above. Define a simple function to be a function $\varphi(t, \omega)$ that is constant in $t$ for $t$ in intervals of the form $\left[\ell 2^{-v},(\ell+1) 2^{-v}\right)$, with values in $\mathcal{R}\left(Q_{s}\right), s=\ell 2^{-v}$, for some $v \in \mathbb{Z}^{+}$. For a simple function $\varphi$, the stochastic integral has a form similar to (8.3), namely,

$$
\begin{array}{r}
\int_{0}^{t} \varphi(s, \omega) \cdot d \omega(s)=\sum_{j=0}^{\ell-1} \varphi\left(t_{j}, \omega\right) \cdot\left[\omega\left(t_{j+1}\right)-\omega\left(t_{j}\right)\right]  \tag{8.11}\\
+\varphi\left(t_{\ell}, \omega\right) \cdot\left[\omega(t)-\omega\left(t_{\ell}\right)\right]
\end{array}
$$

where $t_{j}=j 2^{-v}$ and $t \in\left[\ell 2^{-v},(\ell+1) 2^{-v}\right)$. An identity similar to (8.6), together with the denseness of the set of simple functions in $L^{2}(I, \mathcal{R}(Q))$, yields (8.8).

There is the following generalization of Ito's formula (7.49)-(7.50). Suppose

$$
\begin{equation*}
\mathfrak{X}(t)=\mathfrak{X}_{0}+\int_{t_{0}}^{t} u(s, \omega) d s+\int_{t_{0}}^{t} v(s, \omega) d \omega(s) \tag{8.12}
\end{equation*}
$$

where $u, v \in L^{2}(I, \mathcal{R}(Q))$. Then $\mathfrak{X} \in C(I, \mathcal{R}(Q))$. We write

$$
\begin{equation*}
d \mathfrak{X}=u d t+v d \omega . \tag{8.13}
\end{equation*}
$$

We might assume $\mathfrak{X}, u$, and $\omega$ take values in $\mathbb{R}^{n}$ and $v$ is $n \times n$ matrix-valued. More generally, let $\omega$ take values in $\mathbb{R}^{n}$, $\mathfrak{X}$ and $u$ in $\mathbb{R}^{m}$, and $v$ in $\operatorname{Hom}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$.

If $\mathfrak{Y}(t)=g(t, \mathfrak{X}(t))$, with $g(t, x)$ real-valued and smooth in its arguments, then

$$
\begin{align*}
d \mathfrak{Y}(t)= & \left(\nabla_{x} g\right)(t, \mathfrak{X}(t)) \cdot d \mathfrak{X}(t)  \tag{8.14}\\
& +\left(D^{2} g\right)(t, \mathfrak{X}(t))(d \mathfrak{X}(t), d \mathfrak{X}(t))+g_{t}(t, \mathfrak{X}(t)) d t,
\end{align*}
$$

where $\left(D^{2} g\right)(d \mathfrak{X}, d \mathfrak{X})=\sum\left(\partial^{2} g / \partial x_{j} \partial x_{k}\right) d \mathfrak{X}_{j} \cdot d \mathfrak{X}_{k}$ is computed, via (8.13), by the rules

$$
\begin{equation*}
d t \cdot d t=d t \cdot d \omega_{j}=d \omega_{j} \cdot d t=0, \quad d \omega_{j} \cdot d \omega_{k}=\delta_{j k} d t \tag{8.15}
\end{equation*}
$$

There is also an integral formula for $g(t, \mathfrak{X}(t))-g\left(t_{0}, \mathfrak{X}_{0}\right)$, parallel to (7.49):

$$
\begin{align*}
g(t, \mathfrak{X}(t))= & g\left(t_{0}, \mathfrak{X}_{0}\right)+\int_{t_{0}}^{t}\left(\frac{\partial^{2} g}{\partial x_{j} \partial x_{k}}\right) v_{j \ell} v_{k \ell} d s  \tag{8.16}\\
& +\int_{t_{0}}^{t} g_{t}(s, \mathfrak{X}(s)) d s+\int_{t_{0}}^{t} \frac{\partial g}{\partial x_{j}}\left(u_{j} d s+v_{j \ell} d \omega_{\ell}\right)
\end{align*}
$$

Here, we sum over repeated indices. The formulas (7.49) and (7.50) cover the special case $u=0, v=I$. The proof of (8.16) is parallel to that of (7.49).

If we apply (8.14) to $g(x)=e^{\lambda x}, m=1$, we obtain for

$$
\begin{align*}
\mathfrak{Y}(t) & =\exp \left(\lambda \mathfrak{X}(t)-\lambda^{2} \int_{t_{0}}^{t}|v(s, \omega)|^{2} d s\right), \\
\mathfrak{X}(t) & =\int_{t_{0}}^{t} v(s, \omega) \cdot d \omega(s) \tag{8.17}
\end{align*}
$$

the stochastic differential equation

$$
\begin{equation*}
d \mathfrak{Y}=\lambda \mathfrak{Y} v \cdot d \omega, \tag{8.18}
\end{equation*}
$$

generalizing the identity (7.51).
There is another important property that $\mathfrak{Y}(t)$, defined by (8.17), has in common with $\mathfrak{z}_{t}(\omega)=e^{\lambda \omega(t)-\lambda^{2} t}$.

Proposition 8.2. Given $v \in L^{2}(I, \mathcal{R}(Q))$, with values in $\mathbb{R}^{n}$, the function $\mathfrak{Y}(t)$ defined by (8.17) is a supermartingale; that is, for $s \leq t$,

$$
\begin{equation*}
E_{x}\left(\mathfrak{Y}(t) \mid \mathfrak{B}_{s}\right) \leq \mathfrak{Y}(s), \quad W_{x} \text {-a.e. on } \mathfrak{P}_{0} . \tag{8.19}
\end{equation*}
$$

Proof. We treat the case $t_{0}=0$. First suppose $v_{v}$ is a simple function, constant as a function of $t$ on intervals of the form $\left[\ell 2^{-v},(\ell+1) 2^{-v}\right)$, with values in $\mathcal{R}\left(Q_{\ell 2^{-v}}\right)$, and $\mathfrak{Y}_{\nu}$ is given by (8.17), with $v=v_{\nu}$. We claim that $\mathfrak{Y}_{\nu}$ is a martingale, that is,

$$
\begin{equation*}
E_{x}\left(\mathfrak{Y}_{v}(t) \mid \mathfrak{B}_{s}\right)=\mathfrak{Y}_{v}(s), \text { for } s \leq t \tag{8.20}
\end{equation*}
$$

Suppose, for example, that $0 \leq t<2^{-v}$, so $v_{v}(s)=v_{v}(0)$, for $s \leq t$. Now $v_{v}(0)$ is independent of $\omega(t)-\omega(s)$, so in this case

$$
\begin{aligned}
& E_{x}\left(\mathfrak{Y}_{\nu}(t) \mid \mathfrak{B}_{s}\right)=E_{x}\left(e^{\lambda v_{\nu}(0)[\omega(t)-x]-\lambda^{2} t\left|v_{\nu}(0)\right|^{2}} \mid \mathfrak{B}_{s}\right) \\
& =e^{\lambda v_{\nu}(0)[\omega(s)-x]-\lambda^{2} s\left|v_{\nu}(0)\right|^{2}} \cdot E_{x}\left(e^{\lambda v_{\nu}(0)[\omega(t)-\omega(s)]-\lambda^{2}(t-s)\left|v_{v}(0)\right|^{2}} \mid \mathfrak{B}_{s}\right),
\end{aligned}
$$

and the last conditional expectation is 1 . A similar argument in the case $\ell 2^{-v} \leq$ $s \leq t \leq(\ell+1) 2^{-v}$, using (8.11), gives

$$
E_{x}\left(\mathfrak{Y}_{\nu}(t) \mid \mathfrak{B}_{s}\right)=\mathfrak{Y}_{\nu}\left(t_{\nu \ell}\right) E_{x}\left(e^{\lambda v_{\nu} \ell\left[\omega(t)-\omega\left(t_{\nu} \ell\right)\right]-\lambda^{2}\left(t-t_{\nu} \ell\right)\left|v_{\nu \ell}\right|^{2}} \mid \mathfrak{B}_{s}\right)=\mathfrak{Y}_{\nu}(s)
$$

where $t_{\nu \ell}=\ell 2^{-\nu}, v_{\nu \ell}=v_{\nu}\left(t_{\nu \ell}\right)$. The identity (8.20), for general $s \leq t$, follows easily from this.

For general $v \in L^{2}(I, \mathcal{R}(Q))$, we can take simple $v_{v}$ converging to $v$ in the norm of this space, and then $\mathfrak{X}_{v} \rightarrow \mathfrak{X}$ in $C(I, \mathcal{R}(Q))$, where $\mathfrak{X}_{v}(t)=$ $\int_{0}^{t} v_{v}(s, \omega) \cdot d \omega(s)$. Passing to a subsequence, we can assume (for fixed $s, t$ )
that $\mathfrak{X}_{v}(s) \rightarrow \mathfrak{X}(s)$ and $\mathfrak{X}_{v}(t) \rightarrow \mathfrak{X}(t), W_{x}$-a.e.; hence $\mathfrak{Y}_{v}(s) \rightarrow \mathfrak{Y}(s)$ and $\mathfrak{Y}_{v}(t) \rightarrow \mathfrak{Y}(t), W_{x}$-a.e. Then (8.19) follows, by Fatou's lemma.

The case of general $t_{0} \geq 0$ is easily obtained from this; one can extend $v(s, \omega)$ to be 0 for $0 \leq s<t_{0}$.

Note in particular that $s=0$ in (8.19) implies

$$
\begin{equation*}
E_{x}\left(e^{\lambda \mathscr{X}(t)-\lambda^{2} \int_{t_{0}}^{t}|v(s,)|^{2} d s}\right) \leq 1 . \tag{8.21}
\end{equation*}
$$

Using Cauchy's inequality, we deduce that

$$
\begin{equation*}
E_{x}\left(e^{\lambda \mathfrak{x}(t) / 2}\right) \leq E_{x}\left(e^{\lambda^{2} \int_{t_{0}}^{t}|v(s,)|^{2} d s}\right)^{1 / 2} . \tag{8.22}
\end{equation*}
$$

We get a similar estimate upon replacing $v(s, \omega)$ by $-v(s, \omega)$, which converts $\mathfrak{X}(t)$ to $-\mathfrak{X}(t)$. Since $e^{|x|} \leq e^{x}+e^{-x}$, we have (replacing $\lambda$ by $2 \lambda$ )

$$
\begin{equation*}
E_{x}\left(e^{\lambda|\mathfrak{X}(t)|}\right) \leq 2 E_{x}\left(e^{4 \lambda^{2} \int_{t_{0}}^{t} \mid v\left(s,\left.\cdot\right|^{2} d s\right.}\right)^{1 / 2} . \tag{8.23}
\end{equation*}
$$

Compare with Lemma 7.4. Note that the convexity of the exponential function implies

$$
\begin{equation*}
E_{x}\left(e^{t^{-1} \int_{0}^{t} F(s, \cdot) d s}\right) \leq \frac{1}{t} \int_{0}^{t} E_{x}\left(e^{F(s, \cdot)}\right) d s \tag{8.24}
\end{equation*}
$$

Therefore, (8.23) implies

$$
\begin{align*}
E_{x}\left(e^{\lambda|\mathfrak{X}(t)|}\right) & \leq 2\left[\frac{1}{t-t_{0}} \int_{t_{0}}^{t} E_{x}\left(e^{4 \lambda^{2} t|v(s)|^{2}}\right) d s\right]^{1 / 2}  \tag{8.25}\\
& \leq 2 \max _{t_{0} \leq s \leq t} E_{x}\left(e^{4 \lambda^{2} t|v(s, \cdot)|^{2}}\right)^{1 / 2}
\end{align*}
$$

If we expand $\mathfrak{Y}_{\nu}(t)=e^{\lambda \mathfrak{X}_{\nu}(t)-\lambda^{2} \int_{t_{0}}^{t}\left|v_{\nu}(s,)\right|^{2} d s}$ in powers of $\lambda$, the coefficient of each $\lambda^{j}$ is a martingale. The coefficient of $\lambda^{4}$, for example, is

$$
\begin{equation*}
\frac{1}{24}\left|\mathfrak{X}_{v}(t)\right|^{4}-\frac{1}{2} \mathfrak{X}_{v}(t)^{2}\left(\int_{t_{0}}^{t}\left|v_{v}(s, \omega)\right|^{2} d s\right)+\frac{1}{2}\left(\int_{t_{0}}^{t}\left|v_{v}(s, \omega)\right|^{2} d s\right)^{2} . \tag{8.26}
\end{equation*}
$$

This has expectation zero; hence

$$
\begin{align*}
\frac{1}{24} E_{x}\left(\left|\mathfrak{X}_{v}(t)\right|^{4}\right) & \leq \frac{1}{2} E_{x}\left(\mathfrak{X}_{v}(t)^{2}\left(\int_{t_{0}}^{t}\left|v_{v}(s, \cdot)\right|^{2} d s\right)\right)  \tag{8.27}\\
& \leq \frac{1}{48} E_{x}\left(\left|\mathfrak{X}_{v}(t)\right|^{4}\right)+48 E_{x}\left(\left(\int_{t_{0}}^{t}\left|v_{v}(s, \cdot)\right|^{2} d s\right)^{2}\right),
\end{align*}
$$

$$
\begin{align*}
E_{x}\left(\left|\mathfrak{X}_{v}(t)\right|^{4}\right) & \leq 48^{2} E_{x}\left(\left(\int_{t_{0}}^{t}\left|v_{v}(s, \cdot)\right|^{2} d s\right)^{2}\right) \\
& \leq\left(48\left|t-t_{0}\right|\right)^{2} \frac{1}{t-t_{0}} \int_{t_{0}}^{t} E_{x}\left(\left|v_{v}(s, \cdot)\right|^{4}\right) d s  \tag{8.28}\\
& \leq\left(48\left|t-t_{0}\right|\right)^{2} \max _{t_{0} \leq s \leq t} E_{x}\left(\left|v_{v}(s, \cdot)\right|^{4}\right)
\end{align*}
$$

where the second inequality here uses convexity, as in (8.24). Again a use of Fatou's lemma yields for

$$
\begin{equation*}
\mathfrak{X}(t)=\int_{t_{0}}^{t} v(s, \omega) \cdot d \omega(s) \tag{8.29}
\end{equation*}
$$

the estimate

$$
\begin{equation*}
\|\mathfrak{X}(t)\|_{L^{4}\left(\mathfrak{P}_{0}\right)} \leq\left(48\left|t-t_{0}\right|\right)^{1 / 2} \max _{t_{0} \leq s \leq t}\|v(s, \cdot)\|_{L^{4}\left(\mathfrak{P}_{0}\right)} . \tag{8.30}
\end{equation*}
$$

Similarly we obtain, for $t_{1}<t_{2}$,

$$
\begin{equation*}
\left\|\mathfrak{X}\left(t_{1}\right)-\mathfrak{X}\left(t_{2}\right)\right\|_{L^{4}\left(\mathfrak{P}_{0}\right)} \leq C_{1}\left|t_{1}-t_{2}\right|^{1 / 2} \max _{t_{1} \leq s \leq t_{2}}\|v(s, \cdot)\|_{L^{4}\left(\mathfrak{P}_{0}\right)} \tag{8.31}
\end{equation*}
$$

with $C_{1}=\sqrt{48}$, when $\mathfrak{X}(t)$ is given by (8.29). If $\mathfrak{X}(t)$ is given more generally by (8.12), we have

$$
\begin{align*}
\left\|\mathfrak{X}\left(t_{1}\right)-\mathfrak{X}\left(t_{2}\right)\right\|_{L^{4}\left(\mathfrak{P}_{0}\right)} \leq & C_{0}\left|t_{1}-t_{2}\right| \max _{t_{1} \leq s \leq t_{2}}\|u(s, \cdot)\|_{L^{4}\left(\mathfrak{P}_{0}\right)}  \tag{8.32}\\
& +C_{1}\left|t_{1}-t_{2}\right|^{1 / 2} \max _{t_{1} \leq s \leq t_{2}}\|v(s, \cdot)\|_{L^{4}\left(\mathfrak{P}_{0}\right)} .
\end{align*}
$$

The martingale maximal inequality of Proposition 4.7 extends to submartingales, but it is not obvious that it applies to the supermartingale $\mathfrak{Y}(t)$. However, it does apply to $\mathfrak{Y}_{v}(t)$, so, for each $v \in \mathbb{Z}^{+}$, we have

$$
\begin{align*}
W_{x}\left(\left\{\omega \in \mathfrak{P}_{0}: \sup _{t \in I\left(t_{0}, t_{1}\right)} \mathfrak{X}_{v}(t)\right.\right. & \left.\left.-\mathfrak{X}_{v}\left(t_{0}\right)-\lambda \int_{t_{0}}^{t}\left|v_{v}(s, \omega)\right|^{2} d s>\beta\right\}\right)  \tag{8.33}\\
& \leq e^{-\lambda \beta}
\end{align*}
$$

where $I\left(t_{0}, t_{1}\right)=\left[t_{0}, t_{1}\right] \cap \mathbb{Q}$. It follows that

$$
\begin{gather*}
W_{x}\left(\left\{\omega \in \mathfrak{P}_{0}: \sup _{t \in I\left(t_{0}, t_{1}\right)}\left|\mathfrak{X}_{v}(t)-\mathfrak{X}_{v}\left(t_{0}\right)\right|>\lambda \int_{t_{0}}^{t_{1}}\left|v_{\nu}(s, \omega)\right|^{2} d s+\beta\right\}\right)  \tag{8.34}\\
\leq 2 e^{-\lambda \beta}
\end{gather*}
$$

Thus, if we have

$$
\begin{equation*}
\int_{t_{0}}^{t_{1}}\left|v_{v}(s, \omega)\right|^{2} d s<\frac{\beta}{\lambda}, \text { for } \omega \in S \tag{8.35}
\end{equation*}
$$

then

$$
\begin{equation*}
W_{x}\left(S \cap\left\{\omega \in \mathfrak{P}_{0}: \sup _{t \in I\left(t_{0}, t_{1}\right)}\left|\mathfrak{X}_{v}(t)-\mathfrak{X}_{v}\left(t_{0}\right)\right|>2 \beta\right\}\right) \leq 2 e^{-\lambda \beta} \tag{8.36}
\end{equation*}
$$

Now

$$
\begin{gather*}
W_{x}\left(\left\{\omega \in \mathfrak{P}_{0}: \int_{t_{0}}^{t_{1}}\left|v_{v}(s, \omega)\right|^{2} d s \geq \frac{\beta}{\lambda}\right\}\right)  \tag{8.37}\\
\leq \frac{\lambda}{\beta} \int_{t_{0}}^{t_{1}} E_{x}\left(\left|v_{v}(s, \cdot)\right|^{2}\right) d s
\end{gather*}
$$

Taking $\beta=\delta, \lambda=1 / \delta^{2}$, we deduce that if

$$
\begin{equation*}
\int_{t_{0}}^{t_{1}}\left\|v_{v}(s, \cdot)\right\|_{L^{2}\left(\mathfrak{P}_{0}\right)}^{2} d s<\delta^{3} \varepsilon \tag{8.38}
\end{equation*}
$$

then

$$
\begin{equation*}
W_{x}\left(\left\{\omega \in \mathfrak{P}_{0}: \sup _{t \in I\left(t_{0}, t_{1}\right)}\left|\mathfrak{X}_{v}(t)-\mathfrak{X}_{v}\left(t_{0}\right)\right|>2 \delta\right\}\right) \leq \varepsilon+e^{-1 / \delta} \tag{8.39}
\end{equation*}
$$

Since $\mathfrak{X}_{v}(t)$ converges to $\mathfrak{X}(t)$ in measure, locally uniformly in $t$, we have

$$
\begin{equation*}
W_{x}\left(\left\{\omega \in \mathfrak{P}_{0}: \sup _{t \in I\left(t_{0}, t_{1}\right)}\left|\mathfrak{X}(t)-\mathfrak{X}\left(t_{0}\right)\right|>2 \delta\right\}\right) \leq \varepsilon+e^{-1 / \delta} \tag{8.40}
\end{equation*}
$$

whenever

$$
\begin{equation*}
\int_{t_{0}}^{t}\|v(s, \cdot)\|_{L^{2}\left(\mathfrak{P}_{0}\right)}^{2} d s<\delta^{3} \varepsilon \tag{8.41}
\end{equation*}
$$

The estimate (8.40) enables us to establish the following important result.
Proposition 8.3. Let $I=[0, T]$. Given $v \in L^{2}(I, \mathcal{R}(Q))$, so $\int_{0}^{t} v(s, \omega)$. $d \omega(s)=\mathfrak{X}(t)$ belongs to $C(I, \mathcal{R}(Q))$, you can define $\mathfrak{X}(t, \omega)$ so that $t \mapsto$ $\mathfrak{X}(t, \omega)$ is continuous in $t$, for $W_{x}$-a.e. $\omega$.

Proof. Start with any measurable function on $I \times \mathfrak{P}_{0}$ representing $\mathfrak{X}(t)$; call it $\mathfrak{X}^{b}(t, \omega)$, so for each $t \in I, \mathfrak{X}^{b}(t, \cdot)=\mathfrak{X}(t)$, $W_{x}$-a.e. on $\mathfrak{P}_{0}$. Set $\mathfrak{X}(t, \omega)=$ $\mathfrak{X}^{b}(t, \omega)$, for $t \in I \cap \mathbb{Q}$. From (8.40)-(8.41) it follows that there is a set $N \subset \mathfrak{P}_{0}$ such that $W_{x}(N)=0$ and $\sigma_{\omega}(t)=\mathfrak{X}(t, \omega)$ is uniformly continuous in $t \in I \cap \mathbb{Q}$ for each $\omega \in \mathfrak{P}_{0} \backslash N$. Then, for $\omega \in \mathfrak{P}_{0}, t \in I \backslash \mathbb{Q}$, define $\mathfrak{X}(t, \omega)$ by continuity:

$$
\begin{equation*}
\mathfrak{X}(t, \omega)=\lim _{I \cap \mathbb{Q} \ni t_{\nu} \rightarrow t} \mathfrak{X}^{b}\left(t_{\nu}, \omega\right), \quad \omega \in \mathfrak{P}_{0} \backslash N . \tag{8.42}
\end{equation*}
$$

If $\omega \in N$, define $\mathfrak{X}(t, \omega)$ arbitrarily.
To show that this works, it remains to check that, for each $t \in I$,

$$
\begin{equation*}
\mathfrak{X}(t, \cdot)=\mathfrak{X}(t), \quad W_{x} \text {-a.e. on } \mathfrak{P}_{0} \tag{8.43}
\end{equation*}
$$

Indeed, since $\mathfrak{X}^{b}\left(t_{\nu}, \cdot\right) \rightarrow \mathfrak{X}(t)$ in $L^{2}$-norm, passing to a subsequence we have $\mathfrak{X}^{b}\left(t_{\nu_{j}}, \cdot\right) \rightarrow \mathfrak{X}(t) W_{x}$-a.e. Comparing with (8.42), we have (8.43).

## Exercises

1. Generalize (8.30) to show that $\mathfrak{X}(t)=\int_{t_{0}}^{t} v(s, \omega) \cdot d \omega(s)$ satisfies

$$
\|\mathfrak{X}(t)\|_{L^{2 k}\left(\mathfrak{P}_{0}\right)}^{2 k} \leq C_{k}\left|t-t_{0}\right|^{k-1} \int_{t_{0}}^{t}\|v(s, \cdot)\|_{L^{2 k}\left(\mathfrak{P}_{0}\right)}^{2 k} d s
$$

for $k \in \mathbb{Z}^{+}$.
2. Given $\varphi \in L^{2}([0, \infty), \mathcal{R}(Q))$, show that, for $t \geq s$,

$$
E_{x}\left(\int_{s}^{t} \varphi(\tau, \omega) \cdot d \omega(\tau) \mid \mathfrak{B}_{s}\right)=0
$$

Deduce that the stochastic integral $\psi(t, \omega)=\int_{0}^{t} \varphi(s, \omega) \cdot d \omega(s)$ is a martingale, so that, for $t \geq s$,

$$
E_{x}\left(\psi(t, \cdot) \mid \mathfrak{B}_{s}\right)=\psi(s, \cdot)
$$

3. Show that if $v(s, \omega)$ satisfies the hypotheses of Proposition 8.2 , then the supermartingale $\mathfrak{Y}(t)$ in (8.17) is a martingale if and only if

$$
E_{x} \mathfrak{Y}(t)=1, \quad \forall t \geq 0 .
$$

## 9. Stochastic differential equations

In this section we treat stochastic differential equations of the form

$$
\begin{equation*}
d \mathfrak{X}=b(t, \mathfrak{X}) d t+\sigma(t, \mathfrak{X}) d \omega, \quad \mathfrak{X}\left(t_{0}\right)=\mathfrak{X}_{0} . \tag{9.1}
\end{equation*}
$$

The function $\mathfrak{X}$ is an unknown function on $I \times \mathfrak{P}_{0}$, where $I=\left[t_{0}, T\right]$. We assume $t_{0} \geq 0$. As in the case of ordinary differential equations, we will use the Picard iteration method, to obtain the solution $\mathfrak{X}$ as the limit of a sequence of approximate solutions to (8.1), which we write as a stochastic integral equation:

$$
\begin{equation*}
\mathfrak{X}(t)=\mathfrak{X}_{0}+\int_{t_{0}}^{t} b(s, \mathfrak{X}(s)) d s+\int_{t_{0}}^{t} \sigma(s, \mathfrak{X}(s)) d \omega(s)=\Phi \mathfrak{X}(t) . \tag{9.2}
\end{equation*}
$$

The last identity defines the transformation $\Phi$, and we look for a fixed point of $\Phi$. As usual, $\mathfrak{X}(t)$ is shorthand for $\mathfrak{X}(t, \omega)$. If $\omega$ is a Brownian path in $\mathbb{R}^{n}$, we can let $\mathfrak{X}$ and $b(t, x)$ take values in $\mathbb{R}^{m}$ and let $\sigma(t, x)$ be an $m \times n$ matrix-valued function.

Let us assume that $\sigma(t, x)$ and $b(t, x)$ are continuous in their arguments and satisfy

$$
\begin{align*}
& |b(t, x)| \leq K_{0}(1+|x|), \quad|b(t, x)-b(t, y)| \leq L_{0}|x-y| \\
& |\sigma(t, x)| \leq K_{1}\left(1+|x|^{2}\right)^{1 / 2}, \quad|\sigma(t, x)-\sigma(t, y)| \leq L_{1}|x-y| . \tag{9.3}
\end{align*}
$$

We will use results of $\S 8$ to show that

$$
\begin{equation*}
\Phi: L^{2}(I, \mathcal{R}(Q)) \longrightarrow C(I, \mathcal{R}(Q)) \tag{9.4}
\end{equation*}
$$

where, as in (8.7),

$$
C(I, \mathcal{R}(Q))=\left\{\varphi \in C\left(I, L^{2}\left(\mathfrak{P}_{0}, d W_{0}\right)\right): \varphi(t) \in \mathcal{R}\left(Q_{t}\right), \forall t \in I\right\}
$$

and $L^{2}(I, \mathcal{R}(Q))$ is similarly defined. Note that $\mathfrak{X}(s)$ belongs to $\mathcal{R}\left(Q_{s}\right)$ if and only if $\mathfrak{X}(s)$ is (equal $W_{0}$-a.e. to) a $\mathfrak{B}_{s}$-measurable function on $\mathfrak{P}_{0}$, so if $\mathfrak{X}(s) \in \mathcal{R}\left(Q_{s}\right)$, then also $\sigma(s, \mathfrak{X}(s))$ and $b(s, \mathfrak{X}(s))$ belong to $\mathcal{R}\left(Q_{s}\right)$. Thus Proposition 8.1 applies to the second integral in (9.2), and if $\mathfrak{X}_{0} \in \mathcal{R}\left(Q_{t_{0}}\right)$, we have (9.4).

Applying (8.9) to estimate the second integral in (9.2), we have

$$
\begin{align*}
\left\|\Phi \mathfrak{X}(t)-\mathfrak{X}_{0}\right\|_{L^{2}\left(\mathfrak{P}_{0}\right)}^{2} \leq & 2 K_{0}^{2}\left(\int_{t_{0}}^{t}\left(1+\|\mathfrak{X}(s)\|_{L^{2}\left(\mathfrak{P}_{0}\right)}\right) d s\right)^{2}  \tag{9.5}\\
& +4 K_{1}^{2} \int_{t_{0}}^{t}\left(1+\|\mathfrak{X}(s)\|_{L^{2}\left(\mathfrak{P}_{0}\right)}^{2}\right) d s
\end{align*}
$$

Also (8.9) applies to an estimate of the second integral in

$$
\begin{align*}
\Phi \mathfrak{X}(t)-\Phi \mathfrak{Y}(t)= & \int_{t_{0}}^{t}[b(s, \mathfrak{X}(s))-b(s, \mathfrak{Y}(s))] d s \\
& +\int_{t_{0}}^{t}[\sigma(s, \mathfrak{X}(s))-\sigma(s, \mathfrak{Y}(s))] d s . \tag{9.6}
\end{align*}
$$

We get

$$
\begin{align*}
\|\Phi \mathfrak{X}(t)-\Phi \mathfrak{Y}(t)\|_{L^{2}\left(\mathfrak{P}_{0}\right)}^{2} \leq & 2 L_{0}^{2}\left(\int_{t_{0}}^{t}\|\mathfrak{Y}(s)-\mathfrak{Y}(s)\|_{L^{2}\left(\mathfrak{P}_{0}\right)} d s\right)^{2}  \tag{9.7}\\
& +4 L_{1}^{2} \int_{t_{0}}^{t}\|\mathfrak{X}(s)-\mathfrak{Y}(s)\|_{L^{2}\left(\mathfrak{P}_{0}\right)}^{2} d s
\end{align*}
$$

To solve (9.2), we take $\mathfrak{X}_{0}(t, \omega)=\mathfrak{X}_{0}(\omega)$, the given initial value, and inductively define $\mathfrak{X}_{j+1}=\Phi \mathfrak{X}_{j}$. Note that

$$
\begin{equation*}
\mathfrak{X}_{1}(t, \omega)=\mathfrak{X}_{0}(\omega)+\int_{t_{0}}^{t} b\left(s, \mathfrak{X}_{0}(\omega)\right) d s+\int_{t_{0}}^{t} \sigma\left(s, \mathfrak{X}_{0}(\omega)\right) d \omega(s) \tag{9.8}
\end{equation*}
$$

contains a stochastic integral of the form (7.14), provided $\mathfrak{X}_{0}(\omega)$ is constant. On the other hand, the stochastic integral yielding $\mathfrak{X}_{2}(t, \omega)$ is usually not even of the form (7.13), but rather of the more general form (8.2). The following estimate will readily yield convergence of the sequence $\mathfrak{X}_{j}$.

Lemma 9.1. For some $M=M(T)<\infty$, we have

$$
\begin{equation*}
\left\|\mathfrak{X}_{j+1}(t)-\mathfrak{X}_{j}(t)\right\|_{L^{2}\left(\mathfrak{P}_{0}\right)}^{2} \leq \frac{\left(M\left|t-t_{0}\right|\right)^{j+1}}{(j+1)!}, \quad t_{0} \leq t \leq T \tag{9.9}
\end{equation*}
$$

Proof. We establish this estimate inductively. For $j=0$, we can use (9.5), with $\mathfrak{X}=\mathfrak{X}_{1}$, and the $j=0$ case of (9.9) follows. Assume that (9.9) holds for $j=$ $0, \ldots, k-1$; we need to get it for $j=k$. To do this, apply (9.7) with $\mathfrak{X}=$ $\mathfrak{X}_{k}, \mathfrak{Y}=\mathfrak{X}_{k-1}$, to get

$$
\begin{align*}
\left\|\mathfrak{X}_{k+1}(t)-\mathfrak{X}_{k}(t)\right\|_{L^{2}\left(\mathfrak{P}_{0}\right)}^{2} \leq & \frac{2 L_{0}^{2} M^{k}}{k!}\left(\int_{t_{0}}^{t}\left|s-t_{0}\right|^{k / 2} d s\right)^{2}  \tag{9.10}\\
& +\frac{4 L_{1}^{2} M^{k}}{k!} \int_{t_{0}}^{t}\left|s-t_{0}\right|^{k} d s
\end{align*}
$$

This is $\leq\left(M\left|t-t_{0}\right|\right)^{k+1} /(k+1)$ ! as long as $M$ is sufficiently large for (9.9) to hold for $j=0$ and also $M \geq 2 L_{0}^{2} \max (1, T)+4 L_{1}^{2}$.

These estimates immediately yield an existence theorem:
Theorem 9.2. Given $0 \leq t_{0}<T<\infty, I=\left[t_{0}, T\right]$, if $b$ and $\sigma$ are continuous on $I \times \mathbb{R}^{n}$ and satisfy the estimates (9.3), and if $\mathfrak{X}_{0} \in \mathcal{R}\left(Q_{t_{0}}\right)$, then the equation (9.2) has a unique solution $\mathfrak{X} \in C(I, \mathcal{R}(Q))$.

Only the uniqueness remains to be demonstrated. But if $\mathfrak{X}$ and $\mathfrak{Y}$ are two such solutions, we have $\Phi \mathfrak{X}=\mathfrak{X}$ and $\Phi \mathfrak{Y}=\mathfrak{Y}$, so (9.7) implies

$$
\|\mathfrak{X}(t)-\mathfrak{Y}(t)\|_{L^{2}\left(\mathfrak{P}_{0}\right)}^{2} \leq \text { right side of }(9.7)
$$

and a Gronwall argument implies $\|\mathfrak{X}(t)-\mathfrak{Y}(t)\|_{L^{2}}=0$, for all $t \in I$.
Of course, the hypothesis that $b$ and $\sigma$ are continuous in $t$ can be weakened in ways that are obvious from an examination of (9.4)-(9.7). Allowing $b$ and $\sigma$ to be piecewise continuous in $t$, still satisfying (9.3), we can reduce (9.1) to the case $t_{0}=0$, by setting $b(t, x)=0$ and $\sigma(t, x)=0$ for $0 \leq t<t_{0}$.

If $\mathfrak{X}_{0}$ has higher integrability, so does the solution $\mathfrak{X}(t)$. To see this, in case $\mathfrak{X}_{0} \in L^{4}\left(\mathfrak{P}_{0}\right)$, we can exploit (8.26)-(8.30) to produce the following estimate, parallel to (9.7):

$$
\begin{align*}
& \|\Phi \mathfrak{X}(t)-\Phi \mathfrak{Y}(t)\|_{L^{4}\left(\mathfrak{P}_{0}\right)}^{4} \leq \\
& \quad 8 L_{0}^{4}\left(\int_{t_{0}}^{t}\|\mathfrak{Y}(s)-\mathfrak{Y}(s)\|_{L^{4}\left(\mathfrak{P}_{0}\right)} d s\right)^{4}  \tag{9.11}\\
& \quad+8\left(48^{2}\right) L_{1}^{4}\left|t-t_{0}\right| \int_{t_{0}}^{t}\|\mathfrak{X}(s)-\mathfrak{Y}(s)\|_{L^{4}\left(\mathfrak{P}_{0}\right)}^{4} d s .
\end{align*}
$$

Using this, assuming $\mathfrak{X}_{0} \in L^{4}\left(\mathfrak{P}_{0}, d W_{0}\right)$, we can obtain the following analogue of (9.9):

$$
\begin{equation*}
\left\|\mathfrak{X}_{j+1}(t)-\mathfrak{X}_{j}(t)\right\|_{L^{4}\left(\mathfrak{P}_{0}\right)}^{4} \leq \frac{\left(M\left|t-t_{0}\right|^{2}\right)^{j+1}}{(j+1)!} \tag{9.12}
\end{equation*}
$$

for $M=M(T)$, on any interval $t \in\left[t_{0}, T\right]$. We have the following:
Proposition 9.3. Under the hypotheses of Theorem 9.2, if also $\mathfrak{X}_{0} \in L^{4}\left(\mathfrak{P}_{0}\right.$, $\left.d W_{0}\right)$, then $\mathfrak{X} \in C\left(I, L^{4}\left(\mathfrak{P}_{0}, d W_{0}\right)\right)$.

More generally, one can establish that $\mathfrak{X} \in C\left(I, L^{2 k}\left(\mathfrak{P}_{0}\right)\right)$, provided $\mathfrak{X}_{0} \in$ $L^{2 k}\left(\mathfrak{P}_{0}\right), k \geq 1$. The case $2 k=4$ enables us to prove part of the following important result.

Proposition 9.4. The solution $\mathfrak{X}(t)$ to (9.2) given by Theorem 9.2 can be represented as $\mathfrak{X}(t, \omega)$ such that, for $W_{0}$-a.e. $\omega \in \mathfrak{P}_{0}$, the map $t \mapsto \mathfrak{X}(t, \omega)$ is continuous in $t$.

Proof. First we assume $\mathfrak{X}_{0} \in L^{4}\left(\mathfrak{P}_{0}, d W_{0}\right)$ and give a demonstration that is somewhat parallel to that of Theorem 1.1. Given $\varepsilon>0, \delta>0$, and $s, t \in \mathbb{R}^{+}$ such that $|t-s|<\delta$, we estimate the probability that $|\mathfrak{X}(t)-\mathfrak{X}(s)|>\varepsilon$. We use the estimate

$$
\begin{equation*}
\|\mathfrak{X}(t)-\mathfrak{X}(s)\|_{L^{4}\left(\mathfrak{P}_{0}\right)}^{4} \leq C|t-s|^{2}, \tag{9.13}
\end{equation*}
$$

$C=C(T)$, for $s, t \in[0, T]$, which follows (when $t>s$ ) from

$$
\begin{align*}
\|\mathfrak{X}(t)-\mathfrak{X}(s)\|_{L^{4}\left(\mathfrak{P}_{0}\right)}^{4} \leq & C\left(\int_{s}^{t}\|b(\tau, \mathfrak{X}(\tau))\|_{L^{4}} d \tau\right)^{4}  \tag{9.14}\\
& +C \int_{s}^{t}\|\sigma(\tau, \mathfrak{X}(\tau))\|_{L^{4}}^{4} d \tau
\end{align*}
$$

together with the estimate $\|\mathfrak{X}(s)\|_{L^{4}} \leq C(\tau)$. Consequently, given $s, t \in \mathbb{R}^{+}$,

$$
\begin{equation*}
W_{0}\left(\left\{\omega \in \mathfrak{P}_{0}:|\mathfrak{X}(t, \omega)-\mathfrak{X}(s, \omega)|>\varepsilon\right\}\right) \leq \frac{C}{\varepsilon^{4}}|t-s|^{2} . \tag{9.15}
\end{equation*}
$$

Now an argument parallel to that of Lemma 1.2 gives

$$
W_{0}\left(\left\{\omega \in \mathfrak{P}_{0}:\left|\mathfrak{X}\left(t_{1}, \omega\right)-\mathfrak{X}\left(t_{j}, \omega\right)\right|>\varepsilon, \text { for some } j=2, \ldots, \nu\right\}\right)
$$

$$
\begin{equation*}
\leq \operatorname{Cr}\left(\frac{\varepsilon}{2}, \delta\right) \tag{9.16}
\end{equation*}
$$

when $\left\{t_{1}, \ldots, t_{\nu}\right\}$ is any finite set of numbers in $\mathbb{Q}^{+}$such that $0 \leq t_{1}<\cdots<t_{v}$ and $t_{v}-t_{1} \leq \delta$, where

$$
\begin{equation*}
r(\varepsilon, \delta)=\min \left(1, C \delta^{2} \varepsilon^{-4}\right) \tag{9.17}
\end{equation*}
$$

The function $r(\varepsilon, \delta)$ takes the place of $\rho(\varepsilon, \delta)$ in (1.23); as in (1.21), we have

$$
\begin{equation*}
\frac{r(\varepsilon, \delta)}{\delta} \rightarrow 0, \text { as } \delta \rightarrow 0 \tag{9.18}
\end{equation*}
$$

for each $\varepsilon>0$. From here, one shows just as in the proof of Theorem 1.1 that, for some $Z \subset \mathfrak{P}_{0}$ such that $W_{0}(Z)=0$, the map $t \mapsto \mathfrak{X}(t, \omega)$ is uniformly continuous on $t \in \mathbb{Q}^{+}$, for each $\omega \in \mathfrak{P}_{0} \backslash Z$. the rest of the proof of Proposition 9.4 can be carried out just like the proof of Proposition 8.3.

We now give another demonstration of Proposition 9.4, not requiring $\mathfrak{X}_{0}$ to be in $L^{4}\left(\mathfrak{P}_{0}\right)$, but only in $L^{2}\left(\mathfrak{P}_{0}\right)$. In such a case, under the hypotheses, and conclusions, of Theorem 9.2, we have $\sigma(t, \mathfrak{X}(t)) \in C(I, \mathcal{R}(Q))$. Hence Proposition 8.3 applies to the second integral in (9.2), so $\mathfrak{A}(t, \omega)=$ $\int_{t_{0}}^{t} \sigma(s, \mathfrak{X}(s)) d \omega(s)$ can be represented as a continuous function of $t$, for $W_{0}$-a.e. $\omega \in \mathfrak{P}_{0}$. Furthermore, we have $b(t, \mathfrak{X}(t)) \in C\left(I, L^{2}\left(\mathfrak{P}_{0}\right)\right) \subset C\left(I, L^{1}\left(\mathfrak{P}_{0}\right)\right)$. Thus, by Fubini's theorem, the first integral in (9.2) is absolutely integrable, hence continuous in $t$, for $W_{0}$-a.e. $\omega$. This establishes the desired property for the left side of (9.2).

We next investigate the dependence of the solution to (9.2) on the initial data $\mathfrak{X}_{0}$, in a fashion roughly parallel to the method used in $\S 6$ of Chap. 1. Thus, let $\mathfrak{Y}$ solve

$$
\begin{equation*}
\mathfrak{Y}(t)=\mathfrak{Y}_{0}+\int_{t_{0}}^{t} b(s, \mathfrak{Y}(s)) d s+\int_{t_{0}}^{t} \sigma(s, \mathfrak{Y}(s)) d \omega(s) . \tag{9.19}
\end{equation*}
$$

Proposition 9.5. Assume that $b(t, x)$ and $\sigma(t, x)$ satisfy the hypotheses of Theorem 9.2 and are also $C^{1}$ in $x$. If $\mathfrak{X}(t)$ and $\mathfrak{Y}(t)$ solve (9.2) and (9.19), respectively, then

$$
\begin{equation*}
\|\mathfrak{X}(t)-\mathfrak{Y}(t)\|_{L^{2}\left(\mathfrak{P}_{0}\right)} \leq C\left(t, L_{0}, L_{1}\right)\left\|\mathfrak{X}_{0}-\mathfrak{Y}_{0}\right\|_{L^{2}\left(\mathfrak{P}_{0}\right)} . \tag{9.20}
\end{equation*}
$$

Proof. Consider $\mathcal{Z}(t)=\mathfrak{X}(t)-\mathfrak{Y}(t)$, which satisfies the identity

$$
\begin{align*}
\mathcal{Z}(t)=\mathcal{Z}_{0} & +\int_{t_{0}}^{t} b^{\prime}(s, \mathfrak{X}(s), \mathfrak{Y}(s)) \mathcal{Z}(s) d s \\
& +\int_{t_{0}}^{t} \sigma^{\prime}(s, \mathfrak{X}, \mathfrak{Y}(s)) \mathcal{Z}(s) d \omega(s) \tag{9.21}
\end{align*}
$$

with $\mathcal{Z}_{0}=\mathfrak{X}_{0}-\mathfrak{Y}_{0}$. Here

$$
\begin{equation*}
b^{\prime}(s, x, y)=\int_{0}^{1} D_{x} b(s, u x+(1-u) y) d u \tag{9.22}
\end{equation*}
$$

so $b^{\prime}(s, x, y)(x-y)=b(s, x)-b(s, y)$, and similarly

$$
\begin{equation*}
\sigma^{\prime}(s, x, y)=\int_{0}^{1} D_{x} \sigma(s, u x+(1-u) y) d u \tag{9.23}
\end{equation*}
$$

We estimate the right side of (9.21) in $L^{2}\left(\mathfrak{P}_{0}\right)$. By (9.3), $\left|b^{\prime}(s, x, y)\right| \leq L_{0}$, so

$$
\begin{equation*}
\left\|\int_{t_{0}}^{t} b^{\prime}(s, \mathfrak{X}(s), \mathfrak{Y}(s)) \mathcal{Z}(s) d s\right\|_{L^{2}} \leq L_{0} \int_{t_{0}}^{t}\|\mathcal{Z}(s)\|_{L^{2}} d s \tag{9.24}
\end{equation*}
$$

Since $\left|\sigma^{\prime}(s, x, y)\right| \leq L_{1}$ and $\sigma^{\prime}(s, \mathfrak{X}(s), \mathfrak{Y}(s)) \mathcal{Z}(s) \in \mathcal{R}\left(Q_{s}\right)$, we have

$$
\begin{equation*}
\left\|\int_{t_{0}}^{t} \sigma^{\prime}(s, \mathfrak{X}(s), \mathfrak{Y}(s)) \mathcal{Z}(s) d \omega(s)\right\|_{L^{2}}^{2} \leq L_{1}^{2} \int_{t_{0}}^{t}\|\mathcal{Z}(s)\|_{L^{2}}^{2} d s \tag{9.25}
\end{equation*}
$$

Thus the identity (9.21) implies

$$
\begin{equation*}
\|\mathcal{Z}(t)\|_{L^{2}}^{2} \leq 3\left\|\mathfrak{X}_{0}-\mathfrak{Y}_{0}\right\|_{L^{2}}^{2}+3\left[L_{0}^{2}\left(t-t_{0}\right)^{2}+L_{1}^{2}\right] \int_{t_{0}}^{t}\|\mathcal{Z}(s)\|_{L^{2}}^{2} d s \tag{9.26}
\end{equation*}
$$

Now Gronwall's inequality applied to this estimate yields (9.20).
Note that (9.21) is a linear stochastic equation for $\mathcal{Z}(t)$, of a form a little different from (9.2), if $\mathfrak{X}(s)$ and $\mathfrak{Y}(s)$ are regarded as given. On the other hand, we can regard $\mathfrak{X}, \mathfrak{Y}$, and $\mathcal{Z}$ as solving together a system of stochastic equations, of the same form as (9.2).

An important special case of (9.2) is the case $\mathfrak{X}_{0}=x$, a given point of $\mathbb{R}^{m}$, so let us look at $\mathfrak{X}^{x, s}(t)$, defined for $t \geq s$ as the solution to

$$
\begin{equation*}
\mathfrak{X}^{x, s}(t)=x+\int_{s}^{t} b(r, \mathfrak{X}(r)) d r+\int_{s}^{t} \sigma(r, \mathfrak{X}(r)) d \omega(r) . \tag{9.27}
\end{equation*}
$$

In this case we have the following useful property, which is basically the Markov property. Let $\mathfrak{B}_{s}^{t}$ denote the $\sigma$-algebra of subsets of $\mathfrak{P}_{0}$ generated by all sets of the form
(9.28) $\quad\left\{\omega \in \mathfrak{P}_{0}: \omega\left(t_{1}\right)-\omega\left(s_{1}\right) \in A\right\}, \quad s \leq s_{1} \leq t_{1} \leq t, A \subset \mathbb{R}^{m}$ Borel,
plus all sets of $W_{0}$-measure zero.
Proposition 9.6. For any fixed $t \geq s$, the solution $\mathfrak{X}^{x, s}(t)$ to (9.27) is $\mathfrak{B}_{s^{-}}$measurable.

Proof. By the proof of Theorem 9.2, we have $\mathfrak{X}^{x, s}(t)=\lim _{k \rightarrow \infty} \mathfrak{X}_{k}(t)$, where $\mathfrak{X}_{0}(t)=x$ and, for $k \geq 0$,

$$
\mathfrak{X}_{k+1}(t)=x+\int_{s}^{t} b\left(r, \mathfrak{X}_{k}(r)\right) d r+\int_{s}^{t} \sigma\left(r, \mathfrak{X}_{k}(r)\right) d \omega(r)
$$

It follows inductively that each $\mathfrak{X}_{k}(t)$ is $\mathfrak{B}_{s}^{t}$-measurable, so the limit also has this property.

The behavior of $\mathfrak{X}^{x, s}(t)$ will be important for the next section. We derive another useful property here.

Proposition 9.7. For $s \leq \tau \leq t$, we have

$$
\begin{equation*}
\mathfrak{X}^{x, s}(t, \omega)=\mathfrak{X}^{q, \tau}(t, \omega), \quad q=\mathfrak{X}^{x, s}(\tau, \omega), \tag{9.29}
\end{equation*}
$$

for $W_{0}$-a.e. $\omega \in \mathfrak{P}_{0}$.
Proof. Let $\mathfrak{Y}(t)$ denote the right side of (9.29). Thus $\mathfrak{Y}(\tau)=\mathfrak{X}^{x, s}(\tau)$. The stochastic equation satisfied by $\mathfrak{X}^{x, s}(t)$ then implies

$$
\mathfrak{Y}(t)=\mathfrak{X}^{x, s}(\tau)+\int_{\tau}^{t} b(r, \mathfrak{Y}(r)) d r+\int_{\tau}^{t} \sigma(r, \mathfrak{Y}(r)) d \omega(r)
$$

Now (9.27) implies that $\mathfrak{X}^{x, s}(t)$ satisfies this same stochastic equation, for $t \geq \tau$. The identity $\mathfrak{Y}(t)=\mathfrak{X}^{x, s}(t)$ a.e. on $\mathfrak{P}_{0}$ follows from the uniqueness part of Theorem 9.2.

## Exercises

1. Show that the solution to

$$
d \mathfrak{X}=a(t) \mathfrak{X}(t) d t+b(t) \mathfrak{X}(t) d \omega(t),
$$

in case $m=n=1$, is given by

$$
\begin{equation*}
\mathfrak{X}(t)=\mathfrak{X}(0) \exp \left\{\int_{0}^{t}\left[a(s)-b(s)^{2}\right] d s+\int_{0}^{t} b(s) d \omega(s)\right\}=\mathfrak{X}(0) e^{\mathfrak{Z}(t)} \tag{9.30}
\end{equation*}
$$

In this problem and the following one, $\mathfrak{X}(t)$ depends on $\omega$, but $a(t)$ and $b(t)$ do not depend on $\omega$, nor do $f(t)$ and $g(t)$ below.
2. Show that the solution to

$$
d \mathfrak{X}(t)=[f(t)+a(t) \mathfrak{X}(t)] d t+[g(t)+b(t) \mathfrak{X}(t)] d \omega(t)
$$

in case $m=n=1$, is given by $\mathfrak{X}(t)=e^{\mathfrak{Z}(t)} \mathfrak{Y}(t)$, where $e^{\mathfrak{Z}(t)}$ is as in (9.30) and

$$
\mathfrak{Y}(t)=\mathfrak{X}(0)+\int_{0}^{t}\left[e^{-\mathfrak{Z}(s)} f(s)-g(s) b(s)\right] d s+\int_{0}^{t} g(s) e^{-\mathfrak{Z}(s)} d \omega(s)
$$

3. Consider the system

$$
\begin{equation*}
d \mathfrak{X}(t)=[A(t) \mathfrak{X}(t)+f(t)] d t+g(t) d \omega(t) \tag{9.31}
\end{equation*}
$$

where $A(t) \in \operatorname{End}\left(\mathbb{R}^{m}\right), f(t) \in \mathbb{R}^{m}$, and $g(t) \in \operatorname{Hom}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$. Suppose $S(t, s)$ is the solution operator to the linear $m \times m$ system of differential equations

$$
\frac{d y}{d t}=A(t) y, \quad S(t, t)=I
$$

as considered in Chap. $1, \S 5$. Show that the solution to (9.31) is

$$
\mathfrak{X}(t)=S(t, 0) \mathfrak{X}(0)+\int_{0}^{t} S(t, s) f(s) d s+\int_{0}^{t} S(t, s) g(s) d \omega(s) .
$$

4. The following Langevin equation is more general than (7.52):

$$
\begin{equation*}
x^{\prime \prime}(t)=-\nabla V(x(t))-\beta x^{\prime}(t)+\omega^{\prime}(t) \tag{9.32}
\end{equation*}
$$

Rewrite this as a first-order system of the form (9.1). Using Exercise 3, solve this equation when $V(x)$ is the harmonic oscillator potential, $V(x)=a x^{2}$.

## 10. Application to equations of diffusion

Let $\mathfrak{X}^{x, s}(t)$ solve the stochastic equation

$$
\begin{equation*}
\mathfrak{X}^{x, s}(t)=x+\int_{s}^{t} b\left(\mathfrak{X}^{x, s}(r)\right) d r+\int_{s}^{t} \sigma\left(\mathfrak{X}^{x, s}(r)\right) d \omega . \tag{10.1}
\end{equation*}
$$

As in (9.2), $x$ and $b$ can take values in $\mathbb{R}^{m}$ and $\sigma$ values in $\operatorname{Hom}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$. We want to study the transformations on functions on $\mathbb{R}^{m}$ defined by

$$
\begin{equation*}
\Phi_{s}^{t} f(x)=E_{0} f\left(\mathfrak{X}^{x, s}(t)\right), \quad 0 \leq s \leq t . \tag{10.2}
\end{equation*}
$$

Clearly, $\mathfrak{X}^{x, s}(s)=x$, so

$$
\begin{equation*}
\Phi_{t}^{t} f(x)=f(x) \tag{10.3}
\end{equation*}
$$

We assume $b(x)$ and $\sigma(x)$ are bounded and satisfy the Lipschitz conditions of (9.3). For simplicity we have taken $b$ and $\sigma$ to be independent of $t$ in (10.1). We claim this implies the following:

$$
\begin{equation*}
\Phi_{0}^{t} f(x)=\Phi_{s}^{t+s} f(x) \tag{10.4}
\end{equation*}
$$

for $s, t \geq 0$. In fact, it is clear that

$$
\begin{equation*}
\mathfrak{X}^{x, s}(t+s, \omega)=\mathfrak{X}^{x, 0}\left(t, \vartheta_{s} \omega\right), \tag{10.5}
\end{equation*}
$$

where $\vartheta_{s} \omega(\tau)=\omega(\tau+s)-\omega(s)$, as in (4.11). The measure-preserving property of the map $\vartheta_{s}: \mathfrak{P}_{0} \rightarrow \mathfrak{P}_{0}$ then implies

$$
E_{0} f\left(\mathfrak{X}^{x, 0}\left(t, \vartheta_{s} \omega\right)\right)=E_{0} f\left(\mathfrak{X}^{x, 0}(t)\right)=\Phi_{0}^{t} f(x)
$$

so we have established (10.4). Let us set

$$
\begin{equation*}
P^{t} f=\Phi_{0}^{t} f=E_{0} f\left(\mathfrak{X}^{x}(t)\right) \tag{10.6}
\end{equation*}
$$

where for notational convenience we have set $\mathfrak{X}^{x}(t)=\mathfrak{X}^{x, 0}(t)$.
We will study the action of $P^{t}$ on the Banach space $C_{o}\left(\mathbb{R}^{m}\right)$ of continuous functions on $\mathbb{R}^{m}$ that vanish at infinity.

Proposition 10.1. For each $t \geq 0$,

$$
\begin{equation*}
P^{t}: C_{o}\left(\mathbb{R}^{m}\right) \longrightarrow C_{o}\left(\mathbb{R}^{m}\right) \tag{10.7}
\end{equation*}
$$

and $P^{t}$ forms a strongly continuous semigroup of operators on $C_{o}\left(\mathbb{R}^{m}\right)$.
Proof. If $f \in C_{o}\left(\mathbb{R}^{m}\right)$, then $f$ is uniformly continuous, that is, it has a modulus of continuity:

$$
\begin{equation*}
|f(x)-f(y)| \leq \omega_{f}(|x-y|) \tag{10.8}
\end{equation*}
$$

where $\omega_{f}(\delta)$ is a bounded, continuous function of $\delta$ such that $\omega_{f}(\delta) \rightarrow 0$ as $\delta \rightarrow 0$. Then

$$
\begin{align*}
\left|P^{t} f(x)-P^{t} f(y)\right| & \leq E_{0}\left|f\left(\mathfrak{X}^{x}(t)\right)-f\left(\mathfrak{X}^{y}(t)\right)\right|  \tag{10.9}\\
& \leq E_{0} \omega_{f}\left(\left|\mathfrak{X}^{x}(t)-\mathfrak{X}^{y}(t)\right|\right) .
\end{align*}
$$

Now if $x$ is fixed and $y=x_{v} \rightarrow x$, then, for each $t \geq 0, \mathfrak{X}^{x}(t)-\mathfrak{X}^{x_{v}}(t) \rightarrow 0$ in $L^{2}\left(\mathfrak{P}_{0}\right)$, by Proposition 9.5. Hence $\mathfrak{X}^{x}(t)-\mathfrak{X}^{x_{\nu}}(t) \rightarrow 0$ in measure on $\mathfrak{P}_{0}$, so the Lebesgue dominated convergence theorem implies that (10.9) tends to 0 as $y \rightarrow x$. This shows that $P^{t} f \in C\left(\mathbb{R}^{m}\right)$ if $f \in C_{o}\left(\mathbb{R}^{m}\right)$.

To show that $P^{t} f(x)$ vanishes at infinity, for each $t \geq 0$, we note that, for most $\omega \in \mathfrak{P}_{0}$ (in a sense that will be quantified below), $\left|\mathfrak{X}^{x}(t)-x\right| \leq C\langle t\rangle$ if $C$ is large, so if $f \in C_{o}\left(\mathbb{R}^{m}\right)$ and $|x|$ is large, then $f\left(\mathfrak{X}^{x}(t, \omega)\right)$ is small for most $\omega \in \mathfrak{P}_{0}$.

In fact, subtracting $x$ from both sides of (10.1) and estimating $L^{2}$-norms, we have

$$
\begin{equation*}
\left\|\mathfrak{X}^{x}(t)-x\right\|_{L^{2}\left(\mathfrak{P}_{0}\right)}^{2} \leq 2 B^{2} t^{2}+2 S^{2} t, \quad B=\sup |b|, S=\sup |\sigma| . \tag{10.10}
\end{equation*}
$$

Hence

$$
\begin{equation*}
W_{0}\left(\left\{\omega \in \mathfrak{P}_{0}:\left|\mathfrak{X}^{x}(t, \omega)-x\right|>\lambda\right\}\right) \leq \frac{2 B^{2} t^{2}+2 S^{2} t}{\lambda^{2}} . \tag{10.11}
\end{equation*}
$$

The mapping property (10.7) follows.
We next examine continuity in $t$. In fact, parallel to (10.9), we have

$$
\begin{equation*}
\left|P^{t} f(x)-P^{s} f(x)\right| \leq E_{0} \omega_{f}\left(\left|\mathfrak{X}^{x}(t)-\mathfrak{X}^{x}(s)\right|\right) . \tag{10.12}
\end{equation*}
$$

We know from $\S 9$ that $\mathfrak{X}^{x}(t) \in C\left(\mathbb{R}^{+}, L^{2}\left(\mathfrak{P}_{0}\right)\right)$, and estimates from there readily yield that the modulus of continuity can be taken to be independent of $x$. Then the vanishing of (10.12), uniformly in $x$, as $s \rightarrow t$, follows as in the analysis of (10.9).

There remains the semigroup property, $P^{s} P^{t-s}=P^{t}$, for $0 \leq s \leq t$. By (10.4), this is equivalent to $\Phi_{0}^{s} \Phi_{s}^{t}=\Phi_{0}^{t}$. To establish this, we will use the identity

$$
\begin{equation*}
E_{0}\left(f\left(\mathfrak{X}^{x, s}(t)\right) \mid \mathfrak{B}_{s}\right)=E_{0} f\left(\mathfrak{X}^{x, s}(t)\right)=\Phi_{s}^{t} f(x), \tag{10.13}
\end{equation*}
$$

which is an immediate consequence of Proposition 9.6. If we replace $s$ by $\tau$ in (10.13), and then replace $x$ by $\mathfrak{X}^{x, s}(\tau)$, with $s \leq \tau \leq t$, and use the identity

$$
\begin{equation*}
\mathfrak{X}^{q, \tau}(t)=\mathfrak{X}^{x, s}(t), \quad q=\mathfrak{X}^{X, s}(\tau), \tag{10.14}
\end{equation*}
$$

established in Proposition 9.7, we obtain

$$
\begin{equation*}
E_{0}\left(f\left(\mathfrak{X}^{x, s}(t)\right) \mid \mathfrak{B}_{\tau}\right)=\Phi_{\tau}^{t} f\left(\mathfrak{X}^{x, s}(\tau)\right) . \tag{10.15}
\end{equation*}
$$

We thus have, for $s \leq \tau \leq t$,

$$
\begin{align*}
\Phi_{s}^{\tau} \Phi_{\tau}^{t} f(x) & =E_{0}\left(\Phi_{\tau}^{t} f\left(\mathfrak{X}^{x, s}(\tau)\right) \mid \mathfrak{B}_{s}\right) \\
& =E_{0}\left(E_{0}\left(f\left(\mathfrak{X}^{q, \tau}(t)\right) \mid \mathfrak{B}_{\tau}\right) \mid \mathfrak{B}_{s}\right)  \tag{10.16}\\
& =E_{0}\left(f\left(\mathfrak{X}^{q, \tau}(t)\right) \mid \mathfrak{B}_{s}\right),
\end{align*}
$$

and again using (10.14) we see that this is equal to the left side of (10.13), hence to $\Phi_{s}^{t} f(x)$, as desired. This completes the proof of Proposition 10.1.

We want to identify the infinitesimal generator of $P^{t}$. Assume now that $D^{\alpha} f$, for $|\alpha| \leq 2$, are bounded and continuous on $\mathbb{R}^{m}$. Then Ito's formula implies

$$
\begin{align*}
f\left(\mathfrak{X}^{x}(t)\right)=f(x) & +\int_{0}^{t}\left(\frac{\partial^{2} f}{\partial x_{j} \partial x_{k}}\right) \sigma_{j \ell} \sigma_{k \ell} d r  \tag{10.17}\\
& +\int_{0}^{t} \frac{\partial f}{\partial x_{j}}\left(b_{j} d r+\sigma_{j \ell} d \omega_{\ell}\right),
\end{align*}
$$

using the summation convention. Let us apply $E_{0}$ to both sides. Now

$$
\begin{equation*}
E_{0}\left(\int_{0}^{t} \frac{\partial f}{\partial x_{j}} \sigma_{j \ell} d \omega_{\ell}\right)=0 \tag{10.18}
\end{equation*}
$$

so we have

$$
\begin{align*}
E_{0}\left(f\left(\mathfrak{X}^{x}(t)\right)\right)=f(x) & +\int_{0}^{t} E_{0}\left(\frac{\partial^{2} f}{\partial x_{j} \partial x_{k}} A_{j k}\right) d r  \tag{10.19}\\
& +\int_{0}^{t} E_{0}\left(\frac{\partial f}{\partial x_{j}} b_{j}\right) d r
\end{align*}
$$

where $A_{j k}$ in the first integral is given by

$$
\begin{equation*}
A_{j k}(y)=\sum_{\ell} \sigma_{j \ell}(y) \sigma_{k \ell}(y), \quad y=\mathfrak{X}^{x}(r) \tag{10.20}
\end{equation*}
$$

In matrix notation,

$$
\begin{equation*}
A=\sigma \sigma^{t} \tag{10.21}
\end{equation*}
$$

We can take the $t$-derivative of the right side of (10.16), obtaining

$$
\begin{gather*}
\frac{\partial}{\partial t} P^{t} f(x)=  \tag{10.22}\\
E_{0}\left(A_{j k}\left(\mathfrak{X}^{x}(t)\right) \partial_{j} \partial_{k} f\left(\mathfrak{X}^{x}(t)\right)+b_{j}\left(\mathfrak{X}^{x}(t)\right) \partial_{j} f\left(\mathfrak{X}^{x}(t)\right)\right) .
\end{gather*}
$$

In particular,
(10.23)

$$
\left.\frac{\partial}{\partial t} P^{t} f(x)\right|_{t=0}=\sum_{j, k} A_{j k}(x) \partial_{j} \partial_{k} f(x)+\sum_{j} b_{j}(x) \partial_{j} f(x)=L f(x)
$$

where the last identity defines the second-order differential operator $L$, acting on functions of $x$. This is known as Kolmogorov's diffusion equation. We have shown that the infinitesimal generator of the semigroup $P^{t}$, acting on $C_{o}\left(\mathbb{R}^{m}\right)$, is a closed extension of the operator

$$
\begin{equation*}
L=\sum A_{j k}(x) \partial_{j} \partial_{k}+\sum b_{j}(x) \partial_{j}, \tag{10.24}
\end{equation*}
$$

defined initially, let us say, on $C_{0}^{2}\left(\mathbb{R}^{m}\right)$.
It is clear from (10.6) that $\left\|P^{t} f\right\|_{L^{\infty}} \leq\|f\|_{L^{\infty}}$ for each $f \in C_{o}\left(\mathbb{R}^{m}\right)$, so $P^{t}$ is a contraction semigroup on $C_{o}\left(\mathbb{R}^{m}\right)$. It is also clear that

$$
\begin{equation*}
f \geq 0 \Longrightarrow P^{t} f \geq 0 \text { on } \mathbb{R}^{m} \tag{10.25}
\end{equation*}
$$

that is, $P^{t}$ is "positivity preserving." For given $x \in \mathbb{R}^{n}, t \geq 0, f \mapsto P^{t} f(x)$ is a positive linear functional on $C_{o}\left(\mathbb{R}^{m}\right)$. Hence there is a uniquely defined positive Borel measure $\mu_{x, t}$ on $\mathbb{R}^{m}$, of mass $\leq 1$, such that

$$
\begin{equation*}
P^{t} f(x)=\int f(y) d \mu_{x, t}(y) \tag{10.26}
\end{equation*}
$$

In fact, by the construction (10.6),

$$
\begin{equation*}
\mu_{x, t}=F_{(x, t) *} W_{0}, \tag{10.27}
\end{equation*}
$$

where $F_{(x, t)}(\omega)=\mathfrak{X}^{x}(t, \omega)$, and (10.27) means $\mu_{x, t}(U)=W_{0}\left(F_{(x, t)}^{-1}(U)\right)$ for a Borel set $U \subset \mathbb{R}^{m}$. This implies that, for each $x, t, \mu_{x, t}$ is a probability measure on $\mathbb{R}^{m}$, since $\left|\mathfrak{X}^{x}(t)\right|$ is finite for $W_{0}$-a.e. $\omega \in \mathfrak{P}_{0}$.

We will use the notation

$$
\begin{equation*}
P(s, x, t, U)=\mu_{x, t-s}(U), \quad 0 \leq s \leq t, U \subset \mathbb{R}^{m}, \text { Borel. } \tag{10.28}
\end{equation*}
$$

We can identify $P(s, x, t, U)$ with the probability that $\mathfrak{X}^{x, s}(t)$ is in $U$. We can rewrite (10.26) as

$$
\begin{equation*}
P^{t} f(x)=\int f(y) P(0, x, t, d y) \tag{10.29}
\end{equation*}
$$

or

$$
\begin{equation*}
\Phi_{s}^{t} f(x)=\int f(y) P(s, x, t, d y) \tag{10.30}
\end{equation*}
$$

The semigroup property on $P^{t}$ implies

$$
\begin{equation*}
P(s, x, t, U)=\int P(s, x, \tau, d y) P(\tau, y, t, U), \quad 0 \leq s \leq \tau \leq t \tag{10.31}
\end{equation*}
$$

which is known as the Chapman-Kolmogorov equation.

Let us denote by $\mathcal{L}$ the extension of (10.24) that is the infinitesimal generator of $P^{t}$. If $V$ is a bounded, continuous function on $\mathbb{R}^{m}$, then $\mathcal{L}-V$ generates a semigroup on $C_{o}\left(\mathbb{R}^{m}\right)$, and an application of the Trotter product formula similar to that done in $\S 2$ yields

$$
\begin{equation*}
e^{t(\mathcal{L}-V)} f(x)=E_{0}\left(f\left(\mathfrak{X}^{x}(t)\right) e^{-\int_{0}^{t} V\left(\mathfrak{X}^{x}(s)\right) d s}\right) . \tag{10.32}
\end{equation*}
$$

This furnishes an existence result for weak solutions to the initial-value problem

$$
\begin{align*}
\frac{\partial u}{\partial t} & =\sum A_{j k}(x) \partial_{j} \partial_{k} u+\sum b_{j}(x) \partial_{j} u-V u,  \tag{10.33}\\
u(0) & =f \in C_{o}\left(\mathbb{R}^{m}\right),
\end{align*}
$$

under the hypotheses that $V$ is bounded and continuous, the coefficients $b_{j}$ are bounded and uniformly Lipschitz, and $A_{j k}$ has the form (10.20), with $\sigma_{j \ell}$ bounded and uniformly Lipschitz. As for the last property, we record the following fact:

Proposition 10.2. If $A(x)$ is a $C^{2}$ positive-semidefinite, matrix-valued function on $\mathbb{R}^{m}$ with $D^{\alpha} A(x)$ bounded on $\mathbb{R}^{m}$ for $|\alpha| \leq 2$, then there exists a bounded, uniformly Lipschitz, matrix-valued function $\sigma(x)$ on $\mathbb{R}^{m}$ such that $A(x)=\sigma(x) \sigma(x)^{t}$.

This result is quite easy to prove in the elliptic case, that is, when for certain $\lambda_{j} \in(0, \infty)$,

$$
\begin{equation*}
\lambda_{0}|\xi|^{2} \leq \sum A_{j k}(x) \xi_{j} \xi_{k} \leq \lambda_{1}|\xi|^{2} \tag{10.34}
\end{equation*}
$$

but a careful argument is required if $A(x)$ is allowed to degenerate. See the exercises for more on this.

If $A_{j k}(x)$ has bounded, continuous derivatives of order $\leq 2$, we can form the formal adjoint of (10.24):

$$
\begin{equation*}
L^{t} f=\sum \partial_{j} \partial_{k}\left(A_{j k}(x) f\right)-\sum \partial_{j}\left(b_{j}(x) f\right)=\widetilde{L} f-V f \tag{10.35}
\end{equation*}
$$

where $\widetilde{L}$ has the same second-order derivatives as $L$, though perhaps a different first-order part, and $V(x)=\approx \sum \partial_{j} \partial_{k} A_{j k}(x)+\sum \partial_{k} b_{j}(x)$. Thus $\widetilde{L}$ has an extension, which we denote as $\widetilde{\mathcal{L}}$, generating a contraction semigroup on $C_{o}\left(\mathbb{R}^{m}\right)$, with the positivity-preserving property. Furthermore, $\widetilde{\mathcal{L}}-V$ generates a semigroup on $C_{o}\left(\mathbb{R}^{m}\right)$, and there is a formula for $e^{t(\widetilde{\mathcal{L}}-V)} f$ parallel to (10.32). Thus we obtain a weak solution to the initial-value problem

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\sum \partial_{j} \partial_{k}\left(A_{j k}(x) u\right)-\sum \partial_{j}\left(b_{j}(x) u\right), \quad u(0)=f \in C_{o}\left(\mathbb{R}^{m}\right) \tag{10.36}
\end{equation*}
$$

provided that $A_{j k}(x)$ satisfies the conditions of Proposition 10.2, and that each $b_{j}$ is bounded, with bounded, continuous first derivatives. Equation (10.36) is called the Fokker-Planck equation.

To continue, we shall make a further simplifying hypothesis, namely that the ellipticity condition (10.34) hold. We will also assume $A_{j k}(x)$ and $b_{j}(x)$ are $C^{\infty}$, and that $D^{\alpha} A_{j k}(x)$ and $D^{\alpha} b_{j}(x)$ are bounded for all $\alpha$. In such a case, $\left(g_{j k}\right)=\left(A_{j k}\right)^{-1}$ defines a Riemannian metric on $\mathbb{R}^{m}$, and if $\Delta_{g}$ denotes its Laplace operator, we have

$$
\begin{equation*}
L f=\Delta_{g} f+X f \tag{10.37}
\end{equation*}
$$

for some smooth vector field $X=\sum \xi_{j}(x) \partial_{j}$, such that $D^{\alpha} \xi_{j}(x)$ is bounded for $|\alpha| \leq 1$. Note that if we use the inner product

$$
\begin{equation*}
(f, g)=\int f(x) \overline{g(x)} d V(x) \tag{10.38}
\end{equation*}
$$

where $d V$ is the Riemannian volume element determined by the Riemannian metric $g_{j k}$, then this puts the same topology on $L^{2}\left(\mathbb{R}^{m}\right)$ as the inner product $\int f(x) \overline{g(x)} d x$. We prefer the inner product (10.38), since $\Delta_{g}$ is then self-adjoint.

Now consider the closed operator $\mathcal{L}_{2}$ on $L^{2}\left(\mathbb{R}^{m}\right)$ defined by

$$
\begin{equation*}
\mathcal{L}_{2} f=L f \text { on } \mathcal{D}\left(\mathcal{L}_{2}\right)=H^{2}\left(\mathbb{R}^{m}\right) . \tag{10.39}
\end{equation*}
$$

It follows from results on Chap. $6, \S 2$, that $\mathcal{L}_{2}$ generates a strongly continuous semigroup $e^{t \mathcal{L}_{2}}$ on $L^{2}\left(\mathbb{R}^{n}\right)$. To relate this semigroup to the semigroup $P^{t}=e^{t \mathcal{L}}$ on $C_{o}\left(\mathbb{R}^{m}\right)$ described above, we claim that

$$
\begin{equation*}
e^{t \mathcal{L}_{2}} f=e^{t \mathcal{L}} f, \text { for } f \in C_{0}^{\infty}\left(\mathbb{R}^{m}\right) \tag{10.40}
\end{equation*}
$$

To see this, let $u_{0}(t, x)$ and $u_{1}(t, x)$ denote the left and right sides, respectively. These are both weak solutions to $\partial_{t} u_{j}=L u_{j}$, for which one has regularity results. Also, estimates discussed in $\S 2$ of Chap. 6 imply that $u_{0}(t, x)$ vanishes as $|x| \rightarrow \infty$, locally uniformly in $t \in[0, \infty)$. Thus the maximum principle applies to $u_{0}(t, x)-u_{1}(t, x)$, and we have (10.40). From here a simple limiting argument yields

$$
\begin{equation*}
e^{t \mathcal{L}_{2}} f=e^{t \mathcal{L}} f, \text { for } f \in C_{o}\left(\mathbb{R}^{m}\right) \cap L^{2}\left(\mathbb{R}^{m}\right) \tag{10.41}
\end{equation*}
$$

Now the dual semigroup $\left(e^{t \mathcal{L}_{2}}\right)^{*}$ is a strongly continuous semigroup on $L^{2}\left(\mathbb{R}^{n}\right)$, with infinitesimal generator $\mathcal{L}_{2}^{t}$ defined by

$$
\begin{equation*}
\mathcal{L}_{2}^{t} f=L^{t} f \text { on } \mathcal{D}\left(\mathcal{L}_{2}^{t}\right)=H^{2}\left(\mathbb{R}^{m}\right), \tag{10.42}
\end{equation*}
$$

where $L^{t}$ is given by (10.35). An argument parallel to that used to establish (10.41) shows that

$$
\begin{equation*}
\left(e^{t \mathcal{L}_{2}}\right)^{*} f=e^{t \mathcal{L}_{2}^{t}} f=e^{t \widetilde{(\mathbb{\mathcal { L }}-V)}} f, \text { for } f \in C_{o}\left(\mathbb{R}^{m}\right) \cap L^{2}\left(\mathbb{R}^{m}\right) \tag{10.43}
\end{equation*}
$$

On the other hand, $\left(P^{t}\right)^{*}=\left(e^{t \mathcal{L}}\right)^{*}$ is a weak*-continuous semigroup of operators on $\mathfrak{M}\left(\mathbb{R}^{m}\right)$, the space of finite Borel measures on $\mathbb{R}^{m}$; it is not strongly continuous. Using (10.43), we see that

$$
\begin{equation*}
\left(f, e^{t \mathcal{L}_{2}} g\right)=\left(e^{t(\widetilde{\mathcal{L}}-V)} f, g\right), \text { for } f, g \in C_{0}^{\infty}\left(\mathbb{R}^{m}\right) \tag{10.44}
\end{equation*}
$$

and bringing in (10.40) we have

$$
\begin{equation*}
\left(e^{t \mathcal{L}}\right)^{*} f=e^{t \widetilde{\mathcal{L}}-V)} f \tag{10.45}
\end{equation*}
$$

for $f \in C_{0}^{\infty}\left(\mathbb{R}^{m}\right)$, hence for $f \in C_{0}\left(\mathbb{R}^{m}\right) \cap L^{1}\left(\mathbb{R}^{m}\right)$. From here one can deduce that $\left(e^{t \mathcal{L}}\right)^{*}$ preserves $L^{1}\left(\mathbb{R}^{m}\right)$ and acts as a strongly continuous semigroup on this space.

Let us return to the family of measures $P(s, x, t, \cdot)$. Under our current hypotheses, regularity results for parabolic PDE imply that, for $s<t$, there is a smooth function $p(s, x, t, y)$ such that

$$
\begin{equation*}
P(s, x, t, U)=\int_{U} p(s, x, t, y) d y \tag{10.46}
\end{equation*}
$$

We have

$$
\begin{equation*}
\Phi_{s}^{t} f(x)=\int f(y) p(s, x, t, y) d y, \quad s<t \tag{10.47}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\Phi_{s}^{t}\right)^{*} f(y)=\int f(x) p(s, x, t, y) d x, \quad s<t \tag{10.48}
\end{equation*}
$$

Furthermore, we have for $p(s, x, t, y)$ the "backward" Kolmogorov equation

$$
\begin{equation*}
\frac{\partial p}{\partial s}=-\sum_{j, k} A_{j k}(x) \frac{\partial^{2} p}{\partial x_{j} \partial x_{k}}-\sum_{j} b_{j}(x) \frac{\partial p}{\partial x_{j}} \tag{10.49}
\end{equation*}
$$

and the Fokker-Planck equation

$$
\begin{equation*}
\frac{\partial p}{\partial t}=\sum_{j, k} \frac{\partial^{2}}{\partial y_{j} \partial y_{k}}\left(A_{j k}(y) p\right)-\sum_{j} \frac{\partial}{\partial y_{j}}\left(b_{j}(y) p\right) . \tag{10.50}
\end{equation*}
$$

While we have restricted attention to the smooth elliptic case for the last set of results, it is also interesting to relax the regularity required on the coefficients as much as possible, and to let the coefficients depend on $t$, and also to allow degeneracy. See [Fdln] and [StV] for more on this. Exercise 5 below illustrates the natural occurence of degenerate $L$.

We mention that, working with (10.32), we can obtain the solution to

$$
\begin{gather*}
\frac{\partial u}{\partial t}=L u, \text { for } t \geq 0, x \in \Omega  \tag{10.51}\\
u(t, x)=0, \text { for } x \in \partial \Omega, \quad u(0, x)=f(x),
\end{gather*}
$$

by considering a sequence $V_{v} \rightarrow \infty$ on $\mathbb{R}^{m} \backslash \Omega$, as in the analysis in $\S 3$, when $\Omega$ is an open domain in $\mathbb{R}^{m}$, with smooth boundary, or at least with the regularity property used in Proposition 3.3. In analogy with (3.8), we get

$$
\begin{equation*}
u(t)=E_{0}\left(f\left(\mathfrak{X}^{x}(t)\right) \psi_{\bar{\Omega}}\left(\mathfrak{X}^{x}, t\right)\right), \tag{10.52}
\end{equation*}
$$

where

$$
\begin{align*}
\psi_{\bar{\Omega}}\left(\mathfrak{X}^{x}, t\right)=1 & \text { if } \mathfrak{X}^{x}([0, t]) \subset \bar{\Omega},  \tag{10.53}\\
0 & \text { otherwise. }
\end{align*}
$$

The proof can be carried out along the same lines as in the proof of Proposition 3.3, provided $\mathcal{L}_{2}$ (defined in (10.39)) is self-adjoint. Otherwise a different approach is required. Also, when $\mathcal{L}_{2}$ is self-adjoint, the analysis leading to Proposition 3.5 extends to (10.51), for any open $\Omega \subset \mathbb{R}^{m}$, with no boundary regularity required. For other approaches to these matters, and also to the Dirichlet problem for $L u=f$ on $\Omega$, in both the elliptic and degenerate cases, see [Fdln] and [Fr].

We end this section with a look at a special case of (10.1), namely when $\sigma=I$, so we solve

$$
\begin{equation*}
\mathfrak{X}^{x}(t)=x+\omega(t)+\int_{0}^{t} b\left(\mathfrak{X}^{x}(r)\right) d r . \tag{10.54}
\end{equation*}
$$

Assume as before that $b$ is bounded and uniformly Lipschitz. Then the analysis of (10.6) done above implies

$$
\begin{equation*}
e^{t(\Delta+X)} f(x)=E_{0} f\left(\mathfrak{X}^{x}(t)\right), \quad X=\sum b_{j}(x) \partial_{j} . \tag{10.55}
\end{equation*}
$$

On the other hand, in $\S 7$ we derived the formula

$$
\begin{equation*}
e^{t(\Delta+X)} f(x)=E_{x}\left(f(\omega(t)) e^{\mathcal{Z}(t)}\right) \tag{10.56}
\end{equation*}
$$

where

$$
\mathcal{Z}(t)=\frac{1}{2} \int_{0}^{t} b(\omega(s)) \cdot d \omega(s)-\frac{1}{4} \int_{0}^{t}|b(\omega(s))|^{2} d s
$$

We conclude that the right-hand sides of (10.55) and (10.56) coincide. We can restate this identity as follows. Given $x \in \mathbb{R}^{n}$, we have a map

$$
\begin{equation*}
\Xi^{x}: \mathfrak{P}_{0} \rightarrow \mathfrak{P}_{0}, \quad \Xi^{x}(\omega)(t)=\mathfrak{X}^{x}(t) . \tag{10.57}
\end{equation*}
$$

Then Wiener measure $W_{0}$ on $\mathfrak{P}_{0}$ gives rise to a measure $\Xi_{*}^{x} W_{0}$ on $\mathfrak{P}_{0}$, by

$$
\begin{equation*}
\Xi_{*}^{x} W_{0}(S)=W_{0}\left(\left(\Xi^{x}\right)^{-1}(S)\right) \tag{10.58}
\end{equation*}
$$

For example, if $0 \leq t_{1}<\cdots<t_{k}$,

$$
\begin{equation*}
\int_{\mathfrak{P}_{0}} F\left(\omega\left(t_{1}\right), \ldots, \omega\left(t_{k}\right)\right) d \Xi_{*}^{x} W_{0}=E_{0} F\left(\mathfrak{X}^{x}\left(t_{1}\right), \ldots, \mathfrak{X}^{x}\left(t_{k}\right)\right) . \tag{10.59}
\end{equation*}
$$

Thus the identity of (10.55) and (10.56) can be written as

$$
\begin{equation*}
\int_{\mathfrak{P}_{0}} f(\omega(t)) d \Xi_{*}^{x} W_{0}=\int_{\mathfrak{P}_{0}} f(\omega(t)) e^{\mathcal{Z}(t)} d W_{x} \tag{10.60}
\end{equation*}
$$

This is a special case of the following result of Cameron-Martin and Girsanov:
Proposition 10.3. Given $t \in(0, \infty),\left.\quad \Xi_{*}^{x} W_{0}\right|_{\mathfrak{B}_{t}}$ is absolutely continuous with respect to $\left.W_{x}\right|_{\mathfrak{B}_{t}}$, with Radon-Nikodym derivative

$$
\begin{equation*}
\frac{d \Xi_{*}^{x} W_{0}}{d W_{x}}=e^{\mathcal{Z}(t)} . \tag{10.61}
\end{equation*}
$$

Note that by taking $f_{\nu} \nearrow 1$ in (10.56), we have $E_{x}\left(e^{\mathcal{Z}(t)}\right)=1$, so the supermartingale $e^{\mathcal{Z}(t)}$ is actually a martingale in this case.

To prove the proposition, it suffices to show that, for $0 \leq t_{1}<\cdots<t_{k} \leq t$, and a sufficiently large class of continuous functions $f_{j}$,

$$
\begin{align*}
& E_{0}\left(f_{1}\left(\mathfrak{X}^{x}\left(t_{1}\right)\right) \cdots f_{k}\left(\mathfrak{X}^{x}\left(t_{k}\right)\right)\right) \\
& =E_{x}\left(f_{1}\left(\omega\left(t_{1}\right)\right) \cdots f_{k}\left(\omega\left(t_{k}\right)\right) e^{\mathcal{Z}(t)}\right) . \tag{10.62}
\end{align*}
$$

We will get this by extending (10.55) and (10.56) to formulas for the solution operators to time-dependent equations of the form

$$
\begin{equation*}
\frac{\partial u}{\partial t}=(\Delta+X) u-V(t, x) u, \quad u(0)=f . \tag{10.63}
\end{equation*}
$$

Only the coefficient $V(t, x)$ depends on $t ; X$ does not. Parallel to (2.16), we can extend (10.55) to

$$
\begin{equation*}
u(t)=E_{0}\left(f\left(\mathfrak{X}^{x}(t)\right) e^{-\int_{0}^{t} V\left(s, \mathfrak{X}^{x}(s)\right) d s}\right), \tag{10.64}
\end{equation*}
$$

and we can extend (10.56) to

$$
\begin{equation*}
u(t)=E_{x}\left(e^{\mathcal{Z}(t)} f(\omega(t)) e^{-\int_{0}^{t} V(s, \omega(s)) d s}\right) \tag{10.65}
\end{equation*}
$$

Now we can pick $V(s, x)$ to be highly peaked, as a function of $s$, near $s=$ $t_{1}, \ldots, t_{k}$, in such a way as to get

$$
\begin{equation*}
e^{-\int_{0}^{t} V(s, \omega(s)) d s} \approx e^{-V_{1}\left(\omega\left(t_{1}\right)\right)} \ldots e^{-V_{k}\left(\omega\left(t_{k}\right)\right)} \tag{10.66}
\end{equation*}
$$

Thus having the identity of (10.64) and (10.65) for a sufficiently large class of functions $V(s, x)$ can be seen to yield (10.62). We leave the final details to the reader.

For further material on the Cameron-Martin-Girsanov formula (10.61), see [Fr], [Kal], [McK], and [Øk].

## Exercises

1. As an alternative derivation of (10.13), namely,

$$
E_{0}\left(f\left(\mathfrak{X}^{x, s}(t)\right) \mid \mathfrak{B}_{s}\right)=P^{t-s} f(x)
$$

via the Markov property, show that in light of the identity (10.5), it follows by applying (4.12) to $E_{0}\left(f\left(\mathfrak{X}^{x}\left(t-s, \vartheta_{s} \omega\right)\right) \mid \mathfrak{B}_{s}\right)$.
2. Under the hypotheses of Proposition 10.1, show that, for $\lambda>0$,

$$
E_{0}\left(e^{\lambda\left|\mathfrak{X}^{x}(t)-x\right|}\right) \leq 2 e^{2 \lambda^{2} S^{2} t+\lambda B t} .
$$

(Hint: If $\mathcal{Z}(t)$ denotes the last integral in (10.1), use (8.23) to estimate the quantity $E_{0}\left(e^{\lambda|\mathcal{Z}(t)|}\right)$.) Using this estimate in place of (10.10), get as strong a bound as you can on the behavior of $P^{t} f(x)$, for fixed $t \in \mathbb{R}^{+}$, as $|x| \rightarrow \infty$, given $f \in C_{0}\left(\mathbb{R}^{n}\right)$, that is, $f$ continuous with compact support.
3. Granted the hypotheses under which the identity $\left(e^{t \mathcal{L}}\right)^{*}=e^{t(\widetilde{\mathcal{L}}-V)}$ on the space $C_{o}\left(\mathbb{R}^{m}\right) \cap L^{1}\left(\mathbb{R}^{m}\right)$ was established in (10.45), show that if $\widetilde{P}(t)$ denotes $\left(e^{t \mathcal{L}}\right)^{*}$ restricted to $L^{1}\left(\mathbb{R}^{m}\right)$, then $\mathcal{P}(t)=\widetilde{P}(t)^{*}: L^{\infty}\left(\mathbb{R}^{m}\right) \rightarrow L^{\infty}\left(\mathbb{R}^{m}\right)$ is given by the same formula as (10.6):

$$
\mathcal{P}(t) f(x)=E_{0} f\left(\mathfrak{X}^{x}(t)\right), \quad f \in L^{\infty}\left(\mathbb{R}^{m}\right) .
$$

Show that

$$
P(s, x, t, U)=\mathcal{P}(t-s) \chi_{U}(x) .
$$

4. Assume $A(x)$ is real-valued, $A \in C^{2}\left(\mathbb{R}^{m}\right)$, and $A(x) \geq 0$ for all $x$. Show that

$$
|\nabla A(x)|^{2} \leq 4 A(x) \sup \left\{\left|D^{2} A(y)\right|:|x-y|<\frac{2 A(x)}{|\nabla A(x)|}\right\} .
$$

Use this to show that $\sqrt{A(x)}$ is uniformly Lipschitz on $\mathbb{R}^{m}$, establishing the scalar case of Proposition 10.2. (Hint: Reduce to the case $m=1$; show that if $A^{\prime}(c)>0$, then $A^{\prime}$ must change by at least $A^{\prime}(c) / 2$ on an interval of length $\leq 2 A(c) / A^{\prime}(c)$, to prevent $A$ from changing sign. Use the mean-value theorem to deduce $\left|A^{\prime \prime}(\zeta)\right| \geq\left|A^{\prime}(c)\right|^{2} / 4 A(c)$ for some $\zeta$ in this interval.) For the general case of Proposition 10.2, see [Fdln], p. 189.
5. Suppose (10.1) is the system arising in Exercise 4 of $\S 9$, for $\mathfrak{X}=(x, v)$. Show that the generator $L$ for $P^{t}$ is given by

$$
\begin{equation*}
L=\frac{\partial^{2}}{\partial v^{2}}-\left[\beta v+V^{\prime}(x)\right] \frac{\partial}{\partial v}+v \frac{\partial}{\partial x} . \tag{10.67}
\end{equation*}
$$

6. Using methods produced in Chap. 8, §6, to derive Mehler's formula, compute the integral kernel for $e^{t L}$ when $L$ is given by (10.67), with $V(x)=a x^{2}$.
Remark: This integral kernel is smooth for $t>0$, reflecting the hypoellipticity of $\partial_{t}-L$. This is a special case of a general phenomenon analyzed in [Ho]. A discussion of this work can also be found in Chap. 15 of [T3].

## A. The Trotter product formula

It is often of use to analyze the solution operator to an evolution equation of the form

$$
\frac{\partial u}{\partial t}=A u+B u
$$

in terms of the solution operators $e^{t A}$ and $e^{t B}$, which individually might have fairly simple behavior. The case where $A$ is the Laplace operator and $B$ is multiplication by a function is used in $\S 2$ to establish the Feynman-Kac formula, as a consequence of Proposition A. 4 below.

The following result, known as the Trotter product formula, was established in [Tro].

Theorem A.1. Let $A$ and $B$ generate contraction semigroups $e^{t A}$ and $e^{t B}$, on a Banach space $X$. If $\overline{A+B}$ is the generator of a contraction semigroup $R(t)$, then

$$
\begin{equation*}
R(t) f=\lim _{n \rightarrow \infty}\left(e^{(t / n) A} e^{(t / n) B}\right)^{n} f \tag{A.1}
\end{equation*}
$$

for all $f \in X$.
Here, $\overline{A+B}$ denotes the closure of $A+B$. A simplified proof in the case where $A+B$ itself is the generator of $R(t)$ is given in an appendix to [Nel2]. We will give that proof.

Proposition A.2. Assume that $A, B$, and $A+B$ generate contraction semigroups $P(t), Q(t)$, and $R(t)$ on $X$, respectively, where $\mathcal{D}(A+B)=\mathcal{D}(A) \cap \mathcal{D}(B)$. Then (A.1) holds for all $f \in X$.

Proof. It suffices to prove (A.1) for $f \in \mathcal{D}=\mathcal{D}(A+B)$. In such a case, we have

$$
\begin{equation*}
P(h) Q(h) f-f=h(A+B) f+o(h) \tag{A.2}
\end{equation*}
$$

since $P(h) Q(h) f-f=(P(h) f-f)+P(h)(Q(h) f-f)$. Also, $R(h) f-f=$ $h(A+B)+o(h)$, so

$$
P(h) Q(h) f-R(h) f=o(h) \text { in } X, \text { for } f \in \mathcal{D} .
$$

Since $A+B$ is a closed operator, $\mathcal{D}$ is a Banach space in the norm $\|f\|_{\mathcal{D}}=$ $\|(A+B) f\|+\|f\|$. For each $f \in \mathcal{D}, h^{-1}(P(h) Q(h)-R(h)) f$ is a bounded set in $X$. By the uniform boundedness principle, there is a constant $C$ such that

$$
\frac{1}{h}\|P(h) Q(h) f-R(h) f\| \leq C\|f\|_{\mathcal{D}}
$$

for all $h>0$ and $f \in \mathcal{D}$. In other words, $\left\{h^{-1}(P(h) Q(h)-R(h)): h>0\right\}$ is bounded in $\mathcal{L}(\mathcal{D}, X)$, and the family tends strongly to 0 as $h \rightarrow 0$. Consequently,

$$
\frac{1}{h}\|P(h) Q(h) f-R(h) f\| \longrightarrow 0
$$

uniformly for $f$ is a compact subset of $\mathcal{D}$.
Now, with $t \geq 0$ fixed, for any $f \in \mathcal{D},\{R(s) f: 0 \leq s \leq t\}$ is a compact subset of $\mathcal{D}$, so

$$
\begin{equation*}
\|(P(h) Q(h)-R(h)) R(s) f\|=o(h), \tag{A.3}
\end{equation*}
$$

uniformly for $0 \leq s \leq t$. Set $h=t / n$. We need to show that $(P(h) Q(h))^{n} f-$ $R(h n) f \rightarrow 0$, as $n \rightarrow \infty$. Indeed, adding and subtracting terms of the form $(P(h) Q(h))^{j} R(h n-h j)$, and using $\|P(h) Q(h)\| \leq 1$, we have

$$
\begin{align*}
& \left\|(P(h) Q(h))^{n} f-R(h n) f\right\| \\
& \leq\|(P(h) Q(h)-R(h)) R(h(n-1)) f\|  \tag{A.4}\\
& \quad+\|(P(h) Q(h)-R(h)) R(h(n-2)) f\| \\
& \quad+\cdots+\|(P(h) Q(h)-R(h)) f\| .
\end{align*}
$$

This is a sum of $n$ terms that are uniformly $o(t / n)$, by (A.3), so the proof is done.
Note that the proof of Proposition A. 2 used the contractivity of $P(t)$ and of $Q(t)$, but not that of $R(t)$. On the other hand, the contractivity of $R(t)$ follows
from (A.1). Furthermore, the hypothesis that $P(t)$ and $Q(t)$ are contraction semigroups can be generalized to $\|P(t)\| \leq e^{a t},\|Q(t)\| \leq e^{b t}$. If $C=A+B$ generates a semigroup $R(t)$, we conclude that $\|R(t)\| \leq \bar{e}^{(a+b) t}$.

We also note that only certain properties of $S(h)=P(h) Q(h)$ play a role in the proof of Proposition A.2. We use

$$
\begin{equation*}
S(h) f-f=h C f+o(h), \quad f \in \mathcal{D}=\mathcal{D}(C) \tag{A.5}
\end{equation*}
$$

where $C$ is the generator of the semigroup $R(h)$, to get

$$
\begin{equation*}
S(h) f-R(h) f=o(h), \quad f \in \mathcal{D} . \tag{A.6}
\end{equation*}
$$

As above, we have $h^{-1}\|S(h) f-R(h) f\| \leq C\|f\|_{\mathcal{D}}$ in this case, and consequently $h^{-1}\|S(h) f-R(h) f\| \rightarrow 0$ uniformly for $f$ in a compact subset of $\mathcal{D}$, such as $\{R(s) f: 0 \leq s \leq t\}$. Thus we have analogues of (A.3) and (A.4), with $P(h) Q(h)$ everywhere replaced by $S(h)$, proving the following.

Proposition A.3. Let $S(t)$ be a strongly continuous, operator-valued function of $t \in[0, \infty)$, such that the strong derivative $S^{\prime}(0) f=C f$ exists, for $f \in \mathcal{D}=$ $\mathcal{D}(C)$, where $C$ generates a semigroup on a Banach space $X$. Assume $\|S(t)\| \leq 1$ or, more generally, $\|S(t)\| \leq e^{c t}$. Then, for all $f \in X$,

$$
\begin{equation*}
e^{t C} f=\lim _{n \rightarrow \infty} S\left(n^{-1} t\right)^{n} f \tag{A.7}
\end{equation*}
$$

This result was established in [Chf], in the more general case where $S^{\prime}(0)$ has closure $C$, generating a semigroup.

Proposition A. 2 applies to the following important family of examples. Let $X=L^{p}\left(\mathbb{R}^{n}\right), 1 \leq p<\infty$, or let $X=C_{o}\left(\mathbb{R}^{n}\right)$, the space of continuous functions vanishing at infinity. Let $A=\Delta$, the Laplace operator, and $B=-M_{V}$, that is, $B f(x)=-V(x) f(x)$. If $V$ is bounded and continuous on $\mathbb{R}^{n}$, then $B$ is bounded on $X$, so $\Delta-V$, with domain $\mathcal{D}(\Delta)$, generates a semigroup, as shown in Proposition 9.12 of Appendix A. Thus Proposition A. 2 applies, and we have the following:

Proposition A.4. If $X=L^{p}\left(\mathbb{R}^{n}\right), 1 \leq p<\infty$, or $X=C_{o}\left(\mathbb{R}^{n}\right)$, and if $V$ is bounded and continuous on $\mathbb{R}^{n}$, then, for all $f \in X$,

$$
\begin{equation*}
e^{t(\Delta-V)} f=\lim _{n \rightarrow \infty}\left(e^{(t / n) \Delta} e^{-(t / n) V}\right)^{n} f \tag{A.8}
\end{equation*}
$$

This is the result used in §2. If $X=L^{p}\left(\mathbb{R}^{n}\right), p<\infty$, we can in fact take $V \in L^{\infty}\left(\mathbb{R}^{n}\right)$. See the exercises for other extensions of this proposition.

It will be useful to extend Proposition A. 2 to solution operators for timedependent evolution equations:

$$
\begin{equation*}
\frac{\partial u}{\partial t}=A u+B(t) u, \quad u(0)=f \tag{A.9}
\end{equation*}
$$

We will restrict attention to the special case that $A$ generates a contraction semigroup and $B(t)$ is a continuous family of bounded operators on a Banach space $X$. The solution operator $S(t, s)$ to (A.9), satisfying $S(t, s) u(s)=u(t)$, can be constructed via the integral equation

$$
\begin{equation*}
u(t)=e^{t A} f+\int_{0}^{t} e^{(t-s) A} B(s) u(s) d s \tag{A.10}
\end{equation*}
$$

parallel to the proof of Proposition 9.12 in Appendix A on functional analysis. We have the following result.

Proposition A.5. If A generates a contraction semigroup and $B(t)$ is a continuous family of bounded operators on $X$, then the solution operator to (A.9) satisfies

$$
\begin{equation*}
S(t, 0) f=\lim _{t \rightarrow \infty}\left(e^{(t / n) A} e^{(t / n) B((n-1) t / n)}\right) \cdots\left(e^{(t / n) A} e^{(t / n) B(0)}\right) f \tag{A.11}
\end{equation*}
$$

for each $f \in X$.
There are $n$ factors in parentheses on the right side of (A.11), the $j$ th from the right being $e^{(t / n) A} e^{(t / n) B((j-1) t / n)}$.

The proof has two parts. First, in close parallel to the derivation of (A.4), we have, for any $f \in \mathcal{D}(A)$, that the difference between the right side of (A.11) and

$$
\begin{equation*}
e^{(t / n)(A+B((n-1) t / n))} \cdots e^{(t / n)(A+B(0))} f \tag{A.12}
\end{equation*}
$$

has norm $\leq n \cdot o(1 / n)$, tending to zero as $n \rightarrow \infty$, for $t$ in any bounded interval $[0, T]$. Second, we must compare (A.12) with $S(t, 0) f$. Now, for any fixed $t>0$, define $v(s)$ on $0 \leq s \leq t$ by

$$
\begin{equation*}
\frac{\partial v}{\partial s}=A v+B\left(\frac{j-1}{n} t\right) v, \quad \frac{j-1}{n} t \leq s<\frac{j}{n} t ; \quad v(0)=f \tag{A.13}
\end{equation*}
$$

Thus (A.12) is equal to $v(t)$. Now we can write

$$
\begin{equation*}
\frac{\partial v}{\partial s}=A v+B(s) v+R(s) v, \quad v(0)=f \tag{A.14}
\end{equation*}
$$

where, for $n$ large enough, $\|R(s)\| \leq \varepsilon$, for $0 \leq s \leq t$. Thus

$$
\begin{equation*}
v(t)=S(t, 0) f+\int_{0}^{t} S(t, s) R(s) v(s) d s \tag{A.15}
\end{equation*}
$$

and the last term in (A.15) is small. This establishes (A.11).
Thus we have the following extension of Proposition A.4. Denote by $B C\left(\mathbb{R}^{n}\right)$ the space of bounded, continuous functions on $\mathbb{R}^{n}$, with the sup norm.

Proposition A.6. If $X=L^{p}\left(\mathbb{R}^{n}\right), 1 \leq p<\infty$, or $X=C_{o}\left(\mathbb{R}^{n}\right)$, and if $V(t)$ belongs to $C\left([0, \infty), B C\left(\mathbb{R}^{n}\right)\right)$, then the solution operator $S(t, 0)$ to

$$
\frac{\partial u}{\partial t}=\Delta u-V(t) u
$$

satisfies
(A.16) $S(t, 0) f=\lim _{n \rightarrow \infty}\left(e^{(t / n) \Delta} e^{-(t / n) V((n-1) t / n)}\right) \cdots\left(e^{(t / n) \Delta} e^{-(t / n) V(0)}\right) f$, for all $f \in X$.

To end this appendix, we give an alternative proof of the Trotter product formula when $A u=\Delta u$ and $B u(x)=V(x) u(x)$, which, while valid for a more restricted class of functions $V(x)$ than the proof of Proposition A.4, has some desirable features. Here, we define $v_{k}=\left(e^{(1 / n) \Delta} e^{-(1 / n) V}\right)^{k} f$ and set

$$
\begin{equation*}
v(t)=e^{s \Delta} e^{-s V} v_{k}, \text { for } t=\frac{k}{n}+s, 0 \leq s \leq \frac{1}{n} . \tag{A.17}
\end{equation*}
$$

We use Duhamel's principle to compare $v(t)$ with $u(t)=e^{t(\Delta-V)} f$. Note that $v(t) \rightarrow v_{k+1}$ as $t \nearrow(k+1) / n$, and for $k / n<t<(k+1) / n$,

$$
\begin{align*}
\frac{\partial v}{\partial t} & =\Delta v-e^{s \Delta} V e^{-s V} v_{k}  \tag{A.18}\\
& =(\Delta-V) v+\left[V, e^{s \Delta}\right] e^{-s V} v_{k}
\end{align*}
$$

Thus, by Duhamel's principle,

$$
\begin{equation*}
v(t)=e^{t(\Delta-V)} f+\int_{0}^{t} e^{(t-s)(\Delta-V)} R(s) d s \tag{A.19}
\end{equation*}
$$

where

$$
\begin{equation*}
R(s)=\left[V, e^{\sigma \Delta}\right] e^{-\sigma V} v_{k}, \text { for } s=\frac{k}{n}+\sigma, 0 \leq \sigma<\frac{1}{n} . \tag{A.20}
\end{equation*}
$$

We can write $\left[V, e^{\sigma \Delta}\right]=\left[V, e^{\sigma \Delta}-1\right]$, and hence

$$
\begin{equation*}
R(s)=V\left(e^{\sigma \Delta}-1\right) e^{-\sigma V} v_{k}-\left(e^{\sigma \Delta}-1\right) V e^{-\sigma V} v_{k} \tag{A.21}
\end{equation*}
$$

Now, as long as

$$
\begin{equation*}
\mathcal{D}(\Delta-V)=\mathcal{D}(\Delta)=H^{2}\left(\mathbb{R}^{n}\right) \tag{A.22}
\end{equation*}
$$

we have, for $0 \leq \gamma \leq 1$,

$$
\begin{equation*}
\left\|e^{t(\Delta-V)}\right\|_{\mathcal{L}\left(H^{-2 \gamma}, L^{2}\right)}=\left\|e^{t(\Delta-V)}\right\|_{\mathcal{L}\left(L^{2}, H^{2 \gamma}\right)} \leq C(T) t^{-\gamma} \tag{A.23}
\end{equation*}
$$

for $0<t \leq T$. Thus, if we take $\gamma \in(0,1)$ and $t \in(0, T]$, we have for

$$
\begin{equation*}
F(t)=\int_{0}^{t} e^{(t-s)(\Delta-V)} R(s) d s \tag{A.24}
\end{equation*}
$$

the estimate

$$
\begin{equation*}
\|F(t)\|_{L^{2}} \leq C \int_{0}^{t}(t-s)^{-\gamma}\|R(s)\|_{H^{-2 \gamma}} d s \tag{A.25}
\end{equation*}
$$

We can estimate $\|R(s)\|_{H^{-2 \gamma}}$ using (A.21), together with the estimate

$$
\begin{equation*}
\left\|e^{\sigma \Delta}-1\right\|_{\mathcal{L}\left(L^{2}, H^{-2 \gamma}\right)} \leq C \sigma^{\gamma}, \quad 0 \leq \gamma \leq 1 \tag{A.26}
\end{equation*}
$$

Since $\sigma \in[0,1 / n]$ in (A.21), we have

$$
\begin{align*}
\|R(s)\|_{H^{-2 \gamma}} & \leq C n^{-\gamma} \varphi(V)\|f\|_{L^{2}} \\
\varphi(V) & =\left(\|V\|_{\mathcal{L}\left(H^{2 \gamma}\right)}+\|V\|_{L^{\infty}}\right) e^{s\|V\|_{L^{\infty}}} \tag{A.27}
\end{align*}
$$

Thus, estimating $v(t)=u(t)$ at $t=1$, we have

$$
\begin{equation*}
\left\|\left(e^{(1 / n) \Delta} e^{-(1 / n) V}\right)^{n} f-e^{(\Delta-V)} f\right\|_{L^{2}} \leq C_{\gamma} \varphi(V)\|f\|_{L^{2}} \cdot n^{-\gamma} \tag{A.28}
\end{equation*}
$$

for $0<\gamma<1$, provided multiplication by $V$ is a bounded operator on $H^{2 \gamma}\left(\mathbb{R}^{n}\right)$. Note that this holds if $D^{\alpha} V \in L^{\infty}\left(\mathbb{R}^{n}\right)$ for $|\alpha| \leq 2$, and

$$
\begin{equation*}
\|V\|_{\mathcal{L}\left(H^{2 \gamma}\right)} \leq C \sup _{|\alpha| \leq 2}\left\|D^{\alpha} V\right\|_{L^{\infty}} \tag{A.29}
\end{equation*}
$$

One can similarly establish the estimate

$$
\text { (A.30) } \quad\left\|\left(e^{(t / n) \Delta} e^{-(t / n) V}\right)^{n} f-e^{t(\Delta-V)} f\right\|_{L^{2}} \leq C(t) \varphi(V)\|f\|_{L^{2}} \cdot n^{-\gamma}
$$

## Exercises

1. Looking at Exercises 2-4 of §2, Chap. 8, extend Proposition A. 4 to any $V$, continuous on $\mathbb{R}^{n}$, such that $\operatorname{Re} V(x)$ is bounded from below and $|\operatorname{Im} V(x)|$ is bounded.
(Hint: First apply those exercises directly to the case where $V$ is smooth, real-valued, and bounded from below.)
2. Let $H=L^{2}(\mathbb{R}), A f=d f / d x, B f=i x f(x)$, so $e^{t A} f(x)=f(x+t), e^{t B} f(x)=$ $e^{i t x} f(x)$. Show that Theorem A. 1 applies to this case, but not Proposition A.2. Compute both sides of

$$
e^{p A+q B} f=\lim _{n \rightarrow \infty}\left(e^{(p / n) A} e^{(q / n) B}\right)^{n} f
$$

and verify this identity directly.
Compare with the discussion of the Heisenberg group, in $\S 14$ of Chap. 7.
3. Suppose $A$ and $B$ are bounded operators. Show that

$$
\left\|e^{t(A+B)}-\left(e^{(t / n) A} e^{(t / n) B}\right)^{n}\right\| \leq \frac{C t}{n}
$$

and that

$$
\left\|e^{t(A+B)}-\left(e^{(t / 2 n) A} e^{(t / n) B} e^{(t / 2 n) A}\right)^{n}\right\| \leq \frac{c t}{n^{2}}
$$

(Hint: Use the power series expansions for $e^{(t / n) A}$, and so forth.)
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## 12

## The $\bar{\partial}$-Neumann Problem

## Introduction

Here we study a boundary problem arising in the theory of functions of several complex variables. A function $u$ on an open domain $\Omega \subset \mathbb{C}^{n}$ is holomorphic if $\bar{\partial} u=0$, where

$$
\begin{equation*}
\bar{\partial} u=\sum_{j} \frac{\partial u}{\partial \bar{z}_{j}} d \bar{z}_{j} \tag{0.1}
\end{equation*}
$$

with $d \bar{z}_{j}=d x_{j}-i d y_{j}$ and

$$
\begin{equation*}
\frac{\partial u}{\partial \bar{z}_{j}}=\frac{1}{2}\left(\frac{\partial u}{\partial x_{j}}+i \frac{\partial u}{\partial y_{j}}\right) . \tag{0.2}
\end{equation*}
$$

In the study of complex function theory on $\Omega$, one is led to consider the equation

$$
\begin{equation*}
\bar{\partial} u=f, \tag{0.3}
\end{equation*}
$$

with $f=\sum f_{j} d \bar{z}_{j}$. More generally, one studies (0.3) as an equation for a $(0, q)$ form $u$, given a $(0, q+1)$-form $f$; definitions of these terms are given in $\S 1$. One is led to a study of a boundary problem for the second-order operator

$$
\begin{equation*}
\square=\overline{\partial \partial}^{*}+\bar{\partial}^{*} \bar{\partial}, \tag{0.4}
\end{equation*}
$$

the $\bar{\partial}$-Neumann boundary problem, which will also be specified in $\S 1$. While the operator $\square$ is elliptic, the boundary condition does not satisfy the regularity condition dealt with in Chap. 5. The solution to this boundary problem by J. J. Kohn [K1] thus marked an important milestone in the theory of linear PDE, as well as a significant advance in complex function theory.

The way that ( 0.3 ) leads to the $\bar{\partial}$-Neumann problem is somewhat parallel to the way the deRham complex leads to the boundary problems for the Hodge

Laplacian discussed in $\S 9$ of Chap. 5. Appendix A to this chapter puts the deRham complex in a general context. Though appendices to chapters in this book are almost always put at the end of their chapters, we put this one at the beginning, since its role is to link the previous material on the Hodge Laplacian, particularly with absolute boundary conditions, to the material of this chapter.

In $\S 1$ we introduce the $\bar{\partial}$ complex and the $\bar{\partial}$-Neumann problem, and show that it is not regular. $\S \S 2-4$ are devoted to establishing replacements for the regular elliptic estimates established in Chap. 5, for ( 0,1 )-forms, under a "geometrical" hypothesis on $\Omega$, namely that it be "strongly pseudoconvex." This notion is defined in $\S 2$, in the course of establishing an estimate of C. B. Morrey. In $\S 3$ we show how this leads to a " $1 / 2$-estimate," to wit, an estimate of the form

$$
\begin{equation*}
Q(u, u) \geq C\|u\|_{H^{1 / 2}}^{2} \tag{0.5}
\end{equation*}
$$

in a situation where a regular elliptic boundary problem would yield an estimate on $\|u\|_{H^{1}}^{2}$. We then define the Friedrichs extension $\mathcal{L}$ of $\square$, and show that it has compact resolvent. In $\S 4$ we produce higher-order a priori estimates, of the form

$$
\begin{equation*}
\|u\|_{H^{k+1}} \leq C\|\mathcal{L} u\|_{H^{k}} \tag{0.6}
\end{equation*}
$$

assuming $u \in \mathcal{D}(\mathcal{L})$ is smooth on $\bar{\Omega}$. In $\S 5$ we establish the associated regularity theorem, that $\mathcal{L}^{-1}: H^{k}\left(\Omega, \Lambda^{0,1}\right) \rightarrow H^{k+1}\left(\Omega, \Lambda^{0,1}\right)$. Following [KN], we use the method of elliptic regularization to accomplish this.

In $\S 6$ we apply the results established in $\S \S 2-5$ to solve (0.3), when $f$ is a ( 0,1 )-form satisfying $\bar{\partial} f=0$ and smooth on $\bar{\Omega}$ (assumed to be strongly pseudoconvex). We obtain a solution $u \in C^{\infty}(\bar{\Omega})$ under these hypotheses. As a consequence, we show that such $\Omega$ is a "domain of holomorphy"; that is, there exist holomorphic functions on $\Omega$ that cannot be extended beyond any point of $\partial \Omega$.

In $\S 7$ we derive a formula for the orthogonal projection $B$ of $L^{2}(\Omega)$ onto the subspace $\mathcal{H}(\Omega)$ of $L^{2}$-holomorphic functions on $\Omega$, in terms of $\mathcal{L}^{-1}$ acting on ( 0,1 )-forms, and we establish some consequences. We consider Toeplitz operators, of the form $T_{f}=B M_{f}$, on $\mathcal{H}(\Omega)$, for $f \in C(\bar{\Omega})$. We show that $T_{f}$ is Fredholm if $\left.f\right|_{\partial \Omega}$ is invertible, and we briefly discuss the problem of computing the index of $T_{f}$; this index problem is related to index problems considered in Chap. 10.

In §§2-6 we concentrate on $(0,1)$-forms, making use of this theory to study $(0,0)$-forms in $\S 7$. In $\S 8$ we study the $\bar{\partial}$-Neumann problem on $(0, q)$-forms for general $q \geq 1$. The main point is to extend Morrey's inequality. Once this is done, it is routine to extend the arguments of $\S \S 3-6$. We also have in $\S 8$ an extension of results of $\S 7$ regarding the compactness of commutators of $M_{f}$, for $f \in C(\bar{\Omega})$, with certain projections, namely the orthogonal projections onto the positive, negative, and zero spectral subspaces of the relevant closed extension of $\bar{\partial}+\bar{\partial}^{*}$ on $\bigoplus_{q \geq 0} L^{2}\left(\Omega, \Lambda^{0, q}\right)$.

In $\S 9$ we discuss a method that provides an alternative to the sort of energy estimates done in $\S \S 2-5$, namely reduction of the problem to an equation on the boundary, of the form

$$
\begin{equation*}
\square^{+} g=f \tag{0.7}
\end{equation*}
$$

where $\square^{+}$is a first-order pseudodifferential operator on $\partial \Omega$. The operator $\square^{+}$ is not elliptic; its principal symbol is $\geq 0$ and vanishes to second order on a ray bundle over $\partial \Omega$. We show that this operator is hypoelliptic when $\Omega$ is strongly pseudoconvex. In fact, we do this via energy estimates that are not completely different from those arising in earlier sections, though alternative approaches to the analysis of $\square^{+}$are mentioned.

Up through $\S 9$, our attention is confined to the $\bar{\partial}$-complex on domains in $\mathbb{C}^{n}$. In $\S 10$ we analyze the $\bar{\partial}$-complex on a strongly pseudoconvex, complex manifold; in fact, we consider manifolds with an almost complex structure, satisfying an integrability condition, that can be stated as

$$
\begin{equation*}
\bar{\partial}^{2}=0 \tag{0.8}
\end{equation*}
$$

By doing the estimates in this context, one is able to prove the NewlanderNirenberg theorem, that an integrable, almost complex structure actually is a complex structure, admitting local holomorphic coordinates. (In fact, all this was done by Kohn in [K1].)

At the end of this chapter are two additional appendices. Appendix B gives some complementary results on the Levi form, introduced in $\S 2$ in the course of deriving Morrey's inequality and defining strong pseudoconvexity. Appendix C derives a result on the Neumann operator $\mathcal{N}$ for the Dirichlet problem (for the Laplace operator), useful for the analysis in $\S 9$. Namely, we specify the principal symbol of $\mathcal{N}+\sqrt{-\Delta_{X}} \in O P S^{0}(\partial \Omega)$, where $\Delta_{X}$ is the Laplace operator on $X=\partial \Omega$, in terms of the second fundamental form of $\partial \Omega \hookrightarrow \bar{\Omega}$.

Other methods have been applied to the $\bar{\partial}$-complex. We mention particularly the method of weighted $L^{2}$-estimates, such as done in [AV, Ho1], and [Ho3]. These methods also apply directly to general pseudoconvex domains (i.e., one can omit the "strong"), though they ignore detailed boundary behavior. Another approach to the $\bar{\partial}$-equation is given in [EMM]. There has also been considerable work on the $\bar{\partial}$-Neumann problem on various classes of weakly pseudoconvex domains, including particularly [Cat, Chr, FeK, K2], and [NRSW].

There is a very different approach to the $\bar{\partial}$-equation, making use of explicit integral kernels; see the survey article of [Kh], or [HP1].

As another offshoot of the study of the $\bar{\partial}$-complex, we mention the study of "CR manifolds" (of which the boundary of a complex domain is the simplest example); surveys of this are given in [Bog] and [Tai]. Also, there are studies of general overdetermined systems; see [Sp] for a survey.

## A. Elliptic complexes

We give a brief discussion of a setting in which the study of boundary problems for the Hodge Laplacian in $\S 9$ of Chap. 5 can be included. The Hodge Laplacian arises from the deRham complex, a sequence of maps

$$
\begin{equation*}
\cdots \xrightarrow{d} \Lambda^{k} \xrightarrow{d} \Lambda^{k+1} \xrightarrow{d} \cdots, \tag{A.1}
\end{equation*}
$$

where $d$ is the exterior derivative. Key properties are that $d^{2}=0$ and that the symbol sequence is exact, for each nonzero $\xi \in T_{x}^{*}$ :

$$
\begin{equation*}
\cdots \xrightarrow{\wedge_{\xi}} \Lambda^{k} T_{x}^{*} \xrightarrow{\wedge_{\xi}} \Lambda^{k+1} T_{x}^{*} \xrightarrow{\wedge_{\xi}} \cdots . \tag{A.2}
\end{equation*}
$$

This implies that $d^{*} d+d d^{*}$ is elliptic.
More generally, consider a sequence of first-order differential operators between sections of vector bundles $F_{j} \rightarrow \bar{M}$. For notational simplicity, we will use script (e.g., $\mathcal{F}_{j}$ ) to denote spaces of smooth sections of various vector bundles. Suppose we have maps

$$
\begin{equation*}
\vartheta: \mathcal{F}_{k} \longrightarrow \mathcal{F}_{k+1}, \quad \vartheta^{2}=0 \tag{A.3}
\end{equation*}
$$

Suppose the symbol sequence is exact; we are said to have an elliptic complex. Set

$$
\begin{equation*}
E_{0}=\bigoplus_{j} F_{2 j}, \quad E_{1}=\bigoplus_{j} F_{2 j+1}, \quad E=E_{0} \oplus E_{1} \tag{A.4}
\end{equation*}
$$

so we also have spaces of sections, $\mathcal{E}_{0}, \mathcal{E}_{1}$, and $\mathcal{E}$. Using metrics on $F_{j}$ and $\bar{M}$ to define $\vartheta^{*}: \mathcal{F}_{k} \rightarrow \mathcal{F}_{k-1}$, we have

$$
\begin{equation*}
D_{0}: \mathcal{E}_{0} \longrightarrow \mathcal{E}_{1}, \quad D_{1}: \mathcal{E}_{1} \longrightarrow \mathcal{E}_{0}, \quad D_{j}=\vartheta+\vartheta^{*} \tag{A.5}
\end{equation*}
$$

and we fit these together to form $D: \mathcal{E} \rightarrow \mathcal{E}$. Since $\vartheta^{2}=0$, we have

$$
\begin{equation*}
D^{*} D=D^{2}=\vartheta \vartheta^{*}+\vartheta^{*} \vartheta: \mathcal{F}_{k} \longrightarrow \mathcal{F}_{k} \tag{A.6}
\end{equation*}
$$

Now the general Green formula implies

$$
\begin{equation*}
\left(D^{*} D u, v\right)=(D u, D v)+\beta(u, v) \tag{A.7}
\end{equation*}
$$

with boundary term

$$
\begin{equation*}
\beta(u, v)=\frac{1}{i} \int_{\partial M}\left[\left\langle\sigma_{D_{1}}(x, v) D_{0} u_{0}, v_{0}\right\rangle+\left\langle\sigma_{D_{0}}(x, v) D_{1} u_{1}, v_{1}\right\rangle\right] d S \tag{A.8}
\end{equation*}
$$

where we write $u \in \mathcal{E}$ as $u=u_{0}+u_{1}, u_{j} \in \mathcal{E}_{j}$. For the sake of definiteness, let us take

$$
\begin{equation*}
u \in \mathcal{F}_{\ell}, \quad v \in \mathcal{F}_{\ell}, \tag{A.9}
\end{equation*}
$$

for a fixed $\ell$. Then

$$
\begin{align*}
\beta(u, v) & =\frac{1}{i} \int_{\partial M}\left\langle\left(\vartheta+\vartheta^{*}\right) u, \sigma_{\left(\vartheta+\vartheta^{*}\right)}(x, v) v\right\rangle d S \\
& =\frac{1}{i} \int_{\partial M}\left[\left\langle\vartheta u, \sigma_{\vartheta}(x, v) v\right\rangle+\left\langle\vartheta^{*} u, \sigma_{\vartheta}(x, v) v\right\rangle\right] d S . \tag{A.10}
\end{align*}
$$

We rewrite this in two different ways, parallel to (9.1) and (9.2) of Chap. 5, respectively, namely

$$
\begin{equation*}
\beta(u, v)=\frac{1}{i} \int_{\partial M}\left[\left\langle\vartheta u, \sigma_{\vartheta}(x, v) v\right\rangle+\left\langle\sigma_{\vartheta}(x, v) \vartheta^{*} u, v\right\rangle\right] d S \tag{A.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta(u, v)=\frac{1}{i} \int_{\partial M}\left[\left\langle\sigma_{\vartheta^{*}}(x, v) \vartheta u, v\right\rangle+\left\langle\vartheta^{*} u, \sigma_{\vartheta^{*}}(x, v) v\right\rangle\right] d S . \tag{A.12}
\end{equation*}
$$

Thus there arise two boundary problems for $D^{*} D$ on $\mathcal{F}_{\ell}$, the generalization of the "relative" boundary condition (9.4):

$$
\begin{equation*}
\sigma_{\vartheta}(x, v) u=0, \quad \sigma_{\vartheta}(x, v) \vartheta^{*} u=0 \text { on } \partial M, \tag{A.13}
\end{equation*}
$$

and the generalization of the "absolute" boundary condition (9.5) of Chap. 5:

$$
\begin{equation*}
\sigma_{\vartheta^{*}}(x, v) u=0, \quad \sigma_{\vartheta^{*}}(x, v) \vartheta u=0 \text { on } \partial M . \tag{A.14}
\end{equation*}
$$

In each case we have $\beta(u, v)=0$ provided $u$ and $v$ satisfy the boundary condition. We remark that the "absolute" boundary condition (A.14) is often called the "abstract Neumann boundary condition."

Define Sobolev spaces $H_{b}^{j}\left(M, F_{\ell}\right)$ in analogy with (9.11) of Chap. 5, with $b=R$ or $A$; namely, $u \in H^{1}\left(M, F_{\ell}\right)$ belongs to $H_{b}^{1}\left(M, F_{\ell}\right)$ if and only if the zero-order boundary condition in (A.13) (for $b=R$ ) or (A.14) (for $b=A$ ) is satisfied, and $u \in H^{2}\left(M, F_{\ell}\right)$ belongs to $H_{b}^{2}\left(M, F_{\ell}\right)$ if and only if both boundary conditions, in either (A.13) or (A.14), are satisfied.

Lemma A.1. Given $u \in H_{b}^{1}\left(M, F_{\ell}\right)$ and $D^{*} D u \in L^{2}\left(M, F_{\ell}\right)$, then $\beta(u, v)=0$ for all $v \in H_{b}^{1}\left(M, F_{\ell}\right)$ if and only if all the appropriate boundary data for $u$ $\operatorname{vanish}\left(e . g ., \sigma_{\vartheta}(x, v) \vartheta^{*} u=0\right.$ on $\partial M$, in case $\left.b=R\right)$.

Proof. We need to establish the "only if" part. Take the case $b=R$. To start the argument, pick $\sigma \in C^{\infty}\left(\bar{M}, \operatorname{Hom}\left(F_{\ell-1}, F_{\ell}\right)\right)$ such that $\sigma(x)=\sigma_{\vartheta}(x, v)$ for $x \in \partial M$. Then, for any $w \in \mathcal{F}_{\ell-1}$, we have $v=\sigma w \in H_{R}^{1}\left(M, F_{\ell}\right)$, and hence, for any $u \in H_{R}^{1}\left(M, F_{\ell}\right)$,

$$
\begin{align*}
\beta(u, v) & =\frac{1}{i} \int_{\partial M}\left\langle\sigma_{\vartheta}(x, v) \vartheta^{*} u, \sigma_{\vartheta}(x, v) w\right\rangle d S \\
& =\frac{1}{i} \int_{\partial M}\left\langle\sigma_{\vartheta}(x, v)^{*} \sigma_{\vartheta}(x, v)\left(\vartheta^{*} u\right), w\right\rangle d S \tag{A.15}
\end{align*}
$$

This vanishes for all $w \in \mathcal{F}_{\ell-1}$ if and only if $\sigma_{\vartheta}(x, v)^{*} \sigma_{\vartheta}(x, v)\left(\vartheta^{*} u\right)=0$ on $\partial M$, which in turn occurs if and only if $\sigma_{\vartheta}(x, v)\left(\vartheta^{*} u\right)=0$ on $\partial M$. This establishes the lemma for $b=R$; the case $b=A$ is similar.

Of course, the method of proof of the existence and regularity results in Propositions 9.4-9.7 of Chap. 5, via Lemma 9.2, does not extend to this more general situation. It is conceivable that one of the boundary conditions, (A.13) or (A.14), for $L=D^{*} D$, could be regular for all $\ell$, for some $\ell$, or for no $\ell$. Since $L$ is strongly elliptic, Proposition 11.13 of Chap. 5 can be used to examine regularity. We will now investigate consequences of the hypothesis that one of these boundary conditions is regular, for $L$ acting on sections of $F_{\ell}$. We will call this hypothesis $\operatorname{Reg}(\vartheta, \ell, b)$, with $b=R$ or $A$.

Let us define the unbounded operator $D_{\ell b}$ on $L^{2}\left(M, F_{\ell}\right) \rightarrow L^{2}(M, E)$ to be the closure of $D$ acting on $H_{b}^{1}\left(M, F_{\ell}\right)$. Let $D_{\ell b}^{*}$ denote the Hilbert space adjoint of $D_{\ell b}$, an unbounded operator on $L^{2}(M, E)$. Then $\mathcal{L}=D_{\ell b}^{*} D_{\ell b}$ is an unbounded, self-adjoint operator on $L^{2}\left(M, F_{\ell}\right)$, with dense domain $\mathcal{D}(\mathcal{L})$. Since for all $u \in \mathcal{D}(\mathcal{L}), v \in H_{b}^{1}\left(M, F_{\ell}\right)$, we have $(\mathcal{L} u, v)=(D u, D v)$, taking $v \in \mathcal{F}_{\ell}$ compactly supported in the interior $M$ implies $\mathcal{L} u=D^{*} D u$ in $\mathcal{D}^{\prime}(M)$. Hence $u$ has well-defined boundary data, in (A.13) or (A.14), and, by Lemma A.1, the appropriate boundary data vanish. Therefore, the regularity result of Proposition 11.14 in Chap. 5 is applicable; we have $\mathcal{D}(\mathcal{L}) \subset H_{b}^{2}\left(M, F_{\ell}\right)$, under the hypothesis $\operatorname{Reg}(\vartheta, \ell, b)$. The reverse inclusion is easy. If we define $\mathcal{L}_{b}$ to be $D^{*} D$ on $H_{b}^{2}\left(M, F_{\ell}\right)$, it follows that $\mathcal{L}_{b}$ is a symmetric extension of $\mathcal{L}$, but a self-adjoint operator cannot have a proper symmetric extension. Thus

$$
\mathcal{D}(\mathcal{L})=H_{b}^{2}\left(M, F_{\ell}\right)
$$

granted the hypothesis $\operatorname{Reg}(\vartheta, \ell, b)$. We restate this as follows:

Proposition A.2. Under the hypothesis $\operatorname{Reg}(\vartheta, \ell, b)$, the operator $\mathcal{L}$ defined by

$$
\begin{equation*}
\mathcal{D}(\mathcal{L})=H_{b}^{2}\left(M, F_{\ell}\right), \quad \mathcal{L} u=D^{*} D u \text { on } \mathcal{D}(\mathcal{L}) \tag{A.16}
\end{equation*}
$$

is self-adjoint.

It follows then from $\operatorname{Reg}(\vartheta, \ell, b)$ that $\operatorname{Ker} \mathcal{L}$ is a finite-dimensional subspace of $\mathcal{F}_{\ell}$; call it $\mathcal{H}_{\ell}^{b}$. Parallel to (9.38) of Chap. 5, we have

$$
\begin{equation*}
u \in \mathcal{H}_{\ell}^{b} \Longleftrightarrow u \in H_{b}^{1}\left(M, F_{\ell}\right) \text { and } \vartheta u=\vartheta^{*} u=0 \tag{A.17}
\end{equation*}
$$

Denote by $P_{h}^{b}$ the orthogonal projection of $L^{2}\left(M, F_{\ell}\right)$ onto $\mathcal{H}_{\ell}^{b}$. As in (9.38)(9.39) of Chap. 5, we have continuous maps

$$
\begin{equation*}
G^{b}: L^{2}\left(M, F_{\ell}\right) \longrightarrow H_{b}^{2}\left(M, F_{\ell}\right) \tag{A.18}
\end{equation*}
$$

such that $G^{b}$ annihilates $\mathcal{H}_{\ell}^{b}$ and inverts $L$ on the orthogonal complement of $\mathcal{H}_{\ell}^{b}$, so

$$
\begin{equation*}
L G^{b} u=\left(I-P_{h}^{b}\right) u, \text { for } u \in L^{2}\left(M, F_{\ell}\right) \tag{A.19}
\end{equation*}
$$

and, by elliptic regularity, $G^{b}: H^{j}\left(M, F_{\ell}\right) \rightarrow H^{j+2}\left(M, F_{\ell}\right)$. The following result generalizes Proposition 9.8 of Chap. 5.

Proposition A.3. Granted $\operatorname{Reg}(\vartheta, \ell, b)$, then given $u \in H^{j}\left(M, F_{\ell}\right), j \geq 0$, we have

$$
\begin{equation*}
u=\vartheta \vartheta^{*} G^{b} u+\vartheta^{*} \vartheta G^{b} u+P_{h}^{b} u=P_{\vartheta}^{b} u+P_{\vartheta^{*}}^{b} u+P_{h}^{b} u \tag{A.20}
\end{equation*}
$$

The three terms on the right side are mutually orthogonal in $L^{2}\left(M, F_{\ell}\right)$. Furthermore,

$$
P_{\vartheta}^{b}, P_{\vartheta^{*}}^{b}, P_{h}^{b}: H^{j}\left(M, F_{\ell}\right) \longrightarrow H^{j}\left(M, F_{\ell}\right) .
$$

Proof. Only the orthogonality remains to be checked. As in the proof of Proposition 9.8 of Chap. 5, we use

$$
\begin{equation*}
(\vartheta u, v)=\left(u, \vartheta^{*} v\right)+\gamma(u, v), \tag{A.21}
\end{equation*}
$$

for sections $u$ of $F_{j-1}$ and $v$ of $F_{j}$, with

$$
\begin{equation*}
\gamma(u, v)=\frac{1}{i} \int_{\partial M}\left\langle\sigma_{\vartheta}(x, v) u, v\right\rangle d S=\frac{1}{i} \int_{\partial M}\left\langle u, \sigma_{\vartheta *}(x, v) v\right\rangle d S \tag{A.22}
\end{equation*}
$$

Note that $\gamma(u, v)=0$ if either $u \in H_{R}^{1}\left(M, F_{j-1}\right)$ or $v \in H_{A}^{1}\left(M, F_{j}\right)$. In particular, we see that

$$
\begin{align*}
& u \in H_{R}^{1}\left(M, F_{j-1}\right) \Longrightarrow \vartheta u \perp \operatorname{ker} \vartheta^{*} \cap H^{1}\left(M, F_{j}\right),  \tag{A.23}\\
& v \in H_{A}^{1}\left(M, F_{j}\right) \Longrightarrow \vartheta^{*} v \perp \operatorname{ker} \vartheta \cap H^{1}\left(M, F_{j-1}\right) . \tag{A.24}
\end{align*}
$$

From the definitions, we have

$$
\begin{gather*}
\vartheta^{*}: H_{R}^{2}\left(M, F_{j}\right) \longrightarrow H_{R}^{1}\left(M, F_{j-1}\right),  \tag{A.25}\\
\vartheta: H_{A}^{2}\left(M, F_{j}\right) \longrightarrow H_{A}^{1}\left(M, F_{j+1}\right)
\end{gather*}
$$

so

$$
\begin{equation*}
\vartheta \vartheta^{*} H_{R}^{2}\left(M, F_{\ell}\right) \perp \operatorname{ker} \vartheta^{*} \cap H^{1}\left(M, F_{\ell}\right) \tag{A.26}
\end{equation*}
$$

and

$$
\begin{equation*}
\vartheta^{*} \vartheta H_{A}^{2}\left(M, F_{\ell}\right) \perp \operatorname{ker} \vartheta \cap H^{1}\left(M, F_{\ell}\right) \tag{A.27}
\end{equation*}
$$

Now (A.26) and (A.27) imply, respectively, for the ranges,

$$
\begin{equation*}
\mathcal{R}\left(P_{\vartheta}^{R}\right) \perp \mathcal{R}\left(P_{\vartheta^{*}}^{R}\right)+\mathcal{R}\left(P_{h}^{R}\right) \text { and } \mathcal{R}\left(P_{\vartheta^{*}}^{A}\right) \perp \mathcal{R}\left(P_{\vartheta}^{A}\right)+\mathcal{R}\left(P_{h}^{A}\right) \tag{A.28}
\end{equation*}
$$

Now, if $u \in \mathcal{H}_{\ell}^{R}$ and $v=\vartheta G^{R} w$, then $\gamma(u, v)=0$, so $\left(u, \vartheta^{*} v\right)=(\vartheta u, v)=$ 0 . Similarly, if $v \in \mathcal{H}_{\ell}^{A}$ and $u=\vartheta^{*} G^{A} w$, then $\gamma(u, v)=0$, so $(\vartheta u, v)=$ $\left(u, \vartheta^{*} v\right)=0$. Thus

$$
\begin{equation*}
\mathcal{R}\left(P_{\vartheta^{*}}^{R}\right) \perp \mathcal{R}\left(P_{h}^{R}\right) \text { and } \mathcal{R}\left(P_{\vartheta}^{A}\right) \perp \mathcal{R}\left(P_{h}^{A}\right) \tag{A.29}
\end{equation*}
$$

The proof is complete.
Even though the proof of Proposition A. 3 is perfectly parallel to that of Proposition 9.11 of Chap. 5, we have included the details, as they will be needed for an argument below that is not parallel to one of $\S 9$ in Chap. 5.

The application made to relative cohomology in (9.51)-(9.55) of Chap. 5 does not have a straightforward extension to the general setting. The natural generalization of $C_{r}^{\infty}\left(\bar{M}, \Lambda^{k}\right)$ in (9.51) is

$$
\begin{equation*}
\mathcal{F}_{k}^{R}=\left\{u \in \mathcal{F}_{k}: \sigma_{\vartheta}(x, v) u=0 \text { on } \partial M\right\} \tag{A.30}
\end{equation*}
$$

but in contrast to (9.52), we cannot expect in general to have

$$
\begin{equation*}
\vartheta: \mathcal{F}_{k}^{R} \longrightarrow \mathcal{F}_{k+1}^{R} \tag{A.31}
\end{equation*}
$$

Of course, we do have $\vartheta: \mathcal{F}_{k} \rightarrow \mathcal{F}_{k+1}$. We can define $\mathcal{E}^{k} \subset \mathcal{C}^{k} \subset \mathcal{F}_{k}$ as the image and kernel of $\vartheta$, respectively, and then we have cohomology groups

$$
\begin{equation*}
\mathcal{H}^{k}(\vartheta)=\mathcal{C}^{k} / \mathcal{E}^{k} \tag{A.32}
\end{equation*}
$$

The argument in Proposition 9.11 of Chap. 5, relating $\mathcal{H}^{k}(\bar{M})$ to the space $\mathcal{H}_{k}^{A}$ of harmonic forms, used a homotopy argument, which has no analogue in the general case. However, another approach works, to give the following:

Proposition A.4. Under the hypothesis $\operatorname{Reg}(\vartheta, \ell, A)$, there is a natural isomorphism

$$
\begin{equation*}
\mathcal{H}_{\ell}^{A} \approx \mathcal{H}^{\ell}(\vartheta) \tag{A.33}
\end{equation*}
$$

Proof. Let $u \in \mathcal{F}_{\ell}, \vartheta u=0$. Use the orthogonal decomposition (A.20), with $b=A$, to write $u=P_{\vartheta}^{A} u+P_{\vartheta^{*}}^{A} u+P_{h}^{A} u$. Now (A.27) implies $P_{\vartheta^{*}}^{A} u=0$, so $u=\vartheta\left(\vartheta^{*} G^{A} u\right)+P_{h}^{A} u$, hence every $u \in \mathcal{C}^{\ell}$ is cohomologous to an element of $\mathcal{H}_{\ell}^{A}$. Thus the natural homomorphism arising from $\mathcal{H}_{\ell}^{A} \subset \mathcal{C}^{\ell}$,

$$
\tilde{\kappa}: \mathcal{H}_{\ell}^{A} \longrightarrow \mathcal{H}^{\ell}(\vartheta)
$$

is surjective. The proof that $\tilde{\kappa}$ is injective is parallel to the argument used in Proposition 9.11 of Chap. 5. If $v \in \mathcal{H}_{\ell}^{A}$ and $v=\vartheta u, u \in \mathcal{F}_{\ell-1}$, then $\gamma(u, v)=0$, so $(v, v)=(\vartheta u, v)=\left(u, \vartheta^{*} v\right)=0$. Hence $\tilde{\kappa}$ is injective, and the proof is complete.

With this sketch of elliptic complexes done, it is time to deliver the bad news. The regularity hypothesis is rarely satisfied, other than for the deRham complex. The most fundamental complex that arises next is the $\bar{\partial}$-complex, for which the regularity hypothesis does not hold. However, for a certain class of domains $\bar{M}$, one has "subelliptic estimates," from which useful variants of Propositions A. 3 and A. 4 follow. We will explore this in the rest of this chapter.

## 1. The $\bar{\partial}$-complex

To begin, let us assume $\Omega$ is an open subset of $\mathbb{C}^{n}$. Standard complex coordinates on $\mathbb{C}^{n}$ are $\left(z_{1}, \ldots, z_{n}\right)$, with $z_{j}=x_{j}+i y_{j}$. We identify $\mathbb{C}^{n} \approx \mathbb{R}^{2 n}$, with coordinates $\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right)$. A $(p, q)$-form on $\Omega$ is by definition a section of $\mathbb{C} \otimes \Lambda^{p+q} T^{*} \Omega$ of the form

$$
\begin{equation*}
u=\sum_{\beta, \gamma} u_{\beta \gamma}(z) d z^{\beta} \wedge d \bar{z}^{\gamma} \tag{1.1}
\end{equation*}
$$

where

$$
\begin{equation*}
d z^{\beta}=d z_{\beta_{1}} \wedge \cdots \wedge d z_{\beta_{p}}, \quad d \bar{z}^{\gamma}=d \bar{z}_{\gamma_{1}} \wedge \cdots \wedge d \bar{z}_{\gamma_{q}} \tag{1.2}
\end{equation*}
$$

with

$$
\begin{equation*}
d z_{j}=d x_{j}+i d y_{j}, \quad d \bar{z}_{j}=d x_{j}-i d y_{j} \tag{1.3}
\end{equation*}
$$

We impose the same anticommutation relations on wedge products as before, so
$d z_{j} \wedge d z_{k}=-d z_{k} \wedge d z_{j}, \quad d \bar{z}_{j} \wedge d \bar{z}_{k}=-d \bar{z}_{k} \wedge d \bar{z}_{j}, \quad d z_{j} \wedge d \bar{z}_{k}=-d \bar{z}_{k} \wedge d z_{j}$.
If the coefficients $u_{\beta \gamma}$ in (1.1) belong to $C^{\infty}(\Omega)$, we write $u \in \Lambda^{p, q}(\Omega)$; if they belong to $C^{\infty}(\bar{\Omega})$, we write $u \in \Lambda^{p, q}(\bar{\Omega})$. There is a differential operator

$$
\begin{equation*}
\bar{\partial}: \Lambda^{p, q}(\bar{\Omega}) \longrightarrow \Lambda^{p, q+1}(\bar{\Omega}) \tag{1.5}
\end{equation*}
$$

defined by

$$
\begin{align*}
\bar{\partial} u & =\sum_{\beta, \gamma, j} \frac{\partial u_{\beta \gamma}}{\partial \bar{z}_{j}} d \bar{z}_{j} \wedge d z^{\beta} \wedge d \bar{z}^{\gamma} \\
& =(-1)^{p} \sum_{\beta, \gamma, j} \frac{\partial u_{\beta \gamma}}{\partial \bar{z}_{j}} d z^{\beta} \wedge d \bar{z}_{j} \wedge d \bar{z}^{\gamma} . \tag{1.6}
\end{align*}
$$

Here, we define $\partial / \partial \bar{z}_{j}$ by

$$
\begin{equation*}
\frac{\partial v}{\partial \bar{z}_{j}}=\frac{1}{2}\left(\frac{\partial v}{\partial x_{j}}+i \frac{\partial v}{\partial y_{j}}\right) \tag{1.7}
\end{equation*}
$$

so that a complex-valued function $v \in C^{\infty}(\Omega)$ is holomorphic if and only if $\partial v / \partial \bar{z}_{j}=0,1 \leq j \leq n$. Equivalently, $v \in \Lambda^{0,0}(\Omega)$ is holomorphic if and only if $\bar{\partial} v=0$. The operator $\bar{\partial}$ has some properties in common with the exterior derivative $d$. For example, just as $d^{2}=0$, we have

$$
\begin{equation*}
\bar{\partial}^{2}=0 \tag{1.8}
\end{equation*}
$$

by virtue of the identity $\partial^{2} u_{\beta \gamma} / \partial \bar{z}_{k} \partial \bar{z}_{j}=\partial^{2} u_{\beta \gamma} / \partial \bar{z}_{j} \partial \bar{z}_{k}$ and the relation $d \bar{z}_{j} \wedge$ $d \bar{z}_{k}=-d \bar{z}_{k} \wedge d \bar{z}_{j}$. Thus we have, for each $p$, a complex:

$$
\begin{equation*}
\ldots \xrightarrow{\bar{\delta}} \Lambda^{p, q}(\bar{\Omega}) \xrightarrow{\bar{\partial}} \Lambda^{p, q+1}(\bar{\Omega}) \xrightarrow{\bar{\partial}} \cdots . \tag{1.9}
\end{equation*}
$$

As in (A.6), we form the second-order operator

$$
\begin{equation*}
\square=\overline{\partial \partial}^{*}+\bar{\partial}^{*} \bar{\partial}: \Lambda^{p, q}(\bar{\Omega}) \longrightarrow \Lambda^{p, q}(\bar{\Omega}) . \tag{1.10}
\end{equation*}
$$

When $\bar{\partial}$ is given by (1.6) and we take $d z^{\beta} \wedge d \bar{z}^{\gamma}$ to be orthogonal to the form $d z^{\beta^{\prime}} \wedge d \bar{z}^{\gamma^{\prime}}$ when the indices satisfy

$$
\begin{gathered}
\beta_{1}<\cdots<\beta_{p}, \quad \beta_{1}^{\prime}<\cdots<\beta_{p}^{\prime} \\
\gamma_{1}<\cdots<\gamma_{q}, \quad \gamma_{1}^{\prime}<\cdots<\gamma_{q}^{\prime} \\
(\beta, \gamma) \neq\left(\beta^{\prime}, \gamma^{\prime}\right)
\end{gathered}
$$

and we take $d z^{\beta} \wedge d \bar{z}^{\gamma}$ to have square norm $2^{p+q}$, we obtain

$$
\begin{equation*}
\square u=-\frac{1}{2} \sum_{\beta, \gamma} \sum_{j}\left(\frac{\partial^{2} u_{\beta \gamma}}{\partial x_{j}^{2}}+\frac{\partial^{2} u_{\beta \gamma}}{\partial y_{j}^{2}}\right) d z^{\beta} \wedge d \bar{z}^{\gamma} \tag{1.11}
\end{equation*}
$$

when $u$ has the form (1.1). In other words, $\square u=-(1 / 2) \Delta u$, where $\Delta u$ is computed componentwise. The "absolute" boundary condition (A.14) becomes

$$
\begin{equation*}
\sigma_{\bar{\partial}^{*}}(x, v) u=0, \quad \sigma_{\bar{\partial}^{*}}(x, v) \bar{\partial} u=0 \quad \text { on } \partial \Omega . \tag{1.12}
\end{equation*}
$$

This is the (homogeneous) $\bar{\partial}$-Neumann boundary condition.
Now the system (1.11)-(1.12) does not generally yield a regular elliptic boundary problem. If it did, the frozen-coefficient boundary problem on any region $\mathcal{O} \subset \mathbb{C}^{n}$ bounded by a hyperplane would also be regular. We can investigate such a boundary problem as follows.

First, applying a rotation by a unitary matrix acting on $\mathbb{C}^{n}$, we can take $\mathcal{O}$ to be $\left\{z \in \mathbb{C}^{n}: \operatorname{Im} z_{n}>0\right\}$. Let us consider the case $(p, q)=(0,1)$, so

$$
\begin{equation*}
u=\sum_{j=1}^{n} u_{j} d \bar{z}_{j} \tag{1.13}
\end{equation*}
$$

Then, since $\bar{\partial} u=\sum_{j, k}\left(\partial u_{j} / \partial \bar{z}_{k}\right) d \bar{z}_{k} \wedge d \bar{z}_{j}$, we have

$$
\begin{equation*}
\sigma_{\bar{\partial}^{*}}(x, v) \bar{\partial} u=\sum_{j=1}^{n-1} \frac{\partial u_{j}}{\partial \bar{z}_{n}} d \bar{z}_{j}-\sum_{k=1}^{n-1} \frac{\partial u_{n}}{\partial \bar{z}_{k}} d \bar{z}_{k} \tag{1.14}
\end{equation*}
$$

so the boundary condition (1.12) says that, for $z=\left(z^{\prime}, x_{n}, 0\right) \in \partial \mathcal{O}$, we have

$$
\begin{equation*}
u_{n}\left(z^{\prime}, x_{n}, 0\right)=0, \quad \frac{\partial u_{j}}{\partial \bar{z}_{n}}\left(z^{\prime}, x_{n}, 0\right)=0, \quad 1 \leq j \leq n-1 \tag{1.15}
\end{equation*}
$$

Thus, in this case the $\bar{\partial}$-Neumann problem decouples into $n$ boundary problems for the Laplace operator $\Delta$ acting on complex-valued functions. One is the Dirichlet problem, which of course is regular. The other $n-1$ are all of the form

$$
\begin{equation*}
\Delta v=f \text { on } \mathcal{O}, \quad \frac{\partial v}{\partial \bar{z}_{n}}\left(z^{\prime}, x_{n}, 0\right)=0 \tag{1.16}
\end{equation*}
$$

Equivalently, we can investigate regularity for

$$
\begin{equation*}
\Delta v=0 \text { on } \mathcal{O}, \quad \frac{\partial v}{\partial \bar{z}_{n}}\left(z^{\prime}, x_{n}, 0\right)=g\left(z^{\prime}, x_{n}\right) \tag{1.17}
\end{equation*}
$$

If we attempt to write $v=P I h$, then $g$ and $h$ are related by

$$
\begin{equation*}
\frac{1}{2}\left(\frac{\partial}{\partial x_{n}}+i \mathcal{N}\right) h=g \tag{1.18}
\end{equation*}
$$

where $\mathcal{N}$ is the Neumann operator for $\Delta$, given by

$$
\begin{equation*}
(\mathcal{N} h)^{\wedge}\left(\xi, \eta^{\prime}\right)=-\left(|\xi|^{2}+\left|\eta^{\prime}\right|^{2}\right)^{1 / 2} \hat{h}\left(\xi, \eta^{\prime}\right) \tag{1.19}
\end{equation*}
$$

where $\xi=\left(\xi_{1}, \ldots, \xi_{n}\right)$ and $\eta^{\prime}=\left(\eta_{1}, \ldots, \eta_{n-1}\right)$ are variables dual to $x=$ $\left(x_{1}, \ldots, x_{n}\right)$ and to $y=\left(y_{1}, \ldots, y_{n-1}\right)$, respectively. Thus,

$$
\begin{equation*}
\left(\frac{\partial}{\partial x_{n}}+i \mathcal{N}\right) \widehat{h}\left(\xi, \eta^{\prime}\right)=-i\left(\xi_{n}+\sqrt{|\xi|^{2}+\left|\eta^{\prime}\right|^{2}}\right) \hat{h}\left(\xi, \eta^{\prime}\right) \tag{1.20}
\end{equation*}
$$

We see that the pseudodifferential operator $\partial / \partial x_{n}+i \mathcal{N}$ is not elliptic. The ray $\left(\xi, \eta^{\prime}\right)$ on which $\xi_{1}=\cdots=\xi_{n-1}=0=\eta_{1}=\cdots=\eta_{n-1}$ but $\xi_{n}<0$ is characteristic for this operator. Since this operator is not elliptic, the boundary problem (1.17) is not regular. Consequently, if $n \geq 2$, the $\bar{\partial}$-Neumann problem is never a regular elliptic boundary problem for $(0,1)$-forms.

## Exercises

1. Define $\partial: \Lambda^{p, q}(\bar{\Omega}) \rightarrow \Lambda^{p+1, q}(\bar{\Omega})$ by

$$
\begin{equation*}
\partial u=\sum_{\beta, \gamma, j} \frac{\partial u_{\beta \gamma}}{\partial z_{j}} d z_{j} \wedge d z^{\beta} \wedge d \bar{z}^{\gamma} \tag{1.21}
\end{equation*}
$$

when $u$ is given by (1.1) and we set

$$
\begin{equation*}
\frac{\partial v}{\partial z_{j}}=\frac{1}{2}\left(\frac{\partial v}{\partial x_{j}}-i \frac{\partial v}{\partial y_{j}}\right) \tag{1.22}
\end{equation*}
$$

parallel to (1.7). Show that

$$
\partial^{2}=0 .
$$

2. If $u=\sum u_{j} d \bar{z}_{j}$, show that

$$
\begin{equation*}
\bar{\partial}^{*} u=-2 \sum_{j} \frac{\partial u_{j}}{\partial z_{j}} \tag{1.23}
\end{equation*}
$$

More generally, calculate $\bar{\partial}^{*}$ on $(p, q)$-forms. Then verify the formula (1.11) for $\square=\overline{\partial \partial}^{*}+\bar{\partial}^{*} \bar{\partial}$.
3. When $\operatorname{dim} \Omega=n$, show that the $\bar{\partial}$-Neumann problem for $(0, n)$-forms is equivalent to the Dirichlet problem for $\Delta$ acting on scalar functions and consequently is coercive.

## 2. Morrey's inequality, the Levi form, and strong pseudoconvexity

The following estimate of C. B. Morrey provides the first useful handle on the $\bar{\partial}$-Neumann problem.

Proposition 2.1. If $\Omega$ is a smoothly bounded region in $\mathbb{C}^{n}$ that is strongly pseudoconvex, then, for some $C>0$,

$$
\begin{equation*}
\|\bar{\partial} u\|_{L^{2}}^{2}+\left\|\bar{\partial}^{*} u\right\|_{L^{2}}^{2} \geq C \int_{\partial \Omega}|u|^{2} d S, \quad \forall u \in \mathcal{D}^{0,1} \tag{2.1}
\end{equation*}
$$

Here, $\mathcal{D}^{0,1}$ consists of smooth ( 0,1 )-forms on $\bar{\Omega}$ satisfying the zero-order part of the $\bar{\partial}$-Neumann boundary condition (1.12). More generally, we set

$$
\begin{equation*}
\mathcal{D}^{p, q}=\left\{u \in \Lambda^{p, q}(\bar{\Omega}): \sigma_{\bar{\partial}^{*}}(x, v) u=0 \text { on } \partial \Omega\right\} . \tag{2.2}
\end{equation*}
$$

We will define "strongly pseudoconvex" below, after deriving an identity that leads to (2.1) once the appropriate definition is made.

We prepare to work on the left side of (2.1). Writing $u=\sum u_{j} d \bar{z}_{j}$, we have

$$
\begin{equation*}
\bar{\partial} u=\sum_{j<k}\left(\frac{\partial u_{j}}{\partial \bar{z}_{k}}-\frac{\partial u_{k}}{\partial \bar{z}_{j}}\right) d \bar{z}_{k} \wedge d \bar{z}_{j}, \quad \bar{\partial}^{*} u=-2 \sum_{j} \frac{\partial u_{j}}{\partial z_{j}}, \tag{2.3}
\end{equation*}
$$

and if $\rho \in C^{\infty}(\bar{\Omega})$ is a real-valued, defining function for $\Omega$, so $\rho=0$ on $\partial \Omega$ and $\rho<0$ on $\Omega$, while $|\nabla \rho|=1$ on $\partial \Omega$, then

$$
\begin{equation*}
u \in \mathcal{D}^{0,1} \Longleftrightarrow \sum u_{j} \frac{\partial \rho}{\partial z_{j}}=0 \quad \text { on } \partial \Omega . \tag{2.4}
\end{equation*}
$$

Thus, for $u \in \mathcal{D}^{0,1}$,

$$
\begin{align*}
\|\bar{\partial} u\|_{L^{2}}^{2} & =4 \sum_{j<k}\left\|\frac{\partial u_{j}}{\partial \bar{z}_{k}}-\frac{\partial u_{k}}{\partial \bar{z}_{j}}\right\|_{L^{2}}^{2} \\
& =4 \sum_{j, k}\left\|\frac{\partial u_{j}}{\partial \bar{z}_{k}}\right\|_{L^{2}}^{2}-4 \sum_{j, k}\left(\frac{\partial u_{j}}{\partial \bar{z}_{k}}, \frac{\partial u_{k}}{\partial \bar{z}_{j}}\right)_{L^{2}} . \tag{2.5}
\end{align*}
$$

Integration by parts yields

$$
\begin{align*}
& \left(\frac{\partial u_{j}}{\partial \bar{z}_{k}}, \frac{\partial u_{k}}{\partial \bar{z}_{j}}\right)_{L^{2}}=-\left(\frac{\partial^{2} u_{j}}{\partial z_{j} \partial \bar{z}_{k}}, u_{k}\right)_{L^{2}}+\int_{\partial \Omega} \frac{\partial \rho}{\partial z_{j}} \frac{\partial u_{j}}{\partial \bar{z}_{k}} \bar{u}_{k} d S \\
& =\left(\frac{\partial u_{j}}{\partial z_{j}}, \frac{\partial u_{k}}{\partial z_{k}}\right)_{L^{2}}+\int_{\partial \Omega}\left[\frac{\partial \rho}{\partial z_{j}} \frac{\partial u_{j}}{\partial \bar{z}_{k}} \bar{u}_{k}-\frac{\partial \rho}{\partial \bar{z}_{k}} \frac{\partial u_{j}}{\partial z_{j}} \bar{u}_{k}\right] d S \tag{2.6}
\end{align*}
$$

The condition (2.4) implies that $\sum_{k}\left(\partial \rho / \partial \bar{z}_{k}\right) \bar{u}_{k}=0$ on $\partial \Omega$, so the last term on the right side of (2.6) vanishes after being summed over $k$. Also, (2.4) implies that $\sum_{k} \bar{u}_{k} \partial / \partial \bar{z}_{k}=\bar{Z}$ is a tangential derivative on $\partial \Omega$. Hence

$$
\begin{equation*}
\sum_{k} \bar{u}_{k} \frac{\partial}{\partial \bar{z}_{k}}\left(\sum_{j} u_{j} \frac{\partial \rho}{\partial z_{j}}\right)=0 \quad \text { on } \partial \Omega, \tag{2.7}
\end{equation*}
$$

so

$$
\begin{equation*}
\sum_{j, k} \frac{\partial \rho}{\partial z_{j}} \frac{\partial u_{j}}{\partial \bar{z}_{k}} \bar{u}_{k}=-\sum_{j, k} \frac{\partial^{2} \rho}{\partial z_{j} \partial \bar{z}_{k}} u_{j} \bar{u}_{k} \quad \text { on } \partial \Omega \tag{2.8}
\end{equation*}
$$

Thus (2.6) becomes

$$
\begin{equation*}
\sum_{j, k}\left(\frac{\partial u_{j}}{\partial \bar{z}_{k}}, \frac{\partial u_{k}}{\partial \bar{z}_{j}}\right)_{L^{2}}=\sum_{j, k}\left(\frac{\partial u_{j}}{\partial z_{j}}, \frac{\partial u_{k}}{\partial z_{k}}\right)_{L^{2}}-\sum_{j, k} \int_{\partial \Omega} \mathcal{L}_{j k} u_{j} \bar{u}_{k} d S \tag{2.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{L}_{j k}=\frac{\partial^{2} \rho}{\partial z_{j} \partial \bar{z}_{k}} \tag{2.10}
\end{equation*}
$$

Since the first term on the right side of (2.9) is equal to $(1 / 4)\left\|\bar{\partial}^{*} u\right\|_{L^{2}}^{2}$, we have from (2.5) the identity

$$
\begin{equation*}
\|\bar{\partial} u\|_{L^{2}}^{2}+\left\|\bar{\partial}^{*} u\right\|_{L^{2}}^{2}=4 \sum_{j, k}\left\|\frac{\partial u_{j}}{\partial \bar{z}_{k}}\right\|_{L^{2}}^{2}+4 \int_{\partial \Omega}\left(\sum_{j, k} \mathcal{L}_{j k} u_{j} \bar{u}_{k}\right) d S . \tag{2.11}
\end{equation*}
$$

The integrand in the last integral involves the Levi form, a sesquilinear form defined as follows on the "holomorphic tangent space" of $\partial \Omega$. If $p \in \partial \Omega$, we set

$$
\begin{equation*}
\mathcal{L}_{p}(a, b)=\sum_{j, k} \mathcal{L}_{j k}(p) a_{j} \bar{b}_{k}=\sum_{j, k} \frac{\partial^{2} \rho}{\partial z_{j} \partial \bar{z}_{k}} a_{j} \bar{b}_{k}, \quad \forall a, b \in \mathfrak{H}_{p}(\partial \Omega) \tag{2.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathfrak{H}_{p}(\partial \Omega)=\left\{a \in \mathbb{C}^{n}: \sum a_{j} \frac{\partial \rho}{\partial z_{j}}(p)=0\right\} . \tag{2.13}
\end{equation*}
$$

Note that $\mathfrak{H}_{p}(\partial \Omega)$ is precisely the maximal $\mathbb{C}$-linear subspace of the tangent space $T_{p} \partial \Omega \subset \mathbb{R}^{2 n}=\mathbb{C}^{n}$. It is readily verified that (2.12) is unchanged if $\rho$ is replaced by another defining function $\tilde{\rho}$, satisfying the conditions specified above for $\rho$. (This fact is also an immediate consequence of the formula (2.21) below.)

By definition, a smoothly bounded domain $\Omega \subset \mathbb{C}^{n}$ is strongly pseudoconvex if and only if its Levi form is a positive-definite Hermitian form on $\mathfrak{H}_{p}(\partial \Omega)$, for all $p \in \partial \Omega$.

In view of the fact that, for $u \in \mathcal{D}^{0,1}$, the $n$-tuple $\left(u_{j}(p)\right)$ belongs to $\mathfrak{H}_{p}(\partial \Omega)$ for each $p \in \partial \Omega$, we see from (2.10) that if $\Omega$ is strongly pseudoconvex, then (2.1) holds. In fact, we have a stronger estimate:

$$
\begin{equation*}
\|\bar{\partial} u\|_{L^{2}}^{2}+\left\|\bar{\partial}^{*} u\right\|_{L^{2}}^{2} \geq 4 \sum_{j, k}\left\|\partial u_{j} / \partial \bar{z}_{k}\right\|_{L^{2}}^{2}+C \int_{\partial \Omega}|u|^{2} d S, \quad \forall u \in \mathcal{D}^{0,1} \tag{2.14}
\end{equation*}
$$

## Exercises

1. A smooth function $f: \mathbb{C}^{n} \rightarrow \mathbb{R}$ is called "strongly plurisubharmonic" if

$$
\begin{equation*}
\left(\frac{\partial^{2} f}{\partial z_{j} \partial \bar{z}_{k}}\right) \text { is positive-definite. } \tag{2.15}
\end{equation*}
$$

Given such a function, show that $\Omega=\left\{z \in \mathbb{C}^{n}: f(z)<0\right\}$ is strongly pseudoconvex if it is not empty.
2. Show that any strongly convex, smooth $f: \mathbb{C}^{n} \rightarrow \mathbb{R}$ is strongly plurisubharmonic, and deduce that any strongly convex, bounded $\Omega \subset \mathbb{C}^{n}$ is strongly pseudoconvex.
(Hint: See (B.13).)
3. Suppose $\Omega$ is a bounded domain in $\mathbb{C}^{n}, \mathcal{O}$ a neighborhood of $\partial \Omega$, and $f: \mathcal{O} \rightarrow \mathbb{R}$ a smooth function such that $f=c=$ const. on $\partial \Omega$ and (2.15) holds on $\mathcal{O}$, while $f<c$ in $\Omega$. Deduce that $\Omega$ is strongly pseudoconvex.
4. Suppose conversely that $\Omega$ is strongly pseudoconvex, with defining function $\rho$ as in (2.10). Show that, for sufficiently large $\lambda>0, f=e^{\lambda \rho}$ satisfies (2.15) on a neighborhood of $\partial \Omega$.
(Hint: Use the identity

$$
\left.\frac{\partial^{2} f}{\partial z_{j} \partial \bar{z}_{k}}=\lambda e^{\lambda \rho} \frac{\partial^{2} \rho}{\partial z_{j} \partial \bar{z}_{k}}+\lambda^{2} e^{\lambda \rho} \frac{\partial \rho}{\partial z_{j}} \frac{\partial \rho}{\partial \bar{z}_{k}} .\right)
$$

5. Given $f: \mathcal{O} \rightarrow \mathbb{R}$ such that $f=c=$ const. on $\partial \Omega$ and (2.15) holds on $\mathcal{O}$, a neighborhood of $\partial \Omega$, while $f<c$ in $\Omega$, and given $p \in \partial \Omega$, consider the function

$$
\begin{equation*}
g(z)=\sum_{j} \frac{\partial f}{\partial z_{j}}(p)\left(z_{j}-p_{j}\right)+\frac{1}{2} \sum_{j, k} \frac{\partial^{2} f}{\partial z_{j} \partial z_{k}}(p)\left(z_{j}-p_{j}\right)\left(z_{k}-p_{k}\right) . \tag{2.16}
\end{equation*}
$$

Show that $p$ has a neighborhood $U$ such that

$$
S=\{z \in U: g(z)=0\} \Longrightarrow S \cap \bar{\Omega}=\{p\}
$$

(Hint: Write out the power series of $f\left(p+h z\right.$ ), to $O\left(h^{3}\right)$, using $\partial / \partial z_{j}, \partial / \partial \bar{z}_{j}$, etc., rather than $\partial / \partial x_{j}, \partial / \partial y_{j}$, etc., to see that

$$
\left.f(p+h z)=f(p)+2 \operatorname{Re} g(p+h z)+h^{2} \sum_{j, k} \frac{\partial^{2} f}{\partial z_{j} \partial \bar{z}_{k}} z_{j} \bar{z}_{k}+O\left(|h z|^{3}\right) .\right)
$$

## 3. The $\frac{1}{2}$-estimate and some consequences

Here we will derive a " $1 / 2$-estimate" from Morrey's inequality, and discuss a few consequences, before establishing higher-order a priori estimates and regularity in the next two sections. Throughout this section we assume that $\Omega$ is a bounded, strongly pseudoconvex domain in $\mathbb{C}^{n}$.

Proposition 3.1. For some $C>0$,

$$
\begin{equation*}
\|\bar{\partial} u\|_{L^{2}}^{2}+\left\|\bar{\partial}^{*} u\right\|_{L^{2}}^{2} \geq C\|u\|_{H^{1 / 2}}^{2}, \quad \forall u \in \mathcal{D}^{0,1} \tag{3.1}
\end{equation*}
$$

Proof. From (1.10) and (1.11) we have

$$
\begin{equation*}
K\|\Delta u\|_{H^{-1}}^{2} \leq\|\bar{\partial} u\|_{L^{2}}^{2}+\left\|\bar{\partial}^{*} u\right\|_{L^{2}}^{2} \tag{3.2}
\end{equation*}
$$

and together with (2.1) this yields (for various $K>0$ )

$$
\begin{equation*}
\|\bar{\partial} u\|_{L^{2}}^{2}+\left\|\bar{\partial}^{*} u\right\|_{L^{2}}^{2} \geq K\|\Delta u\|_{H^{-1}}^{2}+K \int_{\partial \Omega}|u|^{2} d S, \quad \forall u \in \mathcal{D}^{0,1} \tag{3.3}
\end{equation*}
$$

Now we claim that regularity for the Dirichlet problem implies

$$
\begin{equation*}
\|u\|_{H^{\frac{1}{2}}}^{2} \leq K\|\Delta u\|_{H^{-1}}^{2}+K \int_{\partial \Omega}|u|^{2} d S \tag{3.4}
\end{equation*}
$$

and this yields (3.1).
To see (3.4), suppose $\square u=-(1 / 2) \Delta u=f,\left.u\right|_{\partial \Omega}=g$. Write $u=u_{1}+u_{2}$, where

$$
\begin{equation*}
\Delta u_{1}=-2 f,\left.u_{1}\right|_{\partial \Omega}=0 ; \quad \Delta u_{2}=0,\left.u_{2}\right|_{\partial \Omega}=g \tag{3.5}
\end{equation*}
$$

Then results of Chap. 5, §1 imply

$$
\begin{equation*}
\left\|u_{1}\right\|_{H^{1}}^{2} \leq C\|f\|_{H^{-1}}^{2} \tag{3.6}
\end{equation*}
$$

while Propositions 11.14 and 11.15 of Chap. 5 imply

$$
\begin{equation*}
\left\|u_{2}\right\|_{H^{1 / 2}}^{2} \leq C\|g\|_{L^{2}(\partial \Omega)}^{2} \tag{3.7}
\end{equation*}
$$

More precisely, using the spaces $H_{(k, s)}(\mathcal{C})$ defined in $\S 11$ of Chap. 5, where $\mathcal{C}$ is a collar neighborhood of $\partial \Omega$, we have

$$
\begin{equation*}
g \in H^{2+s-1 / 2}(\partial \Omega) \Longrightarrow u_{2} \in H_{(2, s)}(\mathcal{C}) \tag{3.8}
\end{equation*}
$$

and, in particular, if $\|\cdot\|_{(k, s)}$ denotes the norm in $H_{(k, s)}(\mathcal{C}),\left\|u_{2}\right\|_{(2,3 / 2)}^{2} \leq$ $C\|g\|_{L^{2}(\partial \Omega)}^{2}$; hence

$$
\begin{equation*}
\|u\|_{(1,-1 / 2)}^{2} \leq C\|\bar{\partial} u\|_{L^{2}}^{2}+C\left\|\bar{\partial}^{*} u\right\|_{L^{2}}^{2}, \quad \forall u \in \mathcal{D}^{0,1} \tag{3.9}
\end{equation*}
$$

Recall from (11.95) of Chap. 5 that if $\mathcal{C}$ is identified with $[0,1) \times \partial \Omega$, then

$$
\begin{equation*}
\|u\|_{(k, s)}^{2}=\sum_{j=0}^{k} \int_{0}^{1}\left\|D_{y}^{j} u(y, \cdot)\right\|_{H^{k+s-j}(\partial \Omega)}^{2} d y \tag{3.10}
\end{equation*}
$$

Note that (3.7) is basically equivalent to the statement that the Poisson integral has the property

$$
\text { PI }: L^{2}(\partial \Omega) \longrightarrow H^{1 / 2}(\Omega)
$$

This also follows from results in $\S 12$ of Chap. 7.
We next define a self-adjoint extension of $\square=\overline{\partial \partial}^{*}+\bar{\partial}^{*} \bar{\partial}$ on ( 0,1 )-forms, satisfying $\bar{\partial}$-Neumann boundary conditions. Let $\mathcal{H}_{1}$ be the Hilbert space completion of $\mathcal{D}^{0,1}$ with respect to the square norm

$$
\begin{equation*}
Q(u, u)=\|\bar{\partial} u\|_{L^{2}}^{2}+\left\|\bar{\partial}^{*} u\right\|_{L^{2}}^{2} \tag{3.11}
\end{equation*}
$$

We can identify $\mathcal{H}_{1}$ with the closure of $\mathcal{D}^{0,1}$ in $\left\{u \in L^{2}\left(\Omega, \Lambda^{0,1}\right): \bar{\partial} u, \bar{\partial}^{*} u \in\right.$ $\left.L^{2}(\Omega)\right\}$. Then we have a natural, continuous, dense injection $\mathcal{H}_{1} \hookrightarrow \mathcal{H}_{0}=$ $L^{2}\left(\Omega, \Lambda^{0,1}\right)$. Thus, the Friedrichs extension method (discussed in $\S 1$ of Chap. 8 and in $\S 8$ of Appendix A) yields an unbounded, self-adjoint operator $\mathcal{L}$ on $\mathcal{H}_{0}$ such that

$$
\begin{align*}
\mathcal{D}(\mathcal{L}) & =\left\{u \in \mathcal{H}_{1}: v \mapsto(v, u)_{\mathcal{H}_{1}} \text { is } \mathcal{H}_{0} \text {-continuous }\right\}  \tag{3.12}\\
(\mathcal{L} u, v) & =(u, v)_{\mathcal{H}_{1}}
\end{align*}
$$

Note that

$$
\begin{equation*}
\mathcal{D}^{0,1} \subset \mathcal{D}(\mathcal{L}) \subset \mathcal{D}\left(\mathcal{L}^{1 / 2}\right)=\mathcal{H}_{1} \tag{3.13}
\end{equation*}
$$

the latter identity by Proposition 1.10 of Chap. 8. The estimate (3.1) implies the inclusion $H^{1 / 2}\left(\Omega, \Lambda^{0,1}\right) \supset \mathcal{H}_{1}$, so

$$
\begin{equation*}
\mathcal{D}(\mathcal{L}) \subset \mathcal{D}\left(\mathcal{L}^{1 / 2}\right) \subset H^{1 / 2}\left(\Omega, \Lambda^{0,1}\right) \tag{3.14}
\end{equation*}
$$

The characterization (3.12) implies that, for all $u \in \mathcal{D}(\mathcal{L})$,

$$
\begin{equation*}
\mathcal{L} u=\square u=-\frac{1}{2} \Delta u \quad \text { in } \mathcal{D}^{\prime}(\Omega) \tag{3.15}
\end{equation*}
$$

Thus, interior elliptic regularity implies

$$
\begin{equation*}
\mathcal{D}(\mathcal{L}) \subset H_{\mathrm{loc}}^{2}(\Omega) \cap H^{1 / 2}(\Omega) \tag{3.16}
\end{equation*}
$$

We see that $\mathcal{L}$ has compact resolvent. Since $\left\|\mathcal{L}^{1 / 2} u\right\|_{L^{2}}^{2}=(u, u)_{\mathcal{H}_{1}} \geq$ $C\|u\|_{H^{1 / 2}}^{2}$ for all $u \in \mathcal{D}\left(\mathcal{L}^{1 / 2}\right)$, zero is in its resolvent set, so $\mathcal{L}^{-1}$ is a compact, self-adjoint operator on $L^{2}\left(\Omega, \Lambda^{0,1}\right)$.

Our next goal is to demonstrate that elements of $\mathcal{D}(\mathcal{L})$ do indeed satisfy the $\bar{\partial}$-Neumann boundary conditions. First, if $u \in \mathcal{D}\left(\mathcal{L}^{1 / 2}\right)$, then since $\bar{\partial} u \in L^{2}(\Omega)$ and $\bar{\partial}^{*} u \in L^{2}(\Omega)$, it follows that $\left.u\right|_{\partial \Omega}$ is well defined in $\mathcal{D}^{\prime}(\partial \Omega)$. Indeed, since $u$ is a limit of a sequence $u_{j} \in \mathcal{D}^{0,1}$ in $\mathcal{H}_{1}$-norm, we can deduce from (2.1) that $\left.u\right|_{\partial \Omega} \in L^{2}(\partial \Omega)$ and $\left.\left.u_{j}\right|_{\partial \Omega} \rightarrow u\right|_{\partial \Omega}$ in $L^{2}(\partial \Omega)$. It follows that

$$
\begin{equation*}
u \in \mathcal{D}\left(\mathcal{L}^{1 / 2}\right) \Longrightarrow \sigma_{\bar{\partial}^{*}}(x, v) u=0 \quad \text { on } \partial \Omega \tag{3.17}
\end{equation*}
$$

Furthermore, if $u \in \mathcal{D}(\mathcal{L})$, so $\mathcal{L} u=f \in L^{2}\left(\Omega, \Lambda^{0,1}\right)$, we can write $u=$ $u_{1}+u_{2}$ where $u_{1} \in H^{2}(\Omega) \cap H_{0}^{1}(\Omega)$ solves $\Delta u_{1}=-2 f$ and $u_{2} \in H^{1 / 2}(\Omega)$ is harmonic. It follows that

$$
\left.u_{1}\right|_{\partial \Omega} \in H^{3 / 2}(\partial \Omega),\left.\quad \bar{\partial} u_{1}\right|_{\partial \Omega} \in H^{1 / 2}(\partial \Omega)
$$

Since $u_{2}$ is harmonic, $\left.u_{2}\right|_{\partial \Omega}$ and $\left.\bar{\partial} u_{2}\right|_{\partial \Omega}$ are well defined, in $\mathcal{D}^{\prime}(\partial \Omega)$. Hence $\left.u\right|_{\partial \Omega}$ and $\left.\bar{\partial} u\right|_{\partial \Omega}$ are well defined. The same argument also applies to $\bar{\partial}^{*} u$.

We now establish the following.
Proposition 3.2. If $u \in \mathcal{D}(\mathcal{L})$, then $u$ satisfies the boundary conditions (1.12), namely,

$$
\begin{equation*}
\sigma_{\bar{\partial}^{*}}(x, v) u=0, \quad \sigma_{\bar{\partial}^{*}}(x, v) \bar{\partial} u=0 \quad \text { on } \partial \Omega . \tag{3.18}
\end{equation*}
$$

Proof. The first identity in (3.18) follows from (3.17). To get the second identity, note that if $\mathcal{L} u=f$, we have

$$
\begin{equation*}
(\bar{\partial} u, \bar{\partial} v)_{L^{2}}+\left(\bar{\partial}^{*} u, \bar{\partial}^{*} v\right)_{L^{2}}=(f, v)_{L^{2}}, \quad \forall v \in \mathcal{D}^{0,1} \tag{3.19}
\end{equation*}
$$

We have already noted that $\overline{\partial \bar{\partial}}^{*} u+\bar{\partial}^{*} \bar{\partial} u=f$ in $\Omega$. Furthermore, the comments above imply that, for all $v \in \Lambda^{0,1}(\bar{\Omega})$,

$$
\begin{equation*}
(\bar{\partial} u, \bar{\partial} v)_{L^{2}}+\left(\bar{\partial}^{*} u, \bar{\partial}^{*} v\right)_{L^{2}}=(\square u, v)_{L^{2}}+\beta(u, v) \tag{3.20}
\end{equation*}
$$

where, in parallel with (A.12),

$$
\begin{equation*}
\beta(u, v)=\frac{1}{i} \int_{\partial \Omega}\left[\left\langle\sigma_{\bar{\partial}^{*}}(x, v) \bar{\partial} u, v\right\rangle+\left\langle\bar{\partial}^{*} u, \sigma_{\bar{\partial}^{*}}(x, v) v\right\rangle\right] d S . \tag{3.21}
\end{equation*}
$$

The last term in the integrand vanishes if $v \in \mathcal{D}^{0,1}$, so we deduce that

$$
\begin{equation*}
u \in \mathcal{D}(\mathcal{L}) \Longrightarrow \int_{\partial \Omega}\left\langle\sigma_{\bar{\partial}^{*}}(x, v) \bar{\partial} u, v\right\rangle d S=0, \quad \forall v \in \mathcal{D}^{0,1} \tag{3.22}
\end{equation*}
$$

In particular, (3.22) holds for $v=\sigma_{\bar{\partial}^{*}}(x, v) \varphi$ on $\partial \Omega$, for any $\varphi \in \Lambda^{0,2}(\bar{\Omega})$, so

$$
\begin{equation*}
u \in \mathcal{D}(\mathcal{L}) \Longrightarrow \int_{\partial \Omega}\left\langle\sigma^{*} \sigma \bar{\partial} u, \varphi\right\rangle d S=0, \quad \forall \varphi \in \Lambda^{0,2}(\bar{\Omega}) \tag{3.23}
\end{equation*}
$$

where $\sigma$ is short for $\sigma_{\bar{\partial}^{*}}(x, \nu)$. This implies that $\sigma^{*} \sigma$ annihilates $\bar{\partial} u$ on $\partial \Omega$. Since $\left.u\right|_{\partial \Omega}$ has been shown only to be in $\mathcal{D}^{\prime}(\partial \Omega)$, we need a little care in deducing that $\sigma$ annihilates $\bar{\partial} u$ on $\partial \Omega$, but since $\sigma(x)^{*} \sigma(x)$ is a smooth, projection-valued function on $\partial \Omega$, this implication follows, and Proposition 3.2 is proved.

For a converse of sorts, suppose $u \in \mathcal{H}_{1}$ and $\square u=f \in L^{2}(\Omega)$. The argument below (3.17) implies that $\left.u\right|_{\partial \Omega}$ and $\left.\bar{\partial} u\right|_{\partial \Omega}$ are well defined in $\mathcal{D}^{\prime}(\partial \Omega)$. Also, (3.20)-(3.21) hold for such $u$ and for any $v \in \mathcal{D}^{0,1}$. Hence, as long as $\sigma_{\bar{\partial}^{*}}(x, \nu) u=0=\sigma_{\bar{\partial}^{*}}(x, \nu) \bar{\partial} u$ on $\partial \Omega$, we have

$$
Q(v, u) \leq C(u)\|v\|_{L^{2}}, \quad \forall v \in \mathcal{D}^{0,1}
$$

In view of the characterization (3.12), we have the following result:
Proposition 3.3. The domain of $\mathcal{L}$ is specified by

$$
\begin{array}{r}
\mathcal{D}(\mathcal{L})=\left\{u \in \mathcal{H}_{1}: \square u \in L^{2}(\Omega), \sigma_{\bar{\partial}^{*}}(x, v) u=0,\right.  \tag{3.24}\\
\left.\sigma_{\bar{\partial}^{*}}(x, v) \bar{\partial} u=0 \text { on } \partial \Omega\right\} .
\end{array}
$$

We record another regularity estimate:
Proposition 3.4. If $u \in \mathcal{D}(\mathcal{L})$, then $u \in H_{(1,-1 / 2)}(\mathcal{C})$ and

$$
\begin{equation*}
\|u\|_{(1,-1 / 2)}^{2} \leq C\|\mathcal{L} u\|_{L^{2}}\|u\|_{L^{2}} \tag{3.25}
\end{equation*}
$$

Proof. If $u \in \mathcal{D}(\mathcal{L}) \subset \mathcal{D}\left(\mathcal{L}^{1 / 2}\right)$, then the estimate (3.9) holds. Hence

$$
\|u\|_{(1,-1 / 2)}^{2} \leq C(u, u)_{\mathcal{H}_{1}}=C(\mathcal{L} u, u)_{L^{2}}
$$

Applying Cauchy's inequality yields (3.25).

## Exercises

1. Consider the space

$$
\mathcal{H}_{1}^{\#}=\left\{u \in L^{2}\left(\Omega, \Lambda^{0,1}\right): \bar{\partial} u \in L^{2}, \bar{\partial}^{*} u \in L^{2},\left.\sigma_{\bar{\partial}^{*}}(x, \nu) u\right|_{\partial \Omega}=0\right\},
$$

with square norm $\|\bar{\partial} u\|_{L^{2}}^{2}+\left\|\bar{\partial}^{*} u\right\|_{L^{2}}^{2}+\|u\|_{L^{2}}^{2}$. Try to show that $\mathcal{D}^{0,1}$ is dense in $\mathcal{H}_{1}^{\#}$ and hence that $\mathcal{H}_{1}^{\#}=\mathcal{H}_{1}$.
2. For small $s \geq 0$, let

$$
\Sigma_{s}=\{z \in \bar{\Omega}: \rho(z)=-s\},
$$

so $\Sigma_{0}=\partial \Omega$. Assume that, for $0 \leq s \leq b, \Sigma_{s}$ is a smooth surface on which $\nabla \rho \neq 0$. Show that

$$
\begin{equation*}
\sup _{0 \leq s \leq b}\|u\|_{L^{2}\left(\Sigma_{s}\right)}^{2} \leq C\left(\|\bar{\partial} u\|_{L^{2}}^{2}+\left\|\bar{\partial}^{*} u\right\|_{L^{2}}^{2}\right), \quad u \in \mathcal{D}^{0,1} \tag{3.26}
\end{equation*}
$$

(Hint: Follow the argument using (3.5)-(3.7), but replace (3.7) by

$$
\text { PI }: L^{2}(\partial \Omega) \longrightarrow L^{2}\left(\Sigma_{s}\right)
$$

with an appropriate norm estimate.)
3. Show that (3.26), together with the fact that

$$
(\mathcal{L}+I)^{-1}: L^{2}\left(\Omega, \Lambda^{0,1}\right) \longrightarrow H_{\mathrm{loc}}^{2}\left(\Omega, \Lambda^{0,1}\right),
$$

implies that $(\mathcal{L}+I)^{-1}$ is compact on $L^{2}\left(\Omega, \Lambda^{0,1}\right)$, without making use of (3.14). Compare [Mor], p. 336.

## 4. Higher-order subelliptic estimates

We want to extend the estimates (3.9) and (3.25) to estimates on higher derivatives of $u \in \Lambda^{0,1}(\bar{\Omega}) \cap \mathcal{D}(\mathcal{L})$, in terms of estimates on $\mathcal{L} u$. The associated regularity results will be established in $\S 5$. As in $\S 3$, we make the standing assumption that $\Omega$ is a bounded, strongly pseudoconvex domain in $\mathbb{C}^{n}$. We begin with the following improvement of (3.25).

Proposition 4.1. For $u \in \Lambda^{0,1}(\bar{\Omega}) \cap \mathcal{D}(\mathcal{L})$, we have

$$
\begin{equation*}
\|u\|_{H^{1}}^{2} \leq C\|\mathcal{L} u\|_{L^{2}}^{2} \tag{4.1}
\end{equation*}
$$

Proof. It suffices to consider the case where $u$ is supported on the collar neighborhood $\mathcal{C}$ of $\partial \Omega$ introduced in $\S 3$. As there, we identify $\mathcal{C}$ with $[0,1) \times \partial \Omega$.

Let $\Lambda^{1 / 2} \in O P S^{1 / 2}(\partial \Omega)$ be an elliptic self-adjoint operator, with scalar principal symbol acting on sections of $\left.\Lambda^{0,1}\right|_{\partial \Omega}$. Arrange that $\Lambda^{1 / 2}$ commutes with $P(x)=\sigma(x)^{*} \sigma(x)$, where $\sigma(x)=\sigma_{\bar{\partial}^{*}}(x, v)$. Note that

$$
\begin{equation*}
\|u\|_{H^{1}(\mathcal{C})}^{2} \approx\left\|\Lambda^{1 / 2} u\right\|_{(1,-1 / 2)}^{2} \tag{4.2}
\end{equation*}
$$

Now, if $u \in \Lambda^{0,1}(\bar{\Omega}) \cap \mathcal{D}(\mathcal{L})$, then $\Lambda^{1 / 2} u \in \mathcal{D}^{0,1}$ and, by (3.9),

$$
\begin{equation*}
\left\|\Lambda^{1 / 2} u\right\|_{(1,-1 / 2)}^{2} \leq C Q\left(\Lambda^{1 / 2} u, \Lambda^{1 / 2} u\right) \tag{4.3}
\end{equation*}
$$

Below, we will show that, for a certain smooth family of operators $A(y) \in$ $O P S^{1}(\partial \Omega)$, we have $A u \in \mathcal{D}^{0,1}$ and

$$
\begin{equation*}
Q\left(\Lambda^{1 / 2} u, \Lambda^{1 / 2} u\right)=Q(u, A u)+R, \quad|R| \leq C\|u\|_{(1,-1 / 2)}^{2} \tag{4.4}
\end{equation*}
$$

Granted this, we have (4.3) dominated by

$$
\begin{align*}
C \operatorname{Re} Q(u, A u)+C\|u\|_{(1,-1 / 2)}^{2} & =C \operatorname{Re}(\mathcal{L} u, A u)_{L^{2}}+C\|u\|_{(1,-1 / 2)}^{2}  \tag{4.5}\\
& \leq C\|\mathcal{L} u\|_{L^{2}}\|u\|_{(0,1)}+C\|u\|_{(1,-1 / 2)}^{2}
\end{align*}
$$

Writing $C\|\mathcal{L} u\|_{L^{2}}\|u\|_{(0,1)} \leq\left(C^{2} / \varepsilon\right)\|\mathcal{L} u\|_{L^{2}}^{2}+\varepsilon\|u\|_{H^{1}}^{2}$ and absorbing the latter term on the left, we have

$$
\begin{equation*}
\|u\|_{H^{1}}^{2} \leq C\|\mathcal{L} u\|_{L^{2}}^{2}+C\|u\|_{(1,-1 / 2)}^{2} \tag{4.6}
\end{equation*}
$$

If we use (3.25) to estimate the last term and recall that zero is not in the spectrum of $\mathcal{L}$, we have (4.1).

Our next step is to obtain higher-order a priori estimates in the tangential directions.

Proposition 4.2. For $u \in \Lambda^{0,1}(\bar{\Omega}) \cap \mathcal{D}(\mathcal{L}), k \geq 1$, we have

$$
\begin{equation*}
\|u\|_{(1, k / 2-1 / 2)}^{2} \leq C\|\mathcal{L} u\|_{(0, k / 2-1 / 2)}^{2}+C\|u\|_{L^{2}}^{2} . \tag{4.7}
\end{equation*}
$$

Proof. We will prove (4.7) by induction on $k$; the case $k=1$ is implied by (4.1). To begin, we have

$$
\begin{equation*}
\|u\|_{(1, k / 2-1 / 2)}^{2} \approx\left\|\Lambda^{k / 2} u\right\|_{(1,-1 / 2)}^{2} \leq C Q\left(\Lambda^{k / 2} u, \Lambda^{k / 2} u\right) \tag{4.8}
\end{equation*}
$$

the latter inequality by (3.9), since $\Lambda^{k / 2} u \in \mathcal{D}^{0,1}$. Now, extending (4.4), we have

$$
\begin{equation*}
Q\left(\Lambda^{k / 2} u, \Lambda^{k / 2} u\right)=Q\left(u, A_{k} u\right)+R_{k}, \quad\left|R_{k}\right| \leq C\|u\|_{(1, k / 2-1)}^{2} \tag{4.9}
\end{equation*}
$$

for a certain smooth family of operators $A_{k}(y) \in \operatorname{OPS}^{k}(\partial \Omega)$, for which $A_{k} u \in$ $\mathcal{D}^{0,1}$, as will be demonstrated below. Thus (4.8) is dominated by

$$
\begin{align*}
& C \operatorname{Re} Q\left(u, A_{k} u\right)+C\|u\|_{(1, k / 2-1)}^{2} \\
& \quad= C \operatorname{Re}\left(\mathcal{L} u, A_{k} u\right)_{L^{2}}+C\|u\|_{(1, k / 2-1)}^{2}  \tag{4.10}\\
& \quad \leq C\|\mathcal{L} u\|_{(0, k / 2-1 / 2)}\|u\|_{(0, k / 2+1 / 2)}+C\|u\|_{(1, k / 2-1)}^{2}
\end{align*}
$$

As in the passage from (4.5) to (4.6), this implies

$$
\begin{equation*}
\|u\|_{(1, k / 2-1 / 2)}^{2} \leq C\|\mathcal{L} u\|_{(0, k / 2-1 / 2)}^{2}+C\|u\|_{(1, k / 2-1)}^{2} \tag{4.11}
\end{equation*}
$$

which by induction on $k$ yields the desired estimate (4.7).
We now take up the task of proving (4.4) and (4.9). It will be convenient to assume that the diffeomorphism $\mathcal{C} \approx[0,1) \times \partial \Omega$ has the property that Lebesgue measure on $\mathcal{C}$, induced from that on $\mathbb{C}^{n}$, coincides with the product measure on $[0,1) \times \partial \Omega$, up to a constant factor, a matter that can be arranged. We retain the fiber metric on $\Lambda^{0,1}$; on $\{y\} \times \partial \Omega$ this fiber metric depends on $y$. Then $\Lambda^{k / 2}$, originally specified to be self-adjoint on $L^{2}\left(\partial \Omega, \Lambda^{0,1}\right)$, has the property

$$
\begin{equation*}
\left(\Lambda^{k / 2} u, v\right)_{L^{2}(\mathcal{C})}=\left(u, \widetilde{\Lambda}_{k / 2} v\right)_{L^{2}} \tag{4.12}
\end{equation*}
$$

where

$$
\begin{gather*}
\widetilde{\Lambda}_{k / 2} u(y)=\Lambda^{k / 2} u(y)+B_{k}(y) u(y) \\
B_{k}(y) \in O P S^{k / 2-1}(\partial \Omega), \quad B_{k}(0)=0 \tag{4.13}
\end{gather*}
$$

Then we take

$$
\begin{equation*}
A_{k}(y)=\widetilde{\Lambda}_{k / 2} \Lambda^{k / 2}=\Lambda^{k}+B_{k}(y) \Lambda^{k / 2} \tag{4.14}
\end{equation*}
$$

Clearly, $A_{k}$ preserves $\mathcal{D}^{0,1}$.
Now, if we also let $\Lambda^{k / 2}$ denote an elliptic self-adjoint operator in the class $O P S^{k / 2}(\partial \Omega)$, acting on on sections of $\Lambda^{0,0}$ and $\Lambda^{0,2}$, having the same scalar principal symbol as the one acting on sections of $\Lambda^{0,1}$, we can write

$$
\begin{align*}
\left(\bar{\partial} \Lambda^{k / 2} u, \bar{\partial} \Lambda^{k / 2} u\right)_{L^{2}}= & \left(\bar{\partial} u, \widetilde{\Lambda}_{k / 2} \bar{\partial} \Lambda^{k / 2} u\right)_{L^{2}} \\
& +\left(\left[\bar{\partial}, \Lambda^{k / 2}\right] u, \bar{\partial} \Lambda^{k / 2} u\right)_{L^{2}} \tag{4.15}
\end{align*}
$$

Further commutator pushing, plus use of the fact that the left side of (4.15) is real-valued, yields

$$
\begin{equation*}
\left(\bar{\partial} \Lambda^{k / 2} u, \bar{\partial} \Lambda^{k / 2} u\right)_{L^{2}}=\operatorname{Re}(\bar{\partial} u, \bar{\partial} A u)_{L^{2}}+R_{k 1} \tag{4.16}
\end{equation*}
$$

where

$$
\begin{align*}
R_{k 1} & =\operatorname{Re}\left\{\left(\left[\bar{\partial}, \Lambda^{k / 2}\right] u, \bar{\partial} \Lambda^{k / 2} u\right)_{L^{2}}+\left(\bar{\partial} u,\left[\widetilde{\Lambda}_{k / 2}, \bar{\partial}\right] \Lambda^{k / 2} u\right)_{L^{2}}\right\}  \tag{4.17}\\
& =\operatorname{Re}\left(R_{k 2}+R_{k 3}\right)
\end{align*}
$$

Now

$$
\begin{align*}
R_{k 2}+\bar{R}_{k 3}= & \left(\left[\bar{\partial}, \Lambda^{k / 2}\right] u, \bar{\partial} \Lambda^{k / 2} u\right)_{L^{2}}-\left(\left[\bar{\partial}, \widetilde{\Lambda}_{k / 2}\right] \Lambda^{k / 2} u, \bar{\partial} u\right)_{L^{2}} \\
= & \left(\left[\bar{\partial}, \Lambda^{k / 2}\right] u,\left[\bar{\partial}, \Lambda^{k / 2}\right] u\right)_{L^{2}}+\left(B_{k}\left[\bar{\partial}, \Lambda^{k / 2}\right] u, \bar{\partial} u\right)_{L^{2}}  \tag{4.18}\\
& +\left(\left[\Lambda^{k / 2},\left[\bar{\partial}, \Lambda^{k / 2}\right]\right] u, \bar{\partial} u\right)_{L^{2}}+\left(\left[B_{k}, \bar{\partial}\right] \Lambda^{k / 2} u, \bar{\partial} u\right)_{L^{2}} \\
= & R_{k 4}+R_{k 5}+R_{k 6}+R_{k 7}
\end{align*}
$$

and standard pseudodifferential operator estimates yield

$$
\begin{equation*}
\left|R_{k 4}\right|+\left|R_{k 5}\right|+\left|R_{k 6}\right|+\left|R_{k 7}\right| \leq C\|u\|_{(1, k / 2-1)}^{2} \tag{4.19}
\end{equation*}
$$

which consequently bounds $\operatorname{Re}\left(R_{k 2}+R_{k 3}\right)$. The term

$$
\left(\bar{\partial}^{*} \Lambda^{k / 2} u, \bar{\partial}^{*} \Lambda^{k / 2} u\right)_{L^{2}}
$$

has a similar analysis, so the estimates in (4.4) and (4.9) follow, and the proofs of Propositions 4.1 and 4.2 are complete.

The following is our main a priori estimate.
Proposition 4.3. For $u \in \Lambda^{0,1}(\bar{\Omega}) \cap \mathcal{D}(\mathcal{L})$ and $j, k \geq 1$, we have

$$
\begin{equation*}
\|u\|_{(j, k / 2-1 / 2)}^{2} \leq C\|\mathcal{L} u\|_{(j-1, k / 2-1 / 2)}^{2}+C\|u\|_{L^{2}}^{2} \tag{4.20}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\|u\|_{H^{j}}^{2} \leq C\|\mathcal{L} u\|_{H^{j-1}}^{2} \tag{4.21}
\end{equation*}
$$

Proof. It suffices to prove (4.20) since the $k=1$ case of this plus the invertibility of $\mathcal{L}$ implies (4.21). Note that the $j=1$ case of (4.20) is precisely the conclusion of Proposition 4.2. We will give an inductive proof for $j \geq 2$. Note that if $j \geq 2$,

$$
\begin{equation*}
\|u\|_{(j, k / 2-1 / 2)}^{2} \approx\left\|D_{y}^{2}\right\|_{(j-2, k / 2-1 / 2)}^{2}+\|u\|_{(j-1, k / 2+1 / 2)}^{2} \tag{4.22}
\end{equation*}
$$

Now since $\square$ is elliptic, we can use the standard trick of writing $D_{y}^{2} u$ in terms of $\square u$, second-order tangential derivatives of $u$, and first-order tangential derivatives of $D_{y} u$, to obtain

$$
\begin{equation*}
\|u\|_{(j, k / 2-1 / 2)}^{2} \leq C\|\mathcal{L} u\|_{(j-2, k / 2-1 / 2)}^{2}+C\|u\|_{(j-1, k / 2+1 / 2)}^{2} . \tag{4.23}
\end{equation*}
$$

The inductive hypothesis dominates the last term by $C\|\mathcal{L} u\|_{(j-2, k / 2+1 / 2)}^{2}+$ $C\|u\|_{L^{2}}^{2}$, and this implies (4.20).

Note that if the $\bar{\partial}$-Neumann boundary condition were regular, we would have the estimate $\|u\|_{H^{j+1}}^{2} \leq C\|\mathcal{L} u\|_{H^{j-1}}^{2}$ in place of (4.21). The estimate (4.21) is called a subelliptic estimate. One also says that the $\bar{\partial}$-Neumann problem on a strongly pseudoconvex domain is subelliptic, with loss of one derivative.

## Exercises

1. Sharpen the estimate (4.20) to

$$
\|u\|_{(j, k / 2-1 / 2)}^{2} \leq C\|\mathcal{L} u\|_{(j-2, k / 2+1 / 2)}^{2}+C\|u\|_{L^{2}}^{2},
$$

for all $u \in \Lambda^{0,1}(\bar{\Omega}) \cap \mathcal{D}(\mathcal{L})$, provided $k \geq 1$ and $j \geq 2$. In particular,

$$
\|u\|_{H^{2}}^{2} \leq C\|\mathcal{L} u\|_{(0,1)}^{2}+C\|u\|_{L^{2}}^{2} .
$$

2. Verify (4.19), namely, that $\left|R_{k j}\right| \leq C\|u\|_{(1, k / 2-1)}^{2}$ for $4 \leq j \leq 7$.
(Hint: For example, part of the desired estimate on $\left|R_{k 4}\right|$ follows from an estimate

$$
\left\|\left[X, \Lambda^{k / 2}\right] u\right\|_{L^{2}(\partial \Omega)} \leq C\|u\|_{H^{k / 2}(\partial \Omega)}
$$

for any first-order differential operator $X$ on $\partial \Omega$. This in turn follows since

$$
\left[X, \Lambda^{k / 2}\right] \in O P S^{k / 2}(\partial \Omega)
$$

Similarly, part of the desired estimate on $\left|R_{k 6}\right|$ follows because

$$
\left[\Lambda^{k / 2},\left[X, \Lambda^{k / 2}\right]\right] \in O P S^{k-1}(\partial \Omega)
$$

## 5. Regularity via elliptic regularization

Our main goal here is to go from the a priori estimate that $\|u\|_{H^{j}}^{2} \leq C\|\mathcal{L} u\|_{H^{j-1}}^{2}$ provided $u \in \mathcal{D}(\mathcal{L})$ is smooth on $\bar{\Omega}$ to the regularity result that whenever
$u \in \mathcal{D}(\mathcal{L})$ and $\mathcal{L} u=f \in H^{j-1}(\Omega)$, then $u \in H^{j}(\Omega)$. Following [KN], we use the method of elliptic regularization, which is the following. For $\delta>0$, consider the quadratic form

$$
\begin{equation*}
Q_{\delta}(u, u)=Q(u, u)+\delta \sum_{j}\left\|\partial_{j} u\right\|_{L^{2}}^{2}, \quad u \in \mathcal{D}^{0,1} \tag{5.1}
\end{equation*}
$$

where $Q(u, u)=\|\bar{\partial} u\|_{L^{2}}^{2}+\left\|\bar{\partial}^{*} u\right\|_{L^{2}}^{2}$ as in $\S 3$, and $\partial_{j}=\partial / \partial x_{j}, \partial_{n+j}=$ $\partial / \partial y_{j}, 1 \leq j \leq n$, applied to $u$ componentwise. We take $\mathcal{H}_{1 \delta}$ to be the completion of $\mathcal{D}^{0,1}$ with respect to the square norm $Q_{\delta}$. Due to the last term in (5.1), we obviously have

$$
\begin{equation*}
\mathcal{H}_{1 \delta}=\left\{u \in \mathcal{H}^{1}\left(\Omega, \Lambda^{0,1}\right): \sigma_{\bar{\partial}^{*}}(x, v) u=0 \text { on } \partial \Omega\right\}, \quad \forall \delta>0 . \tag{5.2}
\end{equation*}
$$

Note that $\mathcal{H}_{1 \delta} \subset \mathcal{H}_{1}$, for $\delta>0$, and $Q_{\delta}(u, u) \geq Q(u, u)$, for $u \in \mathcal{H}_{1 \delta}$. Thus Morrey's inequality and the proof of Proposition 3.1 apply, yielding

$$
\begin{equation*}
Q_{\delta}(u, u) \geq C\|u\|_{H^{1 / 2}}^{2}+C \int_{\partial \Omega}|u|^{2} d S+C \delta\|u\|_{H^{1}}^{2}, \quad u \in \mathcal{H}_{1 \delta} \tag{5.3}
\end{equation*}
$$

We will define the self-adjoint operator $\mathcal{L}_{\delta}$ by the Friedrichs extension method, so $\mathcal{D}\left(\mathcal{L}_{\delta}^{1 / 2}\right)=\mathcal{H}_{1 \delta}$ and

$$
\begin{equation*}
\left(\mathcal{L}_{\delta} u, v\right)_{L^{2}}=Q_{\delta}(u, v), \quad u \in \mathcal{D}\left(\mathcal{L}_{\delta}\right), v \in \mathcal{H}_{1 \delta} \tag{5.4}
\end{equation*}
$$

Thus $\mathcal{L}_{\delta}^{-1}$ is a compact, self-adjoint operator on $L^{2}\left(\Omega, \Lambda^{0,1}\right)$. Note that if $u \in$ $\mathcal{D}\left(\mathcal{L}_{\delta}\right)$, the argument used in the proof of Proposition 3.2 shows that $\left.\bar{\partial} u\right|_{\partial \Omega}$ is well defined in $\mathcal{D}^{\prime}(\partial \Omega)$, and, for $v \in \mathcal{D}^{0,1}$ we have

$$
\begin{equation*}
Q_{\delta}(u, v)=([\square-\delta \Delta] u, v)_{L^{2}}+\beta_{\delta}(u, v) \tag{5.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{\delta}(u, v)=\int_{\partial \Omega}\left[\frac{1}{i}\left\langle\sigma_{\bar{\partial}^{*}}(x, v) \bar{\partial} u, v\right\rangle-\delta\left\langle\frac{\partial u}{\partial v}, v\right\rangle\right] d S . \tag{5.6}
\end{equation*}
$$

If we set $v=\sigma_{\bar{\partial}^{*}}(x, v) \varphi$ on $\partial \Omega$, we deduce that

$$
u \in \mathcal{D}\left(\mathcal{L}_{\delta}\right) \Longrightarrow\left\{\begin{array}{c}
\sigma_{\bar{\partial}^{*}}(x, v) u=0  \tag{5.7}\\
\sigma_{\bar{\partial}}(x, v)\left[\frac{1}{i} \sigma_{\bar{\partial}^{*}}(x, v) \bar{\partial} u+\delta \frac{\partial u}{\partial v}\right]=0
\end{array}\right\} \text { on } \partial \Omega
$$

For any $\delta>0$, (5.3) is a coercive estimate. Such arguments as used in $\S 7$ of Chap. 5, for the Neumann boundary problem, produce higher-order estimates of the form

$$
\begin{equation*}
\|u\|_{H^{j+2}} \leq C_{j \delta}\left\|\mathcal{L}_{\delta} u\right\|_{H^{j}}, \quad u \in \mathcal{D}\left(\mathcal{L}_{\delta}\right) \tag{5.8}
\end{equation*}
$$

plus associated regularity theorems. Alternatively, the boundary condition (5.7) for the operator $\square_{\delta}=\square-\delta \Delta=-(1 / 2+\delta) \Delta$ is seen to be a regular boundary condition, and the results of $\S 11$ in Chap. 5 apply. Thus, for each $\delta>0$,

$$
\begin{equation*}
\mathcal{L}_{\delta}^{-1}: H^{j}(\Omega) \longrightarrow H^{j+2}(\Omega), \quad j \geq 0 \tag{5.9}
\end{equation*}
$$

The estimates in (5.9) depend crucially on $\delta$ of course, and one loses control as $\delta \searrow 0$. However, the analysis of $\S 4$ applies to $\mathcal{L}_{\delta}$, and one obtains

$$
\begin{equation*}
\|u\|_{H^{j+1}} \leq C_{j}\left\|\mathcal{L}_{\delta} u\right\|_{H^{j}}, \quad u \in \mathcal{D}\left(\mathcal{L}_{\delta}\right) \cap \Lambda^{0,1}(\bar{\Omega}) \tag{5.10}
\end{equation*}
$$

with $C_{j}$ independent of $\delta \in(0,1]$. Using this, we will establish the following:
Proposition 5.1. The operator $\mathcal{L}$ has the property that

$$
\begin{equation*}
\mathcal{L}^{-1}: H^{j}(\Omega) \longrightarrow H^{j+1}(\Omega), \quad j \geq 0 \tag{5.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{L}^{-1}: \Lambda^{0,1}(\bar{\Omega}) \longrightarrow \Lambda^{0,1}(\bar{\Omega}) . \tag{5.12}
\end{equation*}
$$

Of course, (5.12) follows from (5.11), but it will be technically convenient to prove these results together, completing the proof of (5.12) shortly before that of (5.11).

To begin, take $f \in \Lambda^{0,1}(\bar{\Omega})$ (so $f$ is smooth on $\bar{\Omega}$ ). Then, for each $\delta>0, \quad \mathcal{L}_{\delta}^{-1} f=u_{\delta} \in \Lambda^{0,1}(\bar{\Omega})$. Hence (5.10) is applicable; we have $\left\{u_{\delta}: \delta \in(0,1]\right\}$ bounded in $H^{j}(\Omega)$, for each $j$. Thus this set is relatively compact in $H^{j-1}(\Omega)$ for each $j$, so there is a limit point

$$
u_{0} \in \bigcap_{j>0} H^{j}\left(\Omega, \Lambda^{0,1}\right)=\Lambda^{0,1}(\bar{\Omega}) ;
$$

$u_{\delta_{\nu}} \rightarrow u_{0}$ in the $C^{\infty}$-topology while $\delta_{\nu} \searrow 0$. Now

$$
\begin{equation*}
(\square-\delta \Delta) u_{\delta}=f \Longrightarrow \square u_{0}=f \tag{5.13}
\end{equation*}
$$

Also,

$$
\begin{equation*}
\left.\sigma_{\bar{\partial}^{*}}(x, v) u_{\delta}\right|_{\partial \Omega}=\left.0 \Longrightarrow \sigma_{\bar{\partial}^{*}}(x, v) u_{0}\right|_{\partial \Omega}=0 \tag{5.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\sigma_{\bar{\partial}}(x, v)\left[\frac{1}{i} \sigma_{\bar{\partial}^{*}}(x, v) \bar{\partial} u+\delta \frac{\partial u}{\partial v}\right]\right|_{\partial \Omega}=\left.0 \Longrightarrow \sigma_{\bar{\partial}^{*}}(x, v) \bar{\partial} u_{0}\right|_{\partial \Omega}=0 \tag{5.15}
\end{equation*}
$$

Therefore, $u_{0} \in \mathcal{D}(\mathcal{L})$, so

$$
\begin{equation*}
\mathcal{L}^{-1} f=u_{0} \in \Lambda^{0,1}(\bar{\Omega}) \tag{5.16}
\end{equation*}
$$

This proves (5.12).
To prove (5.11), if $f \in H^{j}\left(\Omega, \Lambda^{0,1}\right)$, take $f_{v} \in \Lambda^{0,1}(\bar{\Omega})$ so that $f_{v} \rightarrow f$ in $H^{j}(\Omega)$. We have $u_{v}=\mathcal{L}^{-1} f_{v} \in \Lambda^{0,1} \overline{(\bar{\Omega})}$ and, by (4.21),

$$
\begin{equation*}
\left\|u_{\nu}-u_{\mu}\right\|_{H^{j+1}} \leq C\left\|f_{\nu}-f_{\mu}\right\|_{H^{j}} \tag{5.17}
\end{equation*}
$$

Hence $\left(u_{v}\right)$ is Cauchy in $H^{j+1}(\Omega)$, so $\mathcal{L}^{-1} f=\lim _{v \rightarrow \infty} u_{v} \in H^{j+1}(\Omega)$.

## Exercises

1. Verify that the boundary condition described in (5.7) is a regular boundary condition for $\mathcal{L}_{\delta}=C_{\delta} \Delta$, as defined in $\S 11$ of Chap. 5.
2. As an approach to Exercise 1, show that the analogue of the boundary condition (1.15) in this case, for the region $\left\{\operatorname{Im} z_{n}>0\right\}$, is

$$
u_{n}\left(z^{\prime}, x_{n}, 0\right)=0, \quad \frac{\partial u_{j}}{\partial \bar{z}_{n}}+\delta \frac{\partial u_{j}}{\partial y_{n}}\left(z^{\prime}, x_{n}, 0\right)=0, \quad 1 \leq j \leq n-1 .
$$

Show that the pseudodifferential equation arising in parallel with (1.18) is

$$
\left(\frac{\partial}{\partial x_{n}}+(i+2 \delta) N\right) h=g
$$

and that, for any $\delta>0$, the pseudodifferential operator acting on $h$ is elliptic.

## 6. The Hodge decomposition and the $\bar{\partial}$-equation

We begin with the following Hodge decomposition theorem.
Theorem 6.1. If $\Omega$ is a bounded, strongly pseudoconvex domain in $\mathbb{C}^{n}$, then, given $u \in \Lambda^{0,1}(\bar{\Omega})$, we have

$$
\begin{equation*}
u=\overline{\partial \partial}^{*} \mathcal{L}^{-1} u+\bar{\partial}^{*} \bar{\partial} \mathcal{L}^{-1} u=P_{\bar{\partial}} u+P_{\bar{\partial}^{*}} u \tag{6.1}
\end{equation*}
$$

The two terms on the right side are mutually orthogonal in $L^{2}\left(\Omega, \Lambda^{0,1}\right)$. Furthermore,

$$
\begin{equation*}
P_{\bar{\partial}}, P_{\bar{\jmath}^{*}}: H^{j}\left(\Omega, \Lambda^{0,1}\right) \longrightarrow H^{j-1}\left(\Omega, \Lambda^{0,1}\right), \quad j \geq 1 \tag{6.2}
\end{equation*}
$$

Proof. The first identity in (6.1) is equivalent to $u=\mathcal{L} \mathcal{L}^{-1} u$, and the second is simply the definition of $P_{\bar{\jmath}}$ and $P_{\bar{\partial}^{*}}$. That (6.2) holds follows from (5.11). Only the orthogonality remains to be checked.

Following the proof of Proposition A.3, we use

$$
\begin{equation*}
(\bar{\partial} v, w)_{L^{2}}=\left(v, \bar{\partial}^{*} w\right)_{L^{2}}+\frac{1}{i} \int_{\partial \Omega}\left\langle v, \sigma_{\bar{\partial}^{*}}(x, v) w\right\rangle d S, \tag{6.3}
\end{equation*}
$$

valid for $v \in \Lambda^{0, q}(\bar{\Omega}), w \in \Lambda^{0, q+1}(\bar{\Omega})$. Thus

$$
\begin{equation*}
w \in \mathcal{D}^{0, q+1} \Longrightarrow \bar{\partial}^{*} w \perp \operatorname{ker} \bar{\partial} \cap \Lambda^{0, q}(\bar{\Omega}) \tag{6.4}
\end{equation*}
$$

where $\mathcal{D}^{0, q+1}$ is defined as in (2.2). Results established in previous sections imply

$$
\begin{equation*}
\bar{\partial} \mathcal{L}^{-1}: \Lambda^{0,1}(\bar{\Omega}) \longrightarrow \mathcal{D}^{0,2} \tag{6.5}
\end{equation*}
$$

so we can apply (6.4) to $w=\bar{\partial} \mathcal{L}^{-1} u$ to get

$$
\begin{equation*}
\bar{\partial}^{*} \bar{\partial} \mathcal{L}^{-1} u \perp \operatorname{ker} \bar{\partial} \cap \Lambda^{0,1}(\bar{\Omega}) \tag{6.6}
\end{equation*}
$$

Hence

$$
\begin{equation*}
u_{j} \in \Lambda^{0,1}(\bar{\Omega}) \Longrightarrow P_{\bar{\partial}} u_{1} \perp P_{\bar{\partial}^{*} u_{2}} \quad \text { in } L^{2}\left(\Omega, \Lambda^{0,1}\right) \tag{6.7}
\end{equation*}
$$

This finishes the proof of the theorem. It also implies that $P_{\bar{\partial}}$ and $P_{\bar{\partial} *}$ extend uniquely to bounded operators (in fact, to complementary orthogonal projections) acting on $L^{2}\left(\Omega, \Lambda^{0,1}\right)$.

The most significant application of this Hodge decomposition is to the equation

$$
\begin{equation*}
\bar{\partial} u=f \tag{6.8}
\end{equation*}
$$

given $f \in \Lambda^{0,1}(\bar{\Omega})$, for some $u \in \Lambda^{0,0}(\bar{\Omega})=C^{\infty}(\bar{\Omega})$. Since $\bar{\partial}^{2}=0$, a necessary condition for solvability of (6.8) is

$$
\begin{equation*}
\bar{\partial} f=0 . \tag{6.9}
\end{equation*}
$$

For strongly pseudoconvex domains, this is sufficient:
Theorem 6.2. If $\Omega$ is a bounded, strongly pseudoconvex domain in $\mathbb{C}^{n}$, and $f \in$ $\Lambda^{0,1}(\bar{\Omega})$ satisfies (6.9), then there exists $u \in C^{\infty}(\bar{\Omega})$ satisfying (6.8).

Proof. With $g=\mathcal{L}^{-1} f \in \Lambda^{0,1}(\bar{\Omega})$, we have

$$
\begin{equation*}
f=\overline{\partial \partial}^{*} g+\bar{\partial}^{*} \bar{\partial} g=P_{\bar{\partial}} f+P_{\bar{\partial}^{*}} f \tag{6.10}
\end{equation*}
$$

However, (6.4) applied to $w=\bar{\partial} g$ implies $P_{\bar{\partial}^{*}} f \perp f$, so in fact $P_{\bar{\partial}^{*}} f=0$ and

$$
\begin{equation*}
f=\bar{\partial}\left(\bar{\partial}^{*} g\right) \tag{6.11}
\end{equation*}
$$

Thus we have (6.8), with $u=\bar{\partial}^{*} g$.

We will use Theorem 6.2 to establish the following important result concerning function theory on a bounded, strongly pseudoconvex domain.

Proposition 6.3. Let $\Omega$ be a bounded, strongly pseudoconvex domain in $\mathbb{C}^{n}$, and fix $p \in \partial \Omega$. Then there is a function $u$, holomorphic on $\Omega$, such that $u \in C^{\infty}(\bar{\Omega} \backslash$ $\{p\})$, but u blows up at $p$.

Proof. It is shown in the exercises for $\S 2$ that there are a neighborhood $\mathcal{O}$ of $p$ and a holomorphic function $g$, given by (2.16), such that $\{z \in \mathcal{O}: g(z)=0\} \cap \bar{\Omega}=$ $\{p\}$. Now the function

$$
\begin{equation*}
v=\frac{1}{g(z)} \tag{6.12}
\end{equation*}
$$

is holomorphic on $\mathcal{O} \cap \Omega$ and $C^{\infty}$ on $\mathcal{O} \cap \bar{\Omega} \backslash\{p\}$, and it blows up at $p$.
Pick $\psi \in C_{0}^{\infty}(\mathcal{O})$ such that $\psi=1$ on a neighborhood $\mathcal{O}_{2}$ of $p$, and set

$$
\begin{equation*}
w=\psi v \tag{6.13}
\end{equation*}
$$

on $\mathcal{O}$, extended to be 0 on the complement of $\mathcal{O}$. Now consider

$$
\begin{equation*}
f=\bar{\partial} w \tag{6.14}
\end{equation*}
$$

on $\bar{\Omega}$; we take $f=0$ on $\mathcal{O}_{2} \cap \bar{\Omega}$. Thus $f \in \Lambda^{0,1}(\bar{\Omega})$ and $\bar{\partial} f=0$, so by Theorem 6.2 there exists

$$
\begin{equation*}
w_{2} \in C^{\infty}(\bar{\Omega}), \quad \bar{\partial} w_{2}=f \tag{6.15}
\end{equation*}
$$

Now we set

$$
\begin{equation*}
u=w-w_{2} . \tag{6.16}
\end{equation*}
$$

We have $\bar{\partial} u=f-f=0$ on $\Omega$, so $u$ is holomorphic on $\Omega$. The construction of $w$ and the smoothness of $w_{2}$ on $\bar{\Omega}$ imply that $u \in C^{\infty}(\bar{\Omega} \backslash\{p\})$ and that $u$ blows up at $p$, so the proof is complete.

Assuming that $\Omega$ is a bounded, strongly pseudoconvex domain in $\mathbb{C}^{n}$, we construct another special holomorphic function on $\Omega$, as follows. Let $\left\{p_{j}: j \in \mathbb{Z}^{+}\right\}$ be a dense set of points in $\partial \Omega$, and for each $j$ let $u_{j}$ be a holomorphic function on $\Omega$ such that $u_{j} \in C^{\infty}\left(\Omega \backslash\left\{p_{j}\right\}\right)$, constructed as above. Then we can produce mutually disjoint line segments $\gamma_{j}$ lying in $\bar{\Omega}$, normal to $\partial \Omega$ at $p_{j}$, such that $\left.u_{j}\right|_{\gamma_{j}}$ blows up at $p_{j}$. Now consider

$$
\begin{equation*}
u=\sum_{j \geq 0} c_{j} u_{j} \tag{6.17}
\end{equation*}
$$

where $c_{j} \in \mathbb{C}$ are all nonzero, but picked so small that

$$
\begin{array}{ll}
\left|c_{j} u_{j}(z)\right|<2^{-j} & \text { on } \mathcal{O}_{j}=\left\{z \in \Omega: \operatorname{dist}(z, \partial \Omega) \geq 2^{-j}\right\}, \\
\left|c_{j} u_{j}(z)\right|<2^{-j}, & \text { for } z \in \bigcup_{\ell<j} \gamma_{\ell} . \tag{ii}
\end{array}
$$

Condition (i) implies that (6.17) is uniformly convergent on compact subsets of $\Omega$, hence $u$ is holomorphic on $\Omega$. Condition (ii) implies that, for each $k \in \mathbb{Z}^{+}$, $v_{k}=\sum_{j \neq k} c_{j} u_{j}$ is bounded on $\gamma_{k}$; hence $u=v_{k}+c_{k} u_{k}$ is unbounded on $\gamma_{k}$. This produces a holomorphic function on $\Omega$ with the following property:

Proposition 6.4. If $\Omega$ is a bounded, strongly pseudoconvex domain in $\mathbb{C}^{n}$, then there is a holomorphic function и on $\Omega$ that is unbounded on each open set $\mathcal{O} \cap \Omega$, for any open $\mathcal{O}$ such that $\mathcal{O} \cap \partial \Omega \neq \emptyset$. Hence u does not extend holomorphically past any point in $\partial \Omega$.

A domain $\Omega \subset \mathbb{C}^{n}$ having such an inextensible holomorphic function $u$ is called a domain of holomorphy. Domains of holomorphy play an important role in the theory of holomorphic functions of several complex variables; we refer to [GR, Ho3, Kr 1 ], and [Lel] for material on this.

We mention that, for the solution to (6.8) given by

$$
\begin{equation*}
u=S f=\bar{\partial}^{*} \mathcal{L}^{-1} f \tag{6.18}
\end{equation*}
$$

we have $S: H^{j}(\Omega) \rightarrow H^{j}(\Omega)$, as a consequence of (5.11). In fact, one can do better:

$$
\begin{equation*}
S: H^{j}(\Omega) \longrightarrow H^{j+1 / 2}(\Omega) \tag{6.19}
\end{equation*}
$$

One method of proving this is sketched in the exercises after $\S 9$.

## Exercises

1. Interpolate (6.2) with the $L^{2}$-boundedness of $P_{\bar{\partial}}$ and $P_{\bar{\partial}}$ to show that

$$
P_{\bar{\partial}}, P_{\bar{\partial}^{*}}: H^{j}\left(\Omega, \Lambda^{0,1}\right) \longrightarrow H^{j-\varepsilon}\left(\Omega, \Lambda^{0,1}\right), \quad \forall \varepsilon>0, j \geq 1 .
$$

(Hint: Replace $j$ by $N j$ in (6.2).)
Can you get rid of the $\varepsilon$ ?

## 7. The Bergman projection and Toeplitz operators

We use the operator $\mathcal{L}^{-1}$ on $(0,1)$-forms to produce the following Hodge decomposition for $(0,0)$-forms. Throughout this section we assume that $\Omega$ is a bounded strongly pseudoconvex domain in $\mathbb{C}^{n}$.

Proposition 7.1. For all $u \in \Lambda^{0,0}(\bar{\Omega})$,

$$
\begin{equation*}
u=B u+\bar{\partial}^{*} \mathcal{L}^{-1} \bar{\partial} u \tag{7.1}
\end{equation*}
$$

is an orthogonal decomposition in $L^{2}(\Omega)$. The operator $B$, extended to $L^{2}(\Omega)$, coincides with the orthogonal projection onto

$$
\begin{equation*}
\mathcal{H}(\Omega)=\left\{u \in L^{2}(\Omega): \bar{\partial} u=0\right\} . \tag{7.2}
\end{equation*}
$$

Here, we take (7.1) as the definition of $B$. Thus, by (5.12), $B: \Lambda^{0,0}(\bar{\Omega}) \rightarrow$ $\Lambda^{0,0}(\bar{\Omega})$. We need to prove that the decomposition (7.1) is orthogonal and that $B$, extended to $L^{2}(\Omega)$, is indeed the stated projection.

We first note that

$$
\begin{equation*}
\left(v, \bar{\partial}^{*} \mathcal{L}^{-1} \bar{\partial} u\right)_{L^{2}}=\left(\bar{\partial} v, \mathcal{L}^{-1} \bar{\partial} u\right)_{L^{2}}, \quad \forall u, v \in \Lambda^{0,0}(\bar{\Omega}) \tag{7.3}
\end{equation*}
$$

since the two sides differ by the integral over $\partial \Omega$ of $\left\langle v, \sigma_{\bar{\partial}^{*}}(x, v) \mathcal{L}^{-1} \bar{\partial} u\right\rangle$, which vanishes. This identity shows that, given $v \in \Lambda^{0,0}(\bar{\Omega})$,

$$
\begin{equation*}
\bar{\partial} v=0 \Longrightarrow v \perp \bar{\partial}^{*} \mathcal{L}^{-1} \bar{\partial} u, \quad \forall u \in \Lambda^{0,0}(\bar{\Omega}) \tag{7.4}
\end{equation*}
$$

Next we claim that

$$
\begin{equation*}
\bar{\partial} B v=0, \quad \forall v \in \Lambda^{0,0}(\bar{\Omega}) . \tag{7.5}
\end{equation*}
$$

This is equivalent to the statement that

$$
\begin{equation*}
\overline{\partial \partial}^{*} \mathcal{L}^{-1} \bar{\partial} v=\bar{\partial} v \tag{7.6}
\end{equation*}
$$

Now, if we apply the decomposition (6.1) to $\bar{\partial} v$, we see that the two sides of (7.6) differ by $\bar{\partial}^{*} \bar{\partial} \mathcal{L}^{-1} \bar{\partial} v$; but this vanishes, by (6.6), so we have (7.5).

Combining (7.4) and (7.5), we have

$$
\begin{equation*}
B v \perp \bar{\partial}^{*} \mathcal{L}^{-1} \bar{\partial} u, \quad \forall u, v \in \Lambda^{0,0}(\bar{\Omega}) \tag{7.7}
\end{equation*}
$$

so the decomposition (7.1) is orthogonal. Thus $B$ does extend to an orthogonal projection on $L^{2}(\Omega)$ and, by (7.5), $\mathcal{R}(B) \subset \mathcal{H}(\Omega)$. If we apply (7.1) to an element $u$ of

$$
\begin{equation*}
\mathcal{H}(\bar{\Omega})=\left\{u \in \Lambda^{0,0}(\bar{\Omega}): \bar{\partial} u=0\right\} \tag{7.8}
\end{equation*}
$$

we get $u=B u$, so we have

$$
\overline{\mathcal{H}}(\bar{\Omega}) \subset \mathcal{R}(B) \subset \mathcal{H}(\Omega)
$$

where $\overline{\mathcal{H}}(\bar{\Omega})$ denotes the closure of $\mathcal{H}(\bar{\Omega})$ in $L^{2}(\Omega)$.
In fact, since $B: \Lambda^{0,0}(\bar{\Omega}) \rightarrow \Lambda^{0,0}(\bar{\Omega})$ and $\Lambda^{0,0}(\bar{\Omega})$ is dense in $L^{2}(\Omega)$, it is now clear that $\mathcal{R}(B)=\overline{\mathcal{H}}(\bar{\Omega})$. We could stop here (rephrasing the statement of Proposition 7.1), but it is of intrinsic interest to equate this space with $\mathcal{H}(\Omega)$, which we now do.

Lemma 7.2. If $\Omega$ is a strongly pseudoconvex domain in $\mathbb{C}^{n}$, then $\mathcal{H}(\bar{\Omega})$ is dense in $\mathcal{H}(\Omega)$.

Proof. It suffices to show that

$$
\begin{equation*}
\mathcal{H}(\Omega) \perp \bar{\partial}^{*} \mathcal{L}^{-1} \bar{\partial} u, \quad \forall u \in \Lambda^{0,0}(\bar{\Omega}) \tag{7.9}
\end{equation*}
$$

Now, if $v \in \mathcal{H}(\Omega)$ and $u \in \Lambda^{0,0}(\bar{\Omega})$, so $w=\mathcal{L}^{-1} \bar{\partial} u \in \mathcal{D}^{0,1} \subset \Lambda^{0,1}(\bar{\Omega})$, then

$$
\begin{equation*}
\left(v, \bar{\partial}^{*} \mathcal{L}^{-1} \bar{\partial} u\right)_{L^{2}(\Omega)}=\lim _{s \rightarrow 0} \int_{\Omega_{s}}\left\langle v, \bar{\partial}^{*} w\right\rangle d V \tag{7.10}
\end{equation*}
$$

where $\Omega_{s}=\{z \in \bar{\Omega}: \rho(z) \leq-s\}$. We have

$$
\begin{equation*}
\int_{\Omega_{S}}\left\langle v, \bar{\partial}^{*} w\right\rangle d V=\int_{\Omega_{s}}\langle\bar{\partial} v, w\rangle d V+\int_{\partial \Omega_{s}}\left\langle v, \sigma_{\bar{\partial}^{*}}(x, v) w\right\rangle d S \tag{7.11}
\end{equation*}
$$

Of course, the first term on the right side of (7.11) vanishes if $v \in \mathcal{H}(\Omega)$. Now, we can take a collar neighborhood of $\partial \Omega$ and identify $\partial \Omega_{s}$ with $\partial \Omega$, for $s$ small. Then, for each $v \in \mathcal{H}(\Omega), v(s)=\left.v\right|_{\partial \Omega_{s}}$ provides a bounded family in $\mathcal{D}^{\prime}(\partial \Omega)$ as $s \rightarrow 0$. Meanwhile, for any $w \in \mathcal{D}^{0,1}$,

$$
\begin{equation*}
\sigma w(s)=\left.\sigma_{\bar{\partial}^{*}}(x, v) w\right|_{\partial \Omega_{s}} \rightarrow 0 \quad \text { in } C^{\infty}(\partial \Omega) \tag{7.12}
\end{equation*}
$$

as $s \rightarrow 0$. Thus the second term on the right side of (7.11) vanishes as $s \rightarrow 0$, so we have (7.9), and the lemma is proved.

The orthogonal projection $B$ is called the Bergman projection. If we take as its defining property that $B$ projects $L^{2}(\Omega)$ onto $\mathcal{H}(\Omega)$, then the content of Proposition 7.1 is that we have a formula for $B$ :

$$
\begin{equation*}
B u=u-\bar{\partial}^{*} \mathcal{L}^{-1} \bar{\partial} u, \tag{7.13}
\end{equation*}
$$

at least for $u \in H^{1}(\Omega)$. The mapping property (5.11) implies $B: H^{j}(\Omega) \rightarrow$ $H^{j-1}(\Omega)$, for $j \geq 1$. If we interpolate this with $B: L^{2}(\Omega) \rightarrow L^{2}(\Omega)$, we deduce that

$$
\begin{equation*}
B: H^{j}(\Omega) \longrightarrow H^{j-\varepsilon}(\Omega), \quad \forall \varepsilon>0, j \geq 1 \tag{7.14}
\end{equation*}
$$

Compare with Exercise 1 in §6. In [K3] it is proved that actually $B: H^{j}(\Omega) \rightarrow$ $H^{j}(\Omega)$.

Since $B u$ is holomorphic for each $u \in L^{2}(\Omega)$, the evaluation at any $z \in \Omega$ is a continuous linear functional on $L^{2}(\Omega)$, so there exists a unique element of $L^{2}(\Omega)$, which we denote as $k_{z}$, such that

$$
\begin{equation*}
B u(z)=\left(u, k_{z}\right)_{L^{2}}, \quad \forall u \in L^{2}(\Omega) . \tag{7.15}
\end{equation*}
$$

Since holomorphic functions are harmonic, the mean-value property implies that whenever $\varphi_{z} \in C_{0}^{\infty}(\Omega)$ is real-valued and radially symmetric about $z \in \Omega$, with total integral 1, then

$$
\begin{equation*}
B u(z)=\left(B u, \varphi_{z}\right)_{L^{2}}=\left(u, B \varphi_{z}\right)_{L^{2}}, \tag{7.16}
\end{equation*}
$$

so, for each $z \in \Omega$,

$$
\begin{equation*}
k_{z}=B \varphi_{z} \in C^{\infty}(\bar{\Omega}) \tag{7.17}
\end{equation*}
$$

Also, one can clearly choose $\varphi_{z}(\zeta)$ depending smoothly on $z$ and $\zeta$, so the map $z \mapsto k_{z}$ is $C^{\infty}$ on $\Omega$, with values in $C^{\infty}(\bar{\Omega})$. Thus we can write

$$
\begin{equation*}
k_{z}(\zeta)=\overline{K(z, \zeta)}, \quad K \in C^{\infty}(\Omega \times \bar{\Omega}) \tag{7.18}
\end{equation*}
$$

Then we can rewrite (7.15) as

$$
\begin{equation*}
B u(z)=\int_{\Omega} u(\zeta) K(z, \zeta) d V(\zeta) \tag{7.19}
\end{equation*}
$$

The function $K(z, \zeta)$ is called the Bergman kernel function. Since $B=B^{*}$, we have

$$
\begin{equation*}
K(z, \zeta)=\overline{K(\zeta, z)} \tag{7.20}
\end{equation*}
$$

hence (7.18) implies

$$
\begin{equation*}
K \in C^{\infty}(\Omega \times \bar{\Omega}) \cap C^{\infty}(\bar{\Omega} \times \Omega) \tag{7.21}
\end{equation*}
$$

This regularity result is due to [Ker2].
In [F] an analysis was made of the asymptotic behavior of $K(z, z)$ as $z$ approaches $\partial \Omega$. It was used there as a tool to prove that if $\Omega_{1}$ and $\Omega_{2}$ are two bounded, strongly pseudoconvex domains with smooth boundary and $\Phi: \Omega_{1} \rightarrow \Omega_{2}$ is a biholomorphism, then $\Phi$ extends to a diffeomorphism $\Phi: \bar{\Omega}_{1} \rightarrow \bar{\Omega}_{2}$. Later, S. Bell and E. Ligocka [BL] found a simpler proof of this mapping result, relying on the property that $B: C^{\infty}(\bar{\Omega}) \rightarrow C^{\infty}(\bar{\Omega})$ (which follows from (7.14). Nevertheless, the asymptotic analysis of $K(z, z)$ has substantial intrinsic interest. A discussion of a number of aspects of this study is given in the survey [BFG]. In [BSj] the analysis of $K(z, z)$ is related to an analysis of the Szegö projection, a projection analogous to the Bergman projection but defined on $L^{2}(\partial \Omega)$. Alternative approaches to the analysis of the Szegö projection are given in [KS] and in [Tay].

We turn now to a study of Toeplitz operators, defined as follows. Given $f \in$ $L^{\infty}(\Omega)$, we denote $M_{f} u=f u$ and set

$$
\begin{equation*}
T_{f} u=B(f u), \quad u \in \mathcal{H}(\Omega) \tag{7.22}
\end{equation*}
$$

Thus $T_{f}: \mathcal{H}(\Omega) \rightarrow \mathcal{H}(\Omega)$. We call $T_{f}$ a Toeplitz operator. Note that since $\|B\|=1$, we have an $L^{2}$-operator norm bound on $T_{f}$ :

$$
\begin{equation*}
\left\|T_{f}\right\| \leq\|f\|_{L^{\infty}} \tag{7.23}
\end{equation*}
$$

Toeplitz operators have a number of interesting properties, some of which we derive here. In the statements below, $\mathcal{L}$ denotes the space of bounded operators and $\mathcal{K}$ the space of compact operators, acting on the relevant Hilbert space, usually $L^{2}(\Omega)$ or $\mathcal{H}(\Omega)$.

Proposition 7.3. If $f, g \in C(\bar{\Omega})$, then

$$
\begin{equation*}
T_{f} T_{g}-T_{f g} \in \mathcal{K} \tag{7.24}
\end{equation*}
$$

Also, if $f \in C(\bar{\Omega})$,

$$
\begin{equation*}
\left.f\right|_{\partial \Omega}=0 \Longrightarrow T_{f} \in \mathcal{K} \tag{7.25}
\end{equation*}
$$

Thus $f \mapsto T_{f}$ produces a homomorphism of Banach algebras

$$
\begin{equation*}
\tau: C(\partial \Omega) \longrightarrow \mathcal{L} / \mathcal{K} \tag{7.26}
\end{equation*}
$$

In view of (7.23), it suffices to prove (7.24) for $f, g \in C^{\infty}(\bar{\Omega})$. Also, it suffices to prove (7.25) for $f \in C_{0}^{\infty}(\Omega)$. In fact,

$$
\begin{equation*}
f \in C_{0}^{\infty}(\Omega) \Longrightarrow T_{f}: \mathcal{H}(\Omega) \rightarrow C^{\infty}(\bar{\Omega}) \tag{7.27}
\end{equation*}
$$

so the compactness of $T_{f}$ in this case is obvious.
To prove (7.24), note that

$$
T_{f} T_{g} u-T_{f g} u=B f B g u-B f g u=-B f(I-B) g u
$$

so (7.24) follows if we show that

$$
\begin{equation*}
f \in C^{\infty}(\bar{\Omega}) \Longrightarrow B M_{f}(I-B) \in \mathcal{K} \tag{7.28}
\end{equation*}
$$

It is more convenient to show that

$$
\begin{equation*}
(I-B) M_{f} B \in \mathcal{K}, \tag{7.29}
\end{equation*}
$$

which implies (7.28) upon taking adjoints. To see this, let us use (7.13) to write

$$
\begin{equation*}
(I-B) M_{f} B u=\bar{\partial}^{*} \mathcal{L}^{-1} \bar{\partial}(f B u) \tag{7.30}
\end{equation*}
$$

at least for $u \in C^{\infty}(\bar{\Omega})$. Since $B u$ is holomorphic, $\bar{\partial}(f B u)=(\bar{\partial} f) B u$, so we have

$$
\begin{equation*}
(I-B) M_{f} B u=\bar{\partial}^{*} \mathcal{L}^{-1}((\bar{\partial} f) B u) \tag{7.31}
\end{equation*}
$$

an identity that extends to $L^{2}(\Omega)$ since both sides are bounded on $L^{2}(\Omega)$. Thus (7.29) will be established, and the proof of Proposition 7.3 will be complete, when we establish the following:

Lemma 7.4. We have

$$
\begin{equation*}
\bar{\partial}^{*} \mathcal{L}^{-1}: L^{2}\left(\Omega, \Lambda^{0,1}\right) \longrightarrow L^{2}(\Omega) \quad \text { compact } . \tag{7.32}
\end{equation*}
$$

Proof. For $v \in \mathcal{H}_{1}$, we have $\left\|\bar{\partial}^{*} v\right\|_{L^{2}} \leq\left\|\mathcal{L}^{1 / 2} v\right\|_{L^{2}}$, so, for $u \in L^{2}\left(\Omega, \Lambda^{0,1}\right)$,

$$
\begin{equation*}
\left\|\bar{\partial}^{*} \mathcal{L}^{-1} u\right\|_{L^{2}} \leq\left\|\mathcal{L}^{-1 / 2} u\right\|_{L^{2}} \tag{7.33}
\end{equation*}
$$

Since $\mathcal{L}^{-1 / 2}$ is compact on $L^{2},(7.32)$ easily follows.
Proposition 7.3 extends to the case when $f$ and $g$ take values in $\operatorname{End}\left(\mathbb{C}^{m}\right)$, and $T_{f}, T_{g}$ act on $m$-tuples of elements of $\mathcal{H}(\Omega)$. We then have the following.

Proposition 7.5. If $f \in C\left(\bar{\Omega}, \operatorname{End}\left(\mathbb{C}^{m}\right)\right)$ and $f(z)$ is invertible for each $z \in \partial \Omega$, then $T_{f}$ is Fredholm.

Proof. Let $g \in C\left(\bar{\Omega}, \operatorname{End}\left(\mathbb{C}^{m}\right)\right)$ satisfy $f g=g f=I$ on $\partial \Omega$. Then Proposition 7.3 implies

$$
I-T_{f} T_{g} \in \mathcal{K}, \quad I-T_{g} T_{f} \in \mathcal{K}
$$

so $T_{g}$ is a Fredholm inverse of $T_{f}$.
It is natural to ask what is the index of $T_{f}$, which clearly depends only on the homotopy class of $f: \partial \Omega \rightarrow G l(m, \mathbb{C})$, by general results on Fredholm operators established in $\S 7$ of Appendix A, on functional analysis. A formula for Index $T_{f}$ is given by [Ven] in case $\Omega$ is a ball in $\mathbb{C}^{n}$. The case of a general, strongly pseudoconvex domain is treated in [B2]. The formula given there is equivalent to an identity of the form

$$
\begin{equation*}
\text { Index } T_{f}=\operatorname{Index} P_{f} \tag{7.34}
\end{equation*}
$$

where $P_{f}$ is an elliptic pseudodifferential operator on $\partial \Omega$, constructed as follows. The manifold $\partial \Omega$ possesses a spin ${ }^{c}$ structure and associated Dirac operator $D_{\partial \Omega}$ (objects defined in Chap. 10). The operator $D_{\partial \Omega}$ is a self-adjoint operator on $L^{2}(\partial \Omega, S)$, where $S \rightarrow \partial \Omega$ is a certain spinor bundle. Denote by $H_{+}$the closed linear span of the positive eigenspaces of $D_{\partial \Omega}$ and by $P_{+}$the orthogonal projection onto $H_{+}$. If $f$ takes values in $\operatorname{End}\left(\mathbb{C}^{m}\right)$, let $P_{+}$also denote the orthogonal projection of $L^{2}\left(\partial \Omega, S \otimes \mathbb{C}^{m}\right)$ onto $H_{+} \otimes \mathbb{C}^{m}$. Then we set

$$
\begin{equation*}
P_{f}=P_{+} M_{f} P_{+}+\left(I-P_{+}\right), \text {acting on } L^{2}\left(\partial \Omega, S \otimes \mathbb{C}^{m}\right) \tag{7.35}
\end{equation*}
$$

We see that $P_{f} \in O P S^{0}(\partial \Omega)$ if $f$ is smooth, and $P_{f}$ is elliptic if $\left.f\right|_{\partial \Omega}$ is invertible. The index of $P_{f}$ is given by the Atiyah-Singer formula; see (8.22)(8.25) in Chap. 10.

We note that the correspondence $f \mapsto P_{f}$ has properties like those established for $f \mapsto T_{f}$ in Proposition 7.3. That is, if $f, g \in C(\partial \Omega)$,

$$
\begin{equation*}
P_{f} P_{g}-P_{f g} \in \mathcal{K} \tag{7.36}
\end{equation*}
$$

so $f \mapsto P_{f}$ produces a homomorphism of Banach algebras

$$
\begin{equation*}
\pi: C(\partial \Omega) \longrightarrow \mathcal{L} / \mathcal{K} \tag{7.37}
\end{equation*}
$$

In fact, (7.36) is established more easily than (7.24); if $f, g \in C^{\infty}(\partial \Omega)$, we have $P_{f} P_{g}-P_{f g} \in O P S^{-1}(\partial \Omega)$. In addition, one can also show that

$$
\begin{equation*}
\tau(\bar{f})=\tau(f)^{*}, \quad \pi(\bar{f})=\pi(f)^{*} \tag{7.38}
\end{equation*}
$$

The maps $\tau$ and $\pi$ are said to produce extensions of $C(\partial \Omega)$ by $\mathcal{K}$. There are certain equivalence relations among such extensions, first specified by [BDF], and the resulting equivalence classes define elements of the $K$-homology group $K_{1}(\partial \Omega)$. In [BDT] it is proved that $\tau$ and $\pi$ define the same element of $K_{1}(\partial \Omega)$, a result that implies (7.34) and hence refines Boutet de Monvel's index theorem.

## Exercises

1. Let $\left\{u_{j}\right\}$ be an orthonormal basis of $\mathcal{H}(\Omega)$. Show that

$$
K(z, \zeta)=\sum_{j} u_{j}(z) \overline{u_{j}(\zeta)}
$$

the series converging in $C^{\infty}(\Omega \times \Omega)$.
2. Show that

$$
K(z, z) \geq \frac{1}{\operatorname{vol} \Omega}, \quad \forall z \in \Omega
$$

(Hint: Take a orthonormal basis $\left\{u_{j}\right\}$ of $\mathcal{H}(\Omega)$ with $u_{1}=$ const.)
3. Show that $\Psi(z)=\log K(z, z)$ is strongly plurisubharmonic on $\Omega$, in the sense defined in (2.15). Deduce that

$$
h_{j k}(z)=\frac{\partial^{2} \Psi}{\partial z_{j} \partial \bar{z}_{k}}
$$

defines a positive-definite Hermitian metric on $\Omega$. This is called the Bergman metric on $\Omega$.
4. Suppose $F: \Omega_{1} \rightarrow \Omega_{2}$ is a biholomorphic diffeomorphism between two strongly pseudoconvex domains $\Omega_{1}$ and $\Omega_{2}$. Compute the relation between the Bergman kernel functions, and deduce that $F$ preserves the Bergman metric.
5. Let $\mathbb{B}^{n}$ be the unit ball in $\mathbb{C}^{n}$. Show that an orthonormal basis for $\mathcal{H}\left(\mathbb{B}^{n}\right)$ is given by

$$
u_{\alpha}(z)=b_{\alpha} z^{\alpha}, \quad b_{\alpha}=\sqrt{\frac{(n+|\alpha|)!}{\alpha!}}
$$

Deduce that the Bergman kernel function for $\mathbb{B}^{n}$ is given by

$$
K(z, \zeta)=V_{n}^{-1}(1-z \cdot \bar{\zeta})^{-(n+1)}
$$

where $V_{n}=\operatorname{Vol} \mathbb{B}^{n}$. Compute the Bergman metric for the ball.

## 8. The $\bar{\partial}$-Neumann problem on $(0, q)$-forms

So far, we have analyzed the $\bar{\partial}$-Neumann problem for $(0,1)$-forms, but it was formulated for $(p, q)$-forms in $\S 1$. Here we extend the analysis of $\S \S 2-6$ to $(0, q)$ forms. Our first order of business is to try to extend Morrey's inequality. We try to parallel the computation in (2.5)-(2.11). It is convenient to perform the computation in a more invariant way, using (1.10)-(1.11), that is,

$$
\begin{equation*}
\overline{\partial \partial}^{*} u+\bar{\partial}^{*} \bar{\partial} u=\square u=-\frac{1}{2} \Delta u \tag{8.1}
\end{equation*}
$$

where $\Delta$ acts on $u$ componentwise, for $u \in \Lambda^{0, q}(\bar{\Omega}), \Omega \subset \mathbb{C}^{n}$. We have, as in (3.20)-(3.21),

$$
\begin{equation*}
\|\bar{\partial} u\|_{L^{2}}^{2}+\left\|\bar{\partial}^{*} u\right\|_{L^{2}}^{2}=(\square u, u)_{L^{2}}-\frac{1}{i} \int_{\partial \Omega}\left\langle\sigma_{\bar{\partial}^{*}}(x, v) \bar{\partial} u, u\right\rangle d S \tag{8.2}
\end{equation*}
$$

for $u \in \mathcal{D}^{0, q}$, the other boundary integrand $\left\langle\bar{\partial}^{*} u, \sigma_{\bar{\partial}^{*}}(x, v) u\right\rangle$ vanishing in this case. Also, we have

$$
\begin{equation*}
(\square u, u)_{L^{2}}=2 \sum_{k}\left\|\frac{\partial u}{\partial \bar{z}_{k}}\right\|_{L^{2}}^{2}+\frac{2}{i} \int_{\partial \Omega} \sum_{k}\left\langle\sigma_{\partial / \partial z_{k}}(x, v) \frac{\partial u}{\partial \bar{z}_{k}}, u\right\rangle d S \tag{8.3}
\end{equation*}
$$

Hence, for $u \in \mathcal{D}^{0, q}$,

$$
\begin{equation*}
\|\bar{\partial} u\|_{L^{2}}^{2}+\left\|\bar{\partial}^{*} u\right\|_{L^{2}}^{2}=2 \sum_{k}\left\|\frac{\partial u}{\partial \bar{z}_{k}}\right\|_{L^{2}}^{2}+\gamma(u, u) \tag{8.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma(u, u)=-\frac{1}{i} \int_{\partial \Omega}\left\langle\sigma_{\bar{\partial}^{*}}(x, v) \bar{\partial} u-2 \sum_{k} \sigma_{\partial / \partial z_{k}}(x, v) \frac{\partial u}{\partial \bar{z}_{k}}, u\right\rangle d S . \tag{8.5}
\end{equation*}
$$

Note that when $q=1$, the first term on the right side of (8.4) is equal to the first term on the right side of (2.11), since $\left|d z_{j}\right|^{2}=2$.

Let us write the integrand in (8.5) as $\alpha(u, u)+\beta(u, u)$, with

$$
\begin{equation*}
\alpha(u, u)=-\frac{1}{i}\left\langle\sigma_{\bar{\partial}^{*}}(x, v) \bar{\partial} u, u\right\rangle=-\langle\bar{\partial} u, \bar{\partial} \rho \wedge u\rangle \tag{8.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta(u, u)=\frac{2}{i} \sum_{k}\left\langle\sigma_{\partial / \partial z_{k}}(x, v) \frac{\partial u}{\partial \bar{z}_{k}}, u\right\rangle=2 \sum_{k} \frac{\partial \rho}{\partial z_{k}}\left\langle\frac{\partial u}{\partial \bar{z}_{k}}, u\right\rangle \tag{8.7}
\end{equation*}
$$

Note that in the case $q=1$, when $u=\sum u_{j} d \bar{z}_{j}$, so $\bar{\partial} u$ is given by (2.3), we have

$$
\begin{equation*}
\bar{\partial} \rho \wedge u=\sum_{j<k}\left(\frac{\partial \rho}{\partial \bar{z}_{j}} u_{k}-\frac{\partial \rho}{\partial \bar{z}_{k}} u_{j}\right) d \bar{z}_{j} \wedge d \bar{z}_{k} \tag{8.8}
\end{equation*}
$$

so

$$
\begin{align*}
\alpha(u, u) & =-4 \sum_{j<k}\left(\frac{\partial u_{j}}{\partial \bar{z}_{k}}-\frac{\partial u_{k}}{\partial \bar{z}_{j}}\right)\left(\frac{\partial \rho}{\partial z_{j}} \bar{u}_{k}-\frac{\partial \rho}{\partial z_{k}} \bar{u}_{j}\right) \\
& =4 \sum_{j, k}\left(\frac{\partial \rho}{\partial z_{k}} \frac{\partial u_{j}}{\partial \bar{z}_{k}} \bar{u}_{j}-\frac{\partial \rho}{\partial z_{j}} \frac{\partial u_{j}}{\partial \bar{z}_{k}} \bar{u}_{k}\right) . \tag{8.9}
\end{align*}
$$

Here, the first part of the last sum cancels $\beta(u, u)$, and the rest is what appears on the left side of (2.8) (multiplied by -4 ). Upon applying the identity (2.8), we thus recover the identity (2.11), for $q=1$.

More generally, if $u$ is a $(0, q)$-form:

$$
\begin{equation*}
u=\sum u_{\alpha} d \bar{z}^{\alpha} \tag{8.10}
\end{equation*}
$$

summed over $\alpha_{1}<\cdots<\alpha_{q}$, then

$$
\begin{align*}
\alpha(u, u) & =-\sum\left\langle\frac{\partial u_{\alpha}}{\partial \bar{z}_{j}} d \bar{z}_{j} \wedge d \bar{z}^{\alpha}, \frac{\partial \rho}{\partial \bar{z}_{k}} u_{\beta} d \bar{z}_{k} \wedge d \bar{z}^{\beta}\right\rangle \\
& =-2^{q+1} \sum \operatorname{sgn}\binom{j \alpha}{k \beta} \frac{\partial \rho}{\partial z_{k}} \frac{\partial u_{\alpha}}{\partial \bar{z}_{j}} \bar{u}_{\beta}, \tag{8.11}
\end{align*}
$$

where $\operatorname{sgn}\binom{j \alpha}{k \beta}$ is +1 if $j, \alpha_{1}, \ldots, \alpha_{q}$ are distinct and are an even permutation of $k, \beta_{1}, \ldots, \beta_{q}$, is -1 if an odd permutation, and is zero otherwise. We also have

$$
\begin{equation*}
\beta(u, u)=2^{q+1} \sum_{j, \alpha} \frac{\partial \rho}{\partial z_{j}} \frac{\partial u_{\alpha}}{\partial \bar{z}_{j}} \bar{u}_{\alpha}, \tag{8.12}
\end{equation*}
$$

which cancels out the part of the last sum in (8.11) for which $j=k$ and $\alpha=\beta$.
We next want to extend the identity (2.8), so we look for some derivatives tangent to $\partial \Omega$, arising from $u \in \mathcal{D}^{0, q}$. A calculation gives

$$
\begin{equation*}
\sigma_{\bar{\partial}^{*}}(x, v) u=\sum_{\gamma}\left(\sum_{j, \alpha} \operatorname{sgn}\binom{\alpha}{j \gamma} u_{\alpha} \frac{\partial \rho}{\partial z_{j}}\right) d \bar{z}^{\gamma} \tag{8.13}
\end{equation*}
$$

summed over $\gamma_{1}<\cdots<\gamma_{q-1}$. Thus, if $u \in \mathcal{D}^{0, q}$, then

$$
\begin{equation*}
\sum_{j, \alpha} \operatorname{sgn}\binom{\alpha}{j \gamma} u_{\alpha} \frac{\partial}{\partial z_{j}} \rho=0, \quad \forall \gamma_{1}<\cdots<\gamma_{q-1} . \tag{8.14}
\end{equation*}
$$

Hence, extending (2.7), we have

$$
\begin{equation*}
\sum_{j, k, \alpha, \beta} \operatorname{sgn}\binom{\beta}{j \gamma} \bar{u}_{\gamma} \frac{\partial}{\partial \bar{z}_{j}}\left(\operatorname{sgn}\binom{\alpha}{k \sigma} u_{\alpha} \frac{\partial \rho}{\partial z_{k}}\right)=0 \tag{8.15}
\end{equation*}
$$

for all $\gamma_{1}<\cdots<\gamma_{q-1}$ and $\sigma_{1}<\cdots<\sigma_{q-1}$. Hence

$$
\begin{equation*}
\sum_{j, k, \alpha, \beta} \operatorname{sgn}\binom{\beta}{j \gamma} \operatorname{sgn}\binom{\alpha}{k \sigma}\left\{\bar{u}_{\beta} \frac{\partial u_{\alpha}}{\partial \bar{z}_{j}} \frac{\partial \rho}{\partial z_{k}}+\bar{u}_{\beta} u_{\alpha} \frac{\partial^{2} \rho}{\partial \bar{z}_{j} \partial z_{k}}\right\}=0 \tag{8.16}
\end{equation*}
$$

for all such $\gamma$ and $\sigma$. In this sum we also require $\beta_{1}<\cdots<\beta_{q}$.
Now we can put (8.11) and (8.12) together with (8.16), to establish the following:

Proposition 8.1. If $u \in \mathcal{D}^{0, q}$, then

$$
\begin{align*}
& \|\bar{\partial} u\|_{L^{2}}^{2}+\left\|\bar{\partial}^{*} u\right\|_{L^{2}}^{2} \\
& \quad=2 \sum_{k}\left\|\frac{\partial u}{\partial \bar{z}_{k}}\right\|_{L^{2}}^{2}+2^{q+1} \sum_{\gamma} \int_{\partial \Omega} \sum_{j, k} \frac{\partial^{2} \rho}{\partial \bar{z}_{j} \partial z_{k}} \bar{W}_{j \gamma} W_{k \gamma} d S, \tag{8.17}
\end{align*}
$$

with

$$
\begin{equation*}
W_{k \gamma}=\sum_{\alpha} \operatorname{sgn}\binom{\alpha}{k \gamma} u_{\alpha} . \tag{8.18}
\end{equation*}
$$

Proof. It suffices to show that $\alpha(u, u)+\beta(u, u)$, given by (8.11) and (8.12), is equal to

$$
\begin{equation*}
-\sum \operatorname{sgn}\binom{\beta}{j \gamma} \operatorname{sgn}\binom{\alpha}{k \gamma} \frac{\partial \rho}{\partial z_{k}} \frac{\partial u_{\alpha}}{\partial \bar{z}_{j}} \bar{u}_{\beta}, \tag{8.19}
\end{equation*}
$$

where we sum over $j, k, \alpha, \beta, \gamma$, with $\alpha_{1}<\cdots<\alpha_{q}$, and so on.
To establish the identity at a given point $p \in \partial \Omega$, rotate coordinates so $\nabla \rho(p)=\partial / \partial y_{n}$, and hence $\partial \rho / \partial z_{k}=-(i / 2) \delta_{k n}$. Then, at $p$, the quantity (8.19) is equal to $i$ times

$$
\begin{equation*}
\frac{1}{2} \sum_{j, \alpha, \beta, \gamma} \operatorname{sgn}\binom{\beta}{j \gamma} \operatorname{sgn}\binom{\alpha}{n \gamma} \frac{\partial u_{\alpha}}{\partial \bar{z}_{j}} \bar{u}_{\beta} . \tag{8.20}
\end{equation*}
$$

That $u \in \mathcal{D}^{0, q}$ implies that $u_{\beta}=0$ at $p$ whenever $n$ occurs in $\beta$, so we can take the sum in (8.20) over $j \neq n$. Meanwhile, (8.11) and (8.12) sum to $i$ times

$$
\begin{equation*}
\frac{1}{2} \sum_{j, \alpha, \beta} \operatorname{sgn}\binom{j \alpha}{n \beta} \frac{\partial u_{\alpha}}{\partial \bar{z}_{j}} \bar{u}_{\beta}-\frac{1}{2} \sum_{\alpha} \frac{\partial u_{\alpha}}{\partial \bar{z}_{n}} \bar{u}_{\alpha} \tag{8.21}
\end{equation*}
$$

at $p$; this is equal to

$$
\begin{equation*}
\frac{1}{2} \sum_{\alpha, \beta} \operatorname{sgn}\binom{\alpha}{\beta} \frac{\partial u_{\alpha}}{\partial \bar{z}_{n}} \bar{u}_{\beta}-\frac{1}{2} \sum_{\alpha} \frac{\partial u_{\alpha}}{\partial \bar{z}_{n}} \bar{u}_{\alpha}+\frac{1}{2} \sum_{j \neq n} \operatorname{sgn}\binom{j \alpha}{n \beta} \frac{\partial u_{\alpha}}{\partial \bar{z}_{j}} \bar{u}_{\beta} . \tag{8.22}
\end{equation*}
$$

Now the first two sums in (8.22) cancel and the last sum is equal to (8.20). This proves the proposition.

Note that (8.13) is equivalent to $\sum_{j} W_{j \gamma} \partial \rho / \partial z_{j}=0$ for all $\gamma$, so the hypothesis that the Levi form be positive-definite implies

$$
\begin{equation*}
\sum_{j, k} \frac{\partial^{2} \rho}{\partial \bar{z}_{j} \partial z_{k}} \bar{W}_{j \gamma} W_{k \gamma} \geq C \sum_{j}\left|W_{j \gamma}\right|^{2}, \quad \forall \gamma \tag{8.23}
\end{equation*}
$$

Hence the last term in (8.17) is

$$
\begin{equation*}
\geq C \sum_{j, \gamma} \int_{\partial \Omega}\left|W_{j \gamma}\right|^{2} d S \tag{8.24}
\end{equation*}
$$

when $\Omega$ is strongly pseudoconvex. On the other hand, the map $u \mapsto\left(W_{k \gamma}\right)$ is clearly injective, so $\sum_{j, \gamma}\left|W_{j \gamma}\right|^{2} \geq C|u|^{2}$. We hence have the following:

Corollary 8.2. If $\Omega$ is strongly pseudoconvex and $u \in \mathcal{D}^{0, q}, q \geq 1$, then

$$
\begin{equation*}
\|\bar{\partial} u\|_{L^{2}}^{2}+\left\|\bar{\partial}^{*} u\right\|_{L^{2}}^{2} \geq 2 \sum_{k}\left\|\frac{\partial u}{\partial \bar{z}_{k}}\right\|_{L^{2}}^{2}+C \int_{\partial \Omega}|u|^{2} d S \tag{8.25}
\end{equation*}
$$

In the rest of this section, we assume that $\Omega$ is a bounded, strongly pseudoconvex domain in $\mathbb{C}^{n}$.

From here, we can use the argument from Proposition 3.1 to show that

$$
\begin{equation*}
\|\bar{\partial} u\|_{L^{2}}^{2}+\left\|\bar{\partial}^{*} u\right\|_{L^{2}}^{2} \geq C\|u\|_{H^{1 / 2}}^{2}, \quad \forall u \in \mathcal{D}^{0, q} \tag{8.26}
\end{equation*}
$$

as long as $q \geq 1$, and more precisely we can use $\|u\|_{(1,-1 / 2)}^{2}$ on the right, as in (3.9).

As in (3.12)-(3.16), we can define an unbounded, self-adjoint operator $\mathcal{L}$ on $L^{2}\left(\Omega, \Lambda^{0, q}\right)$, for each $q \geq 1$, such that $\mathcal{D}\left(\mathcal{L}^{1 / 2}\right)$ is the completion of $\mathcal{D}^{0, q}$ with respect to the square norm $Q(u, u)=\|\bar{\partial} u\|_{L^{2}}^{2}+\left\|\bar{\partial}^{*} u\right\|_{L^{2}}^{2}$, and

$$
\begin{equation*}
\left\|\mathcal{L}^{1 / 2} u\right\|_{L^{2}}^{2}=Q(u, u), \quad \forall u \in \mathcal{D}\left(\mathcal{L}^{1 / 2}\right) \tag{8.27}
\end{equation*}
$$

By (8.25) and (8.26), $\mathcal{L}^{1 / 2}$ has compact resolvent, and zero is not in the spectrum of $\mathcal{L}^{1 / 2}$, so $\mathcal{L}^{-1}$ exists and is a compact operator on $L^{2}\left(\Omega, \Lambda^{0, q}\right)$, for $1 \leq q \leq n$. Furthermore, Proposition 3.2 extends, so (3.18) holds for $u \in \mathcal{D}(\mathcal{L})$.

Then the higher-order a priori estimates of $\S 4$ and the regularity results of $\S 5$ extend, to yield the following:

Proposition 8.3. For $1 \leq q \leq n$,

$$
\begin{equation*}
\mathcal{L}^{-1}: H^{j}\left(\Omega, \Lambda^{0, q}\right) \longrightarrow H^{j+1}\left(\Omega, \Lambda^{0, q}\right), \quad j \geq 0 \tag{8.28}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{L}^{-1}: \Lambda^{0, q}(\bar{\Omega}) \longrightarrow \Lambda^{0, q}(\bar{\Omega}) \tag{8.29}
\end{equation*}
$$

Thus the material of $\S 6$ extends. We have the next result:
Proposition 8.4. Given $u \in \Lambda^{0, q}(\bar{\Omega}), q \geq 1$, we have

$$
\begin{equation*}
u=\overline{\partial \partial}^{*} \mathcal{L}^{-1} u+\bar{\partial}^{*} \bar{\partial} \mathcal{L}^{-1} u=P_{\bar{\partial}} u+P_{\bar{\partial}^{*}} u \tag{8.30}
\end{equation*}
$$

The two terms on the right side are mutually orthogonal in $L^{2}\left(\Omega, \Lambda^{0, q}\right)$. Furthermore, for $j \geq 1$,

$$
\begin{equation*}
P_{\bar{\partial}}, P_{\bar{\partial}^{*}}: H^{j}\left(\Omega, \Lambda^{0, q}\right) \longrightarrow H^{j-\varepsilon}\left(\Omega, \Lambda^{0, q}\right), \quad \forall \varepsilon>0 \tag{8.31}
\end{equation*}
$$

Corollary 8.5. If $q \geq 1$ and $f \in \Lambda^{0, q}(\bar{\Omega})$ satisfies $\bar{\partial} f=0$, then there exists $u \in \Lambda^{0, q-1}(\bar{\Omega})$ satisfying $\bar{\partial} u=f$.

Note that there is no "cohomology" here. In the more general case of strongly pseudoconvex complex manifolds, which will be discussed in $\S 10$, there can perhaps be cohomology, arising from a nontrivial null space of $\mathcal{L}$ on $\Lambda^{0, q}(\bar{\Omega}), q \geq 1$.

We next echo some constructions of $\S \mathrm{A}$. We define vector bundles $E_{j} \rightarrow \bar{\Omega}$ by

$$
\begin{equation*}
E_{0}=\bigoplus_{j \geq 0} \Lambda^{0,2 j}, \quad E_{1}=\bigoplus_{j \geq 0} \Lambda^{0,2 j+1}, \quad E=E_{0} \oplus E_{1} \tag{8.32}
\end{equation*}
$$

We then define the unbounded operator $D_{N}$ on $L^{2}(\Omega, E)$ to be the closure of $\bar{\partial}+\bar{\partial}^{*}$, acting on $\bigoplus_{q \geq 0} \mathcal{D}^{0, q}$. As usual, $\mathcal{D}^{0, q}$ is as defined in (2.2); in particular, we have $\mathcal{D}^{0,0}=\Lambda^{0,0}(\bar{\Omega})$. Note that, for $q \geq 1, \mathcal{D}\left(D_{N}\right) \cap L^{2}\left(\Omega, \Lambda^{0, q}\right)$ coincides with $\mathcal{D}\left(\mathcal{L}^{1 / 2}\right)$, as defined in $\S 3$ for $q=1$ and in this section for general $q \geq 1$. Also, the orthogonality relations imply that

$$
\begin{equation*}
\mathcal{D}\left(D_{N}\right)=\bigoplus_{q \geq 0} \mathcal{D}\left(D_{N}\right) \cap L^{2}\left(\Omega, \Lambda^{0, q}\right) \tag{8.33}
\end{equation*}
$$

It is easily verified from Green's formula that $D_{N}$ is symmetric; in fact, such arguments as needed for Exercise 1 in $\S 3$ imply that $D_{N}$ is self-adjoint.

General considerations imply that the Friedrichs extension method, applied to the quadratic form $Q(u, u)=\left\|D_{N} u\right\|_{L^{2}}^{2}$ on $\mathcal{H}_{1}=\mathcal{D}\left(D_{N}\right)$, gives rise precisely to the positive, self-adjoint operator $D_{N}^{*} D_{N}=D_{N}^{2}$. In view of the construction of the self-adjoint operator $\mathcal{L}$ on $L^{2}\left(\Omega, \Lambda^{0, q}\right)$ discussed above, we have

$$
\begin{equation*}
D_{N}^{2}=\mathcal{L} \quad \text { on each factor } L^{2}\left(\Omega, \Lambda^{0, q}\right) \tag{8.34}
\end{equation*}
$$

for $q \geq 1$. In particular, we have the identity of the domains of these operators.
The operator $D_{N}$ provides an example of the following structure. $D_{N}=D$ has the form

$$
D=\left(\begin{array}{cc}
0 & A^{*}  \tag{8.35}\\
A & 0
\end{array}\right)
$$

a self-adjoint operator on a Hilbert space $H=H_{0} \oplus H_{1}$, where $A: H_{0} \rightarrow H_{1}$ is a closed, densely defined operator. In the present case, $H_{j}=L^{2}\left(\Omega, E_{j}\right)$. Thus

$$
D^{2}=\left(\begin{array}{cc}
A^{*} A & 0  \tag{8.36}\\
0 & A A^{*}
\end{array}\right)
$$

and our results on $\mathcal{L}$ imply that

$$
\begin{equation*}
\left(D^{2}+1\right)^{-1} \text { is compact on } H_{1} \tag{8.37}
\end{equation*}
$$

Of course, $\left(D^{2}+1\right)^{-1}$ is not compact on $H_{0}$ in this case, since it coincides with the identity on $\mathcal{H}(\Omega) \subset L^{2}\left(\Omega, \Lambda^{0,0}\right) \subset H_{0}$, which is an infinitedimensional space. There is another important property, namely that, for any $f \in C^{\infty}(\bar{\Omega}), M_{f}$ preserves $\mathcal{D}\left(D_{N}\right)$ and

$$
\begin{equation*}
\left[M_{f}, D\right] \text { extends to a bounded operator on } H_{0} \oplus H_{1} \tag{8.38}
\end{equation*}
$$

Using these properties, we will establish the following, which, as we will see, complements Proposition 7.3. Set

$$
F=D\left(D^{2}+1\right)^{-1 / 2}=\left(\begin{array}{cc}
0 & T^{*}  \tag{8.39}\\
T & 0
\end{array}\right), \quad T=A\left(A^{*} A+1\right)^{-1 / 2}
$$

Proposition 8.6. The operator $F$ has closed range, and for all $f \in C(\bar{\Omega})$, we have a compact commutator:

$$
\begin{equation*}
\left[M_{f}, F\right] \in \mathcal{K}\left(H_{0} \oplus H_{1}\right) . \tag{8.40}
\end{equation*}
$$

To establish (8.40), we may as well assume $f \in C^{\infty}(\bar{\Omega})$. Then we can write

$$
\begin{equation*}
\left[M_{f}, F\right]=\left[M_{f}, D\right]\left(D^{2}+1\right)^{-1 / 2}+D\left[M_{f},\left(D^{2}+1\right)^{-1 / 2}\right] \tag{8.41}
\end{equation*}
$$

It follows from (8.38) that the first term on the right is compact on $H_{1}$. Before looking at the last term on the right, we derive a result that gives some information on the behavior of the first term on $H_{0}$.

Lemma 8.7. The operator $\left(D^{2}+1\right)^{-1 / 2}$ is compact on the orthogonal complement of ker $D$ (in $H_{0}$ ).

Proof. We are saying that $\left(A^{*} A+1\right)^{-1 / 2}$ is compact on the orthogonal complement of ker $A$ in $H_{0}$. We will deduce this via the identity

$$
\begin{equation*}
A g\left(A^{*} A\right)=g\left(A A^{*}\right) A \quad \text { on } \mathcal{D}(A) \tag{8.42}
\end{equation*}
$$

which holds for any bounded, continuous function $g$ on $[0, \infty$ ). The identity (8.42) is a consequence of the identity

$$
\begin{equation*}
D g\left(D^{2}\right)=g\left(D^{2}\right) D \quad \text { on } \mathcal{D}(D) \tag{8.43}
\end{equation*}
$$

Another ingredient in the proof of the lemma is the following. Since $A A^{*}$ has compact resolvent, $H_{1}$ has an orthonormal basis of eigenvectors for $A A^{*}$, and we have

$$
\begin{align*}
A: \operatorname{Eigen}\left(\lambda, A^{*} A\right) & \longrightarrow \operatorname{Eigen}\left(\lambda, A A^{*}\right), \\
A^{*}: \operatorname{Eigen}\left(\lambda, A A^{*}\right) & \longrightarrow \operatorname{Eigen}\left(\lambda, A^{*} A\right) \tag{8.44}
\end{align*}
$$

If $\lambda \neq 0$, these maps are inverses of each other, up to a factor $\lambda$, so they are isomorphisms.

To prove the lemma, we first show that

$$
\begin{equation*}
\varphi \in C_{0}^{\infty}(\mathbb{R}), \varphi(0)=0 \Longrightarrow \varphi\left(A^{*} A\right) \in \mathcal{K}\left(H_{0}\right) \tag{8.45}
\end{equation*}
$$

To do this, write $\varphi(s)=s \varphi_{1}(s) \varphi_{2}(s) \varphi_{3}(s), \varphi_{j} \in C_{0}^{\infty}(\mathbb{R})$. Then, applying (8.42) with $g=\varphi_{1} \varphi_{2}$, we have

$$
\begin{align*}
\varphi\left(A^{*} A\right) & =A^{*} A\left(\varphi_{1} \varphi_{2}\right)\left(A^{*} A\right) \varphi_{2}\left(A^{*} A\right) \\
& =A^{*} \varphi_{1}\left(A A^{*}\right) \varphi_{2}\left(A A^{*}\right) A \varphi_{3}\left(A^{*} A\right) . \tag{8.46}
\end{align*}
$$

Here, $A \varphi_{3}\left(A^{*} A\right) \in \mathcal{L}\left(H_{0}, H_{1}\right), \varphi_{2}\left(A A^{*}\right) \in \mathcal{K}\left(H_{1}\right)$, and $A^{*} \varphi_{1}\left(A A^{*}\right) \in$ $\mathcal{L}\left(H_{1}, H_{0}\right)$, so (8.45) follows. Consequently, the spectrum of $A^{*} A$, which is contained in $[0, \infty)$, is discrete on any compact interval in $(0, \infty)$, of finite multiplicity. It remains to show that this spectrum cannot accumulate at 0 . Indeed, the argument involving (8.44) shows that

$$
\begin{equation*}
\{0\} \cup \operatorname{spec} A^{*} A=\{0\} \cup \operatorname{spec} A A^{*} \tag{8.47}
\end{equation*}
$$

and since $A A^{*}$ has compact resolvent, its spectrum does not accumulate at 0 , so Lemma 8.7 is proved.

To proceed with the proof of Proposition 8.6, we next show that the last term in (8.41) is compact on $H_{1}$ and on the orthogonal complement of ker $D$ in $H_{0}$. One tool will be the integral representation

$$
\begin{align*}
\left(D^{2}+1\right)^{-1 / 2} & =\frac{1}{\pi} \int_{0}^{\infty} \lambda^{-1 / 2}\left(D^{2}+1+\lambda\right)^{-1} d \lambda \\
& =\frac{2}{\pi} \int_{0}^{\infty}\left(D^{2}+1+s^{2}\right)^{-1} d s \tag{8.48}
\end{align*}
$$

In order to get a convenient formula for $\left[M_{f},\left(D^{2}+1+s^{2}\right)^{-1}\right]$, set $t=\sqrt{1+s^{2}}$ and write

$$
\begin{equation*}
\left(D^{2}+t^{2}\right)^{-1}=(D+i t)^{-1}(D-i t)^{-1} \tag{8.49}
\end{equation*}
$$

so

$$
\begin{align*}
{\left[M_{f},\left(D^{2}+t^{2}\right)^{-1}\right]=} & {\left[M_{f},(D+i t)^{-1}\right](D-i t)^{-1} }  \tag{8.50}\\
& +(D+i t)^{-1}\left[M_{f},(D-i t)^{-1}\right]
\end{align*}
$$

Since, for $f \in C^{\infty}(\bar{\Omega}), M_{f}$ preserves $\mathcal{D}(D)$, we have

$$
\begin{equation*}
\left[M_{f},(D+i t)^{-1}\right]=-(D+i t)^{-1}\left[M_{f}, D\right](D+i t)^{-1} \tag{8.51}
\end{equation*}
$$

Hence

$$
\begin{align*}
{\left[M_{f},\left(D^{2}+t^{2}\right)^{-1}\right]=} & -(D+i t)\left[M_{f}, D\right]\left(D^{2}+t^{2}\right)^{-1} \\
& -\left(D^{2}+t^{2}\right)\left[M_{f}, D\right](D-i t)^{-1} \tag{8.52}
\end{align*}
$$

Therefore the last term in (8.41) is equal to

$$
\begin{gather*}
-\frac{2}{\pi} \int_{0}^{\infty} D\left(D+i \sqrt{1+s^{2}}\right)^{-1}\left[M_{f}, D\right]\left(D^{2}+1+s^{2}\right)^{-1} d s \\
-\frac{2}{\pi} \int_{0}^{\infty} D\left(D^{2}+1+s^{2}\right)^{-1}\left[M_{f}, D\right]\left(D-i \sqrt{1+s^{2}}\right)^{-1} d s  \tag{8.53}\\
=T_{1}+T_{2}
\end{gather*}
$$

In view of the operator norm estimates

$$
\left\|D(D \pm i t)^{-1}\right\| \leq 1, \quad\left\|(D \pm i t)^{-1}\right\| \leq t^{-1}
$$

for $t \geq 0$, it follows that both integrals in (8.53) are convergent in the operator norm. Thus $T_{1}+T_{2}$ is compact on any closed subspace of $H_{0} \oplus H_{1}$ on which the integrands are compact, for all $s \in[0, \infty)$.

The integrand for $T_{1}$ is a product of bounded operators with the factor $\left(D^{2}+\right.$ $\left.1+s^{2}\right)^{-1}$, which we know to be compact on $H_{1}$ and on $(\operatorname{ker} D)^{\perp}$, so $T_{1}$ is compact there. The integrand for $T_{2}$ is a product of bounded operators and $D\left(D^{2}+1+s^{2}\right)^{-1}$. It follows from Lemma 8.7 that this factor is compact on all of $H_{0} \oplus H_{1}$, so $T_{2}$ is compact on $H_{0} \oplus H_{1}$.

To complete the proof of compactness of the commutator (8.40), it remains to show that this commutator is compact on ker $D$, for $f \in C^{\infty}(\bar{\Omega})$. In such a case we can write, in place of (8.41),

$$
\begin{align*}
{\left[M_{f}, D\left(D^{2}+1\right)^{-1 / 2}\right] } & =\left[M_{f},\left(D^{2}+1\right)^{-1 / 2} D\right]  \tag{8.54}\\
& =\left[M_{f},\left(D^{2}+1\right)^{-1 / 2}\right] D+\left(D^{2}+1\right)^{-1 / 2}\left[M_{f}, D\right]
\end{align*}
$$

on $\mathcal{D}(D)$. On ker $D$, this is equal to

$$
\begin{equation*}
\left(D^{2}+1\right)^{-1 / 2}\left[M_{f}, D\right] \tag{8.55}
\end{equation*}
$$

Now [ $M_{f}, D$ ] maps $H_{0}$ to $H_{1}$, and $\left(D^{2}+1\right)^{-1 / 2}$ is compact on $H_{1}$, so (8.55) is compact on $H_{0}$. This completes the proof of the compactness assertion (8.40).

Finally, the proof of Lemma 8.7 shows that zero is an isolated point of spec $D^{2}$, hence of spec $D$, so $D$ has closed range, and hence $F$ has closed range. This completes the proof of Proposition 8.6.

Another consequence of Lemma 8.7 is that

$$
\begin{equation*}
F-F_{0} \in \mathcal{K}, \quad F_{0}=P^{+}-P^{-} \tag{8.56}
\end{equation*}
$$

where $P^{+}$is the orthogonal projection onto the closed linear span of the positive eigenspaces of $D$, and $P^{-}$is the orthogonal projection onto the closed linear span of the negative eigenspaces of $D$. Thus (8.40) is equivalent to

$$
\begin{equation*}
\left[M_{f}, F_{0}\right] \in \mathcal{K} \tag{8.57}
\end{equation*}
$$

for all $f \in C(\bar{\Omega})$. Note that

$$
\begin{equation*}
F_{0}^{2}=P^{+}+P^{-}=I-P^{0} \tag{8.58}
\end{equation*}
$$

where $P^{0}$ is the orthogonal projection onto ker $D$. Since

$$
\left[M_{f}, F_{0}^{2}\right]=\left[M_{f}, F_{0}\right] F_{0}+F_{0}\left[M_{f}, F_{0}\right]
$$

we have the following variant of (8.40):

Proposition 8.8. For all $f \in C(\bar{\Omega})$, we have compact commutators:

$$
\begin{equation*}
\left[M_{f}, P^{+}\right],\left[M_{f}, P^{-}\right],\left[M_{f}, P^{0}\right] \in \mathcal{K}\left(H_{0} \oplus H_{1}\right) \tag{8.59}
\end{equation*}
$$

In our present situation, $P^{0}$ preserves each factor $L^{2}\left(\Omega, \Lambda^{0, q}\right)$ in $H_{0} \oplus H_{1}$. In fact, $P^{0}$ is zero on all these spaces except $L^{2}\left(\Omega, \Lambda^{0,0}\right)$, on which it is the Bergman projection. Thus the compactness of $\left[M_{f}, P^{0}\right]$ is equivalent to the compactness of $\left[M_{f}, B\right]$, established in Proposition 7.3.

The value of Propositions 8.6-8.8 as a complement to Proposition 7.3 is particularly revealed in its relevance to the index identity (7.34). We will give only a brief description of this connection here, referring to [BDT] for details. As shown in [BDT], the results in Propositions 8.6-8.8 imply that $D_{N}$ determines a relative $K$-homology class, $\left[D_{N}\right] \in K_{0}(\bar{\Omega}, \partial \Omega)$, and that the $K$-homology class $[\tau] \in K_{1}(\partial \Omega)$ described in $\S 7$ is obtained from $\left[D_{N}\right]$ by applying a natural boundary map:

$$
\partial: K_{0}(\bar{\Omega}, \partial \Omega) \longrightarrow K_{1}(\partial \Omega) .
$$

It is then shown in [BDT] that a certain identity in $K_{0}(\bar{\Omega}, \partial \Omega)$ leads, via the application of this boundary map, to the identity $[\tau]=[\pi] \in K_{1}(\partial \Omega)$ mentioned in $\S 7$, an identity that in turn implies the index identity (7.34).

## Exercises

1. Extend the results of this section to

$$
\bar{\partial}: C^{\infty}\left(\bar{\Omega}, V \otimes \Lambda^{0, q}\right) \longrightarrow C^{\infty}\left(\bar{\Omega}, V \otimes \Lambda^{0, q+1}\right)
$$

for any finite-dimensional, complex vector space $V$. Deduce results for

$$
\bar{\partial}: \Lambda^{p, q}(\bar{\Omega}) \longrightarrow \Lambda^{p, q+1}(\bar{\Omega}) .
$$

2. Establish an analogue of Proposition A. 4 for the $\bar{\partial}$-complex.

## 9. Reduction to pseudodifferential equations on the boundary

In this section we reduce the $\bar{\partial}$-Neumann problem on $\bar{\Omega}$ to a system of equations on $\partial \Omega$. This method provides an alternative to the sort of analysis carried out in $\S \S 2-5$. We consider the boundary problem

$$
\begin{gather*}
\square u=0 \text { on } \Omega \\
\sigma_{\bar{\partial}^{*}}(x, v) u=0, \quad \sigma_{\bar{\partial}^{*}}(x, v) \bar{\partial} u=f \text { on } \partial \Omega . \tag{9.1}
\end{gather*}
$$

We write $u$ in terms of a solution to the Dirichlet problem:

$$
\begin{equation*}
\square u=0 \text { on } \Omega,\left.\quad u\right|_{\partial \Omega}=g \tag{9.2}
\end{equation*}
$$

that is, $u=P I g$. Thus, $g$ satisfies the equation

$$
\begin{equation*}
A g=f \tag{9.3}
\end{equation*}
$$

where

$$
\begin{equation*}
A g=\left.\sigma_{\bar{\partial}^{*}}(x, v) \bar{\partial}(\operatorname{PI} g)\right|_{\partial \Omega} \tag{9.4}
\end{equation*}
$$

and we require

$$
\begin{equation*}
\sigma_{\bar{\partial}^{*}}(x, v) g=0 \tag{9.5}
\end{equation*}
$$

Thus, we can regard $A$ as a linear operator

$$
\begin{equation*}
A: C^{\infty}(\partial \Omega, E) \longrightarrow C^{\infty}(\partial \Omega, E) \tag{9.6}
\end{equation*}
$$

where $E \rightarrow \partial \Omega$ is the complex vector bundle

$$
\begin{equation*}
E=\operatorname{Ker} \sigma_{\bar{\partial}^{*}}(x, v)=\operatorname{Im} \sigma_{\bar{\partial}^{*}}(x, v) \tag{9.7}
\end{equation*}
$$

Here, if we are looking at $\square$ on $(0, q)$-forms, the first $\sigma_{\bar{\partial}}{ }^{*}(x, v)$ in (9.7) acts on $\left.\Lambda^{0, q}\right|_{\partial \Omega}$ and the second acts on $\left.\Lambda^{0, q+1}\right|_{\partial \Omega}$. The second identity in (9.7) follows from the exactness of the symbol sequence for the $\bar{\partial}$-complex.

For simplicity, we confine attention to the case $q=1$, which was studied in $\S \S 2-6$. Thus $u=$ PI $g$ has the form

$$
\begin{equation*}
u=\sum u_{j} d \bar{z}_{j}, \quad u_{j}=g_{j} \text { on } \partial \Omega \tag{9.8}
\end{equation*}
$$

Say $v=\sum\left(v_{j} d x_{j}+\mu_{j} d y_{j}\right)$, so

$$
\begin{equation*}
v+i J^{t} v=\sum \varphi_{j} d \bar{z}_{j}, \quad \varphi_{j}=v_{j}-i \mu_{j} \tag{9.9}
\end{equation*}
$$

The condition that $\sigma_{\bar{\partial}^{*}}(x, v) u=0$ on $\partial \Omega$ is equivalent to

$$
\begin{equation*}
\sum \varphi_{j} g_{j}=0 \tag{9.10}
\end{equation*}
$$

A computation gives

$$
\begin{equation*}
\sigma_{\bar{\partial}^{*}}(x, v) \bar{\partial} u=\sum f_{j} d \bar{z}_{j}, \quad f_{j}=\frac{1}{4} \sum_{k} \varphi_{k}\left(\frac{\partial u_{j}}{\partial \bar{z}_{k}}-\frac{\partial u_{k}}{\partial \bar{z}_{j}}\right) . \tag{9.11}
\end{equation*}
$$

Note that $\sum \varphi_{j} f_{j}=0$, a fact consistent with the second identity in (9.7).

To express (9.11) in the form (9.3), write

$$
\begin{equation*}
\frac{\partial u}{\partial \bar{z}_{k}}=\frac{1}{2}\left(Y_{k}+a_{k} \mathcal{N}\right) g, \tag{9.12}
\end{equation*}
$$

for $u=P I g$, where $Y_{k}$ is a (complex) vector field tangent to $\partial \Omega, a_{k} \in$ $C^{\infty}(\partial \Omega)$, and $\mathcal{N}$ is the Neumann operator for the Dirichlet problem:

$$
\begin{equation*}
\mathcal{N} g=\frac{\partial u}{\partial v}, \quad u=\operatorname{PI} g . \tag{9.13}
\end{equation*}
$$

Thus we get $A g=f$, that is, $f_{j}=A_{j}{ }^{k} g_{k}$, with

$$
\begin{equation*}
8 f_{j}=\sum_{k} \varphi_{k}\left(Y_{k}+a_{k} \mathcal{N}\right) g_{j}-\sum_{k} \varphi_{k}\left(Y_{j}+a_{j} \mathcal{N}\right) g_{k} \tag{9.14}
\end{equation*}
$$

Note that $\sum_{k} \varphi_{k} g_{k}=0 \Rightarrow \sum_{k} \varphi_{k} Y_{j} g_{k}=-\sum_{k}\left(Y_{j} \varphi_{k}\right) g_{k}$, for each $j$. Thus we can write the system as

$$
\begin{equation*}
8 f_{j}=(i Y+a \mathcal{N}) g_{j}-a_{j} \sum_{k} \varphi_{k} \mathcal{N} g_{k}+\sum_{k}\left(Y_{j} \varphi_{k}\right) g_{k}, \tag{9.15}
\end{equation*}
$$

with

$$
\begin{equation*}
i Y=\sum_{k} \varphi_{k} Y_{k}, \quad a=\sum_{k} a_{k} \varphi_{k} . \tag{9.16}
\end{equation*}
$$

Now, (9.12) implies that $\operatorname{Re} a_{k}=v_{k}$ and $\operatorname{Im} a_{k}=\mu_{k}$, or

$$
\begin{equation*}
a_{k}=\bar{\varphi}_{k} . \tag{9.17}
\end{equation*}
$$

Also, of course, $1=\sum\left(v_{j}^{2}+\mu_{j}^{2}\right)=\sum\left|\varphi_{j}\right|^{2}$, so we have $a=1$ in (9.16). Furthermore, if $\rho$ is a defining function for $\bar{\Omega}$, as in $\S 2$ (so $\rho=0$ and $|\nabla \rho|=1$ on $\partial \Omega, \rho<0$ on $\Omega)$, then $\varphi_{k}=-2 \partial \rho / \partial z_{k}$ and, for all $v \in C^{\infty}(\bar{\Omega})$,

$$
\begin{equation*}
\sum \frac{\partial \rho}{\partial z_{k}} \frac{\partial v}{\partial \bar{z}_{k}}=\frac{1}{2}\langle\bar{\partial} v, \bar{\partial} \rho\rangle ; \tag{9.18}
\end{equation*}
$$

so, if $u_{j}=P I g_{j}$, we have

$$
\begin{equation*}
(i Y+a \mathcal{N}) g_{j}=\left.\left\langle\bar{\partial} u_{j}, \bar{\partial} \rho\right\rangle\right|_{\partial \Omega} . \tag{9.19}
\end{equation*}
$$

Fix $p \in \partial \Omega$, and rotate coordinates so $\partial \Omega$ is tangent to $\left\{y_{n}=c\right\}$ at $p$, and $\nabla \rho=-\partial / \partial y_{n}$ at $p$. Then $\bar{\partial} \rho=-(i / 2) d \bar{z}_{n}$ at $p$, so we have

$$
\begin{equation*}
(i Y+a \mathcal{N}) g_{j}=-i \frac{\partial g_{j}}{\partial x_{n}}+\mathcal{N} g_{j} \tag{9.20}
\end{equation*}
$$

We recapture the identity $a=1$ and see that, in (9.15), $Y$ is a real vector field tangent to $\partial \Omega$, namely

$$
\begin{equation*}
Y=-J(\nabla \rho) \tag{9.21}
\end{equation*}
$$

Note that we can write (9.10), and the analogous result for $f$, as

$$
\begin{equation*}
\sum g_{j} \bar{a}_{j}=0=\sum f_{j} \bar{a}_{j} \tag{9.22}
\end{equation*}
$$

If we define $Q \in C^{\infty}\left(\partial \Omega, \operatorname{End}\left(\mathbb{C}^{n}\right)\right)$ to be the orthogonal projection that annihilates $\left(a_{1}, \ldots, a_{n}\right)$, then $Q g=g$ and $Q f=f$, so we can apply $Q$ to (9.15), and write

$$
\begin{equation*}
8 f=(\mathcal{N}+i Y) g+C g \tag{9.23}
\end{equation*}
$$

where $C=C_{1}+C_{2}$, with

$$
\begin{equation*}
C_{1} g=[Q, \mathcal{N}+i Y] g, \quad\left(C_{2} g\right)_{j}=\sum_{k, \ell} Q_{j}^{\ell}\left(Y_{\ell} \varphi_{k}\right)(Q g)_{k} \tag{9.24}
\end{equation*}
$$

Note that, for each $x \in \partial \Omega, \mathcal{R}(Q(x))=E_{x}=\mathfrak{H}_{x}(\partial \Omega)($ defined by (2.33)) in this case.

Thus we need to analyze the pseudodifferential operator

$$
\begin{equation*}
\square^{+}=\mathcal{N}+i Y+C \in O P S^{1}(\partial \Omega) \tag{9.25}
\end{equation*}
$$

which we claim to be hypoelliptic. The principal symbol is given by

$$
\begin{equation*}
\sigma_{\square+}(x, \xi)=-|\xi|+\tau(x, \xi), \quad \tau(x, \xi)=\langle Y, \xi\rangle \tag{9.26}
\end{equation*}
$$

which is $\leq 0$ everywhere and vanishes to second order on the ray bundle generated by $J^{t}(d \rho)$, which we will denote as $\Sigma^{+} \subset T^{*}(\partial \Omega) \backslash 0$. Thus $\Sigma^{+}$is the characteristic set of $\square^{+}$.

Since $\sigma_{\square+}=\sigma_{\mathcal{N}+i Y}$ vanishes to second order on $\Sigma^{+}$, it follows that $C_{1}=$ $[Q, \mathcal{N}+i Y] \in O P S^{0}(\partial \Omega)$ satisfies

$$
\begin{equation*}
\sigma_{C_{1}}(x, \xi)=0 \quad \text { on } \Sigma^{+} \tag{9.27}
\end{equation*}
$$

It will turn out that this implies that the presence of $C_{1}$ does not affect the hypoellipticity of $\square^{+}$.

The operator $C_{2}$ (also of order zero) requires further study. If we fix $p \in \partial \Omega$ and rotate coordinates so that $T_{p}(\partial \Omega)$ is given by $\left\{y_{n}=c\right\}$, then $Q(p)$ annihilates the last component of a vector in $\mathbb{C}^{n}$, and we have

$$
\begin{equation*}
C_{2} g(p)=2\left(\sum_{k \leq n-1} \frac{\partial \varphi_{k}}{\partial \bar{z}_{1}} g_{k}, \ldots, \sum_{k \leq n-1} \frac{\partial \varphi_{k}}{\partial \bar{z}_{n-1}} g_{k}, 0\right) . \tag{9.28}
\end{equation*}
$$

Note that the Levi form arises here:

$$
\begin{equation*}
2 \frac{\partial \varphi_{k}}{\partial \bar{z}_{j}}=-4 \frac{\partial^{2} \rho}{\partial \bar{z}_{j} \partial z_{k}}=-4 \mathcal{L}_{k j} \tag{9.29}
\end{equation*}
$$

on $\partial \Omega$. Thus, for any $g, h \in L^{2}\left(\partial \Omega, \mathbb{C}^{n}\right)$, we have

$$
\begin{equation*}
\left(C_{2} g, h\right)_{L^{2}}=-4 \int_{\partial \Omega} \mathcal{L}(Q g, Q h) d S \tag{9.30}
\end{equation*}
$$

If $g$ and $h$ are sections of $E \rightarrow \partial \Omega$, we can omit the $Q \mathrm{~s}$ in (9.30).
We have used the fact that $\mathcal{N}=-\sqrt{-\Delta_{X}} \bmod \operatorname{OPS}^{0}(\partial \Omega)$ in the symbol calculation (9.26), where $\Delta_{X}$ is the Laplace operator on $X=\partial \Omega$. We next make use of a finer analysis of $\mathcal{N}$, given in $\S \mathrm{C}$ at the end of this chapter, which says

$$
\begin{equation*}
\mathcal{N}=-\sqrt{-\Delta_{X}}+B, \quad B \in O P S^{0}(\partial \Omega), \quad \sigma_{B}(x, \xi)=\frac{1}{2} \operatorname{Tr}\left(A_{N} P_{\xi}^{0}\right), \tag{9.31}
\end{equation*}
$$

where $A_{N}$ is the Weingarten map (arising from the second fundamental form of $\partial \Omega \subset \mathbb{R}^{2 n}$ ) and $P_{\xi}^{0}$ is the orthogonal projection of $T_{x}(\partial \Omega)$ onto the linear subspace annihilated by $\xi$. Thus

$$
\begin{equation*}
-\square^{+}=\sqrt{-\Delta_{X}}-i Y+B_{1}, \quad B_{1}=-B-C \in O P S^{0}(\partial \Omega) \tag{9.32}
\end{equation*}
$$

In (9.29) we have related the principal symbol of the most important part $C_{2}$ of $C$ to the Levi form. If we use (B.20), we can write the principal symbol of $B$ on $\Sigma^{+}$ as

$$
\begin{equation*}
\sigma_{B}(x, \eta)=2(\operatorname{Tr} \widehat{\mathcal{L}}) I, \quad \eta=J^{t}(d \rho), \tag{9.33}
\end{equation*}
$$

where we use the Hermitian metric on $\mathfrak{H}(\partial \Omega)$ to produce the section

$$
\widehat{\mathcal{L}} \in C^{\infty}(\partial \Omega, \text { End } \mathfrak{H})
$$

from the Levi form. Hence

$$
\begin{equation*}
\sigma_{B_{1}}(x, \xi)=-2[(\operatorname{Tr} \widehat{\mathcal{L}}) I-2 \widehat{\mathcal{L}} Q]+\beta(x, \xi) \tag{9.34}
\end{equation*}
$$

where $\beta(x, \xi)$ vanishes on $\Sigma^{+}$.

The action of $\square^{+}$on sections of $E$ is of major interest, but it is convenient to analyze $\square^{+}$on general functions $u \in L^{2}\left(\partial \Omega, \mathbb{C}^{n}\right)$. To do this, it is convenient to replace $\widehat{\mathcal{L}} Q$ by

$$
\widehat{\mathcal{L}}_{Q}=\widehat{\mathcal{L}} Q+\gamma(x)(I-Q)
$$

where $\gamma(x)$ is a positive function to be specified later. Thus, we replace (9.34) by

$$
\begin{equation*}
\sigma_{B_{1}}(x, \xi)=-2\left[(\operatorname{Tr} \widehat{\mathcal{L}}) I-2 \widehat{\mathcal{L}}_{Q}\right]+\beta(x, \xi) \tag{9.35}
\end{equation*}
$$

From now on, we work with this modified $\square^{+}$.
The structure of $\square^{+}$is to some degree simplified by composing on the left by $\square^{-}$, defined by

$$
\begin{equation*}
-\square^{-}=\sqrt{-\Delta_{X}}+i Y+B_{2} \tag{9.36}
\end{equation*}
$$

where $B_{2} \in \operatorname{OPS}^{0}(\partial \Omega)$ will be specified shortly. Note the different sign in front of $i Y$. Thus $\square^{-}$is elliptic on $\Sigma^{+}$; its characteristic set is $\Sigma^{-}$, the ray bundle in $T^{*}(\partial \Omega) \backslash 0$ generated by $-J^{t}(d \rho)$. We have

$$
\begin{equation*}
\square^{-} \square^{+}=-\Delta_{X}+Y^{2}+F \tag{9.37}
\end{equation*}
$$

where $F \in \operatorname{OPS}^{1}(\partial \Omega)$ is given by

$$
\begin{equation*}
F=\left(\sqrt{-\Delta_{X}}+i Y\right) B_{1}-i\left[\sqrt{-\Delta_{X}}, Y\right]+B_{2}\left(\sqrt{-\Delta_{X}}-i Y\right)+B_{2} B_{1} \tag{9.38}
\end{equation*}
$$

Since

$$
\pm i\left[\sqrt{-\Delta_{X}}, Y\right]=\left[\sqrt{-\Delta_{X}}, \sqrt{-\Delta_{X}} \pm i Y\right]
$$

and $\sqrt{-\Delta_{X}} \pm i Y$ is doubly characteristic on $\Sigma^{\mp}$, we see that

$$
\begin{equation*}
\sigma_{i\left[\sqrt{-\Delta_{X}}, Y\right]}(x, \xi)=0 \quad \text { on } \quad \Sigma^{+} \cup \Sigma^{-} \tag{9.39}
\end{equation*}
$$

Now $\tau(x, \xi)= \pm|\xi|$ on $\Sigma^{ \pm}$. Consequently, the principal symbol of $F$ satisfies

$$
\sigma_{F}(x, \xi)=\left\{\begin{array}{ll}
2|\xi| \sigma_{B_{1}}(x, \xi) & \text { on } \Sigma^{+}  \tag{9.40}\\
2|\xi| \sigma_{B_{2}}(x, \xi) & \text { on } \Sigma^{-}
\end{array}\right\}
$$

Thus, if $B_{2}$ is chosen so that

$$
\begin{equation*}
\sigma_{B_{2}}(x, \xi)=2\left[(\operatorname{Tr} \widehat{\mathcal{L}}) I-2 \widehat{\mathcal{L}}_{Q}\right] \quad \text { on } \Sigma^{-} \tag{9.41}
\end{equation*}
$$

then

$$
\begin{equation*}
\sigma_{F}(x, \xi)=-4\left[(\operatorname{Tr} \widehat{\mathcal{L}}) I-2 \widehat{\mathcal{L}}_{Q}\right] \tau(x, \xi) \quad \text { on } \quad \Sigma=\Sigma^{+} \cup \Sigma^{-} \tag{9.42}
\end{equation*}
$$

If $\square^{-}$is constructed in this fashion, we have

$$
\begin{equation*}
\square^{-} \square^{+}=-\Delta_{X}+Y^{2}-i \alpha(x) Y+R=\square_{b}+R \tag{9.43}
\end{equation*}
$$

with

$$
\begin{equation*}
\alpha(x)=4\left[(\operatorname{Tr} \widehat{\mathcal{L}}) I-2 \widehat{\mathcal{L}}_{Q}\right], \quad R \in \operatorname{OPS}^{1}(\partial \Omega), \sigma_{R}(x, \xi)=0 \text { on } \Sigma . \tag{9.44}
\end{equation*}
$$

As we have suggested, $R$ will play a minor role in the analysis. Now the operator $\square_{b}=-\Delta_{X}+Y^{2}+i \alpha(x) Y$ is a second-order differential operator, doubly characteristic on $\Sigma=\Sigma^{+} \cup \Sigma^{-}$. It is essentially the "Kohn Laplacian" on $\partial \Omega$.

We now derive an analogue of the " $1 / 2$-estimate" for $\square_{b}+R$. In the analysis, $R$ (or perhaps $R^{\prime}$ or $R_{j}$ ) will denote an arbitrary element of $O P S^{1}(\partial \Omega)$ (sometimes a differential operator) whose principal symbol vanishes on $\Sigma$; it might vary from line to line. We begin with an estimate on $\left(\left(\square_{b}+R\right) u, u\right)_{L^{2}}$ when $u$ is supported on an open set $\mathcal{O} \subset \partial \Omega$ diffeomorphic to a ball in $\mathbb{R}^{2 n-1}$. Let $\left\{X_{j}: 1 \leq j \leq 2 n\right\}$ be a smooth, orthonormal frame field for $\mathfrak{H}(\partial \Omega)$ over $\mathcal{O}$, such that $X_{n+j}=J X_{j}$.

Lemma 9.1. Assume $\widehat{\mathcal{L}}$ is positive-definite on $\mathfrak{H}_{x}(\partial \Omega)$, for all $x \in \partial \Omega$. Also assume $n \geq 3$. If $u \in C_{0}^{\infty}\left(\mathcal{O}, \mathbb{C}^{n}\right)$, then, for some $C_{j}>0$,

$$
\begin{equation*}
\operatorname{Re}\left(\left(\square_{b}+R\right) u, u\right)_{L^{2}} \geq C_{0} \sum\left\|X_{j} u\right\|_{L^{2}}^{2}+C_{0}\|u\|_{H^{1 / 2}}^{2}-C_{1}\|u\|_{L^{2}}^{2} \tag{9.45}
\end{equation*}
$$

Proof. Note that

$$
\begin{equation*}
-\Delta_{X}+Y^{2}=-\sum_{j=1}^{2 n} X_{j}^{2}+R \tag{9.46}
\end{equation*}
$$

Now set

$$
\begin{equation*}
Z_{j}=X_{j}-i X_{j+n}, \quad \bar{Z}_{j}=X_{j}+i X_{j+n} \tag{9.47}
\end{equation*}
$$

We have

$$
\begin{align*}
Z_{j} \bar{Z}_{j} & =X_{j}^{2}+X_{j+n}^{2}-\frac{1}{2}\left[Z_{j}, \bar{Z}_{j}\right],  \tag{9.48}\\
\bar{Z}_{j} Z_{j} & =X_{j}^{2}+X_{j+n}^{2}+\frac{1}{2}\left[Z_{j}, \bar{Z}_{j}\right] .
\end{align*}
$$

If we use (B.7), and recall that $Y=-J(\nabla \rho)$, we have

$$
\begin{equation*}
\frac{1}{2}\left[Z_{j}, \bar{Z}_{j}\right]=-i \beta_{j}(x) Y+R_{j}, \quad \beta_{j}(x)=4 \mathcal{L}\left(X_{j}, X_{j}\right)=4\left\langle\widehat{\mathcal{L}} X_{j}, X_{j}\right\rangle \tag{9.49}
\end{equation*}
$$

(The factor of 4 arises from a slightly different definition of $Z_{j}$ and $\bar{Z}_{j}$ in (B.10).) Note also that

$$
\begin{equation*}
Z_{j} \bar{Z}_{j}=-Z_{j} Z_{j}^{*}+R_{j}, \quad \bar{Z}_{j} Z_{j}=-Z_{j}^{*} Z_{j}+R_{j}^{\prime} \tag{9.50}
\end{equation*}
$$

Hence, since $\sum \beta_{j}=4 \operatorname{Tr} \widehat{\mathcal{L}}$,

$$
\begin{align*}
-\Delta_{X}+Y^{2} & =\sum Z_{j} Z_{j}^{*}+4 i(\operatorname{Tr} \widehat{\mathcal{L}}) Y+R_{1} \\
& =\sum Z_{j}^{*} Z_{j}-4 i(\operatorname{Tr} \widehat{\mathcal{L}}) Y+R_{2} \tag{9.51}
\end{align*}
$$

Thus,

$$
\begin{align*}
\square_{b}+R & =\sum Z_{j} Z_{j}^{*}+i A_{1}(x) Y+R_{1} \\
& =\sum Z_{j}^{*} Z_{j}-i A_{2}(x) Y+R_{2} \tag{9.52}
\end{align*}
$$

where

$$
\begin{equation*}
A_{1}(x)=8 \widehat{\mathcal{L}}_{Q}, \quad A_{2}(x)=8\left((\operatorname{Tr} \widehat{\mathcal{L}}) I-\widehat{\mathcal{L}}_{Q}\right) \tag{9.53}
\end{equation*}
$$

Recall that $\widehat{\mathcal{L}}_{Q}=\widehat{\mathcal{L}} Q+\gamma(x)(I-Q)$. As long as $\gamma(x)>0, A_{1}(x)$ is a positive-definite matrix function. Also, as long as $n \geq 3, \operatorname{Tr} \widehat{\mathcal{L}}$ exceeds any single eigenvalue of $\widehat{\mathcal{L}}$, so we can pick $\gamma(x)>0$ small enough that $A_{2}(x)$ is also a positive-definite matrix function.

Given that $A_{1}(x)$ and $A_{2}(x)$ are positive-definite, we want to take a "convex combination" of the two expressions on the right side of (9.52) and obtain an expression for which the estimate (9.45) is obvious. Let $\varphi_{j}(x, \xi) \in S^{0}$ be realvalued and satisfy

$$
\begin{equation*}
\varphi_{j}(x, \xi) \geq \delta>0, \quad \varphi_{1}(x, \xi)^{2}+\varphi_{2}(x, \xi)^{2}=1 \tag{9.54}
\end{equation*}
$$

Then the operators $\varphi_{j}(x, D)$ are elliptic, and we have

$$
\begin{align*}
\square_{b}+R= & \varphi_{1}(x, D)^{*} \sum Z_{j} Z_{j}^{*} \varphi_{1}(x, D) \\
& +\varphi_{2}(x, D)^{*} \sum Z_{j}^{*} Z_{j} \varphi_{2}(x, D)  \tag{9.55}\\
& +i\left[A_{1}(x) \varphi_{1}(x, D)-A_{2}(x) \varphi_{2}(x, D)\right] Y+R^{\prime}
\end{align*}
$$

Now the operator

$$
\begin{equation*}
V=i\left[A_{1}(x) \varphi_{1}(x, D)-A_{2}(x) \varphi_{2}(x, D)\right] Y \tag{9.56}
\end{equation*}
$$

has symbol on $\Sigma$ given by

$$
\begin{equation*}
\sigma_{V}(x, \xi)= \pm\left[A_{1}(x) \varphi(x, \xi)-A_{2}(x) \varphi_{2}(x, \xi)\right]|\xi| \quad \text { on } \quad \Sigma^{ \pm} \tag{9.57}
\end{equation*}
$$

Given that $A_{1}(x)$ is positive-definite, we see that $\sigma_{V}(x, \xi)$ is positive-definite on $\Sigma^{+}$as long as $\varphi_{2}(x, \xi)$ is sufficiently small on $\Sigma^{+}$; similarly, if $A_{2}(x)$ is positivedefinite, then $\sigma_{V}(x, \xi)$ is positive-definite on $\Sigma^{-}$as long as $\varphi_{1}(x, \xi)$ is sufficiently small on $\Sigma^{-}$.

Thus, under the hypotheses of Lemma 9.1, we can arrange

$$
\begin{equation*}
\sigma_{V}(x, \xi) \geq c_{0}|\xi| I \quad \text { on } \Sigma, \quad c_{0}>0 \tag{9.58}
\end{equation*}
$$

Now we can write

$$
\begin{equation*}
V=W+R, \quad \sigma_{W}(x, \xi) \geq c_{0}|\xi| I \quad \text { on } T^{*} \mathcal{O} \backslash 0 \tag{9.59}
\end{equation*}
$$

and deduce from (9.55) that

$$
\begin{align*}
& \operatorname{Re}\left(\left(\square_{b}+R\right) u, u\right)_{L^{2}} \\
& =\sum\left\{\left\|Z_{j}^{*} \varphi_{1}(x, D) u\right\|_{L^{2}}^{2}+\left\|Z_{j} \varphi_{2}(x, D) u\right\|_{L^{2}}^{2}\right\}  \tag{9.60}\\
& \quad+\operatorname{Re}(W u, v)_{L^{2}}+\operatorname{Re}(R u, u)_{L^{2}},
\end{align*}
$$

Gårding's inequality implies

$$
\begin{equation*}
\operatorname{Re}(W u, u)_{L^{2}} \geq C_{0}\|u\|_{H^{1 / 2}}^{2}-C_{1}\|u\|_{L^{2}}^{2} . \tag{9.61}
\end{equation*}
$$

If we note that $\left[Z_{j}, \varphi_{1}(x, D)\right]$ and $\left[Z_{j}^{*}, \varphi_{2}(x, D)\right]$ belong to $O P S^{0}(\partial \Omega)$ and use elliptic estimates, we see that the sum over $j$ on the right side of (9.60) is

$$
\begin{equation*}
\geq C_{0} \sum_{j=1}^{2 n}\left\|X_{j} u\right\|_{L^{2}}^{2}-C_{1}\|u\|_{L^{2}}^{2} \tag{9.62}
\end{equation*}
$$

Finally, given $R \in O P S^{1}(\partial \Omega), \sigma_{R}(x, \xi)=0$ on $\Sigma$, we can write

$$
\begin{equation*}
R=\sum S_{j} X_{j}+S_{0}, \quad S_{j} \in O P S^{0}(\partial \Omega) \tag{9.63}
\end{equation*}
$$

and obtain

$$
\begin{equation*}
|(R u, u)| \leq C \sum\left\|X_{j} u\right\|_{L^{2}}\|u\|_{L^{2}}+C\|u\|_{L^{2}}^{2} . \tag{9.64}
\end{equation*}
$$

From these estimates, we have (9.45).

Note that since $\operatorname{Re}\left(\left(\square_{b}+R\right) u, u\right)_{L^{2}} \leq\|u\|_{H^{1 / 2}}\left\|\left(\square_{b}+R\right) u\right\|_{H^{-1 / 2}}$, the inequality (9.45) implies the estimate

$$
\begin{equation*}
\sum\left\|X_{j} u\right\|_{L^{2}}^{2}+\|u\|_{H^{1 / 2}}^{2} \leq C\left\|\left(\square_{b}+R\right) u\right\|_{H^{-1 / 2}}^{2}+C\|u\|_{L^{2}}^{2} \tag{9.65}
\end{equation*}
$$ for $u \in C_{0}^{\infty}\left(\mathcal{O}, \mathbb{C}^{n}\right)$.

We can localize the estimate (9.65) as follows. Given $\psi_{0} \in C_{0}^{\infty}(\mathcal{O})$, we see that

$$
\begin{equation*}
\psi_{0}(x)\left(\square_{b}+R\right)-\left(\square_{b}+R\right) \psi_{0}(x)=R^{\prime} \tag{9.66}
\end{equation*}
$$

Assuming $\psi_{j} \in C_{0}^{\infty}(\mathcal{O}), \psi_{j+1}=1$ on $\operatorname{supp} \psi_{j}$, we have

$$
\begin{equation*}
\psi_{0}\left(\square_{b}+R\right)-\psi_{1}\left(\square_{b}+R\right) \psi_{0}=\psi_{1} R^{\prime} \psi_{2}+\psi_{1}\left[\psi_{2}, R^{\prime}\right] \tag{9.67}
\end{equation*}
$$

Applying (9.65) with $u$ replaced by $\psi_{0} u$, we then have

$$
\begin{align*}
& \sum\left\|X_{j}\left(\psi_{0} u\right)\right\|_{L^{2}}^{2}+\left\|\psi_{0} u\right\|_{H^{1 / 2}}^{2} \\
& \leq  \tag{9.68}\\
& \quad C\left\|\psi_{0}\left(\square_{b}+R\right) u\right\|_{H^{-1 / 2}}^{2}+C \sum\left\|X_{j}\left(\psi_{2} u\right)\right\|_{H^{-1 / 2}}^{2} \\
& \quad+C\left\|\psi_{0} u\right\|_{L^{2}}^{2}+C\|u\|_{H^{-1}}^{2}
\end{align*}
$$

for $u \in C^{\infty}\left(\partial \Omega, \mathbb{C}^{n}\right)$.
If we cover $\partial \Omega$ by a finite collection of open sets $\mathcal{O}_{\nu}$, diffeomorphic to balls, and sum the resulting estimates, we obtain a global estimate of the form (9.69)

$$
\left\|\nabla_{\mathfrak{H}} u\right\|_{L^{2}}^{2}+\|u\|_{H^{1 / 2}}^{2} \leq C\left\|\left(\square_{b}+R\right) u\right\|_{H^{-1 / 2}}^{2}+C\left\|\nabla_{\mathfrak{H}} u\right\|_{H^{-1 / 2}}^{2}+C\|u\|_{L^{2}}^{2},
$$

for all $u \in C^{\infty}\left(\partial \Omega, \mathbb{C}^{n}\right)$, where, for each component $u_{j}$ of $u, \nabla_{\mathfrak{H}} u_{j}(x)$ is the orthogonal projection of $\nabla u_{j}(x) \in \mathbb{C} \otimes T_{x}(\partial \Omega)$ onto $\mathbb{C} \otimes_{\mathbb{R}} \mathfrak{H}_{x}(\partial \Omega)$, so $\nabla_{\mathfrak{H}} u(x) \in$ $\mathbb{C}^{n} \otimes_{\mathbb{R}} \mathfrak{H}_{x}(\partial \Omega)$. We can write

$$
\begin{equation*}
\left\|\nabla_{\mathfrak{H}} u\right\|_{H^{-1 / 2}}^{2} \leq \varepsilon\left\|\nabla_{\mathfrak{H}} u\right\|_{L^{2}}^{2}+C(\varepsilon)\left\|\nabla_{\mathfrak{H}} u\right\|_{H^{-1}}^{2} \tag{9.70}
\end{equation*}
$$

and absorb the term $\varepsilon\left\|\nabla_{\mathfrak{H}} u\right\|_{L^{2}}^{2}$, obtaining

$$
\begin{equation*}
\left\|\nabla_{\mathfrak{H}} u\right\|_{L^{2}}^{2}+\|u\|_{H^{1 / 2}}^{2} \leq C\left\|\left(\square_{b}+R\right) u\right\|_{H^{-1 / 2}}^{2}+C\|u\|_{L^{2}}^{2} . \tag{9.71}
\end{equation*}
$$

We can obtain higher-order estimates as follows. With $\Lambda=\sqrt{-\Delta_{X}+I}$, we have

$$
\begin{equation*}
\Lambda^{k}\left(\square_{b}+R\right)-\left(\square_{b}+R\right) \Lambda^{k}=R^{\prime} \Lambda^{k} \tag{9.72}
\end{equation*}
$$

so applying (9.71) with $u$ replaced by $\Lambda^{k} u$ yields

$$
\begin{align*}
& \left\|\nabla_{\mathfrak{H}} \Lambda^{k} u\right\|_{L^{2}}^{2}+\left\|\Lambda^{k} u\right\|_{H^{1 / 2}}^{2}  \tag{9.73}\\
& \quad \leq C\left\|\Lambda^{k}\left(\square_{b}+R\right) u\right\|_{H^{-1 / 2}}^{2}+C\left\|R^{\prime} \Lambda^{k} u\right\|_{H^{-1 / 2}}^{2}+C\left\|\Lambda^{k} u\right\|^{2}
\end{align*}
$$

Now we have $\left\|R^{\prime} \Lambda^{k} u\right\|_{H^{-1 / 2}}^{2} \leq C\left\|\nabla_{\mathfrak{H}} \Lambda^{k} u\right\|_{H^{-1 / 2}}^{2}+C\left\|\Lambda^{k} u\right\|_{H^{-1 / 2}}^{2}$, so standard methods yield the a priori estimate

$$
\begin{equation*}
\left\|\nabla_{\mathfrak{H}} u\right\|_{H^{k}}^{2}+\|u\|_{H^{k+1 / 2}}^{2} \leq C\left\|\left(\square_{b}+R\right) u\right\|_{H^{k-1 / 2}}^{2}+C\|u\|_{L^{2}}^{2}, \tag{9.74}
\end{equation*}
$$

for all $u \in C^{\infty}\left(\partial \Omega, \mathbb{C}^{n}\right)$.
We can go from the estimate (9.74) to the associated regularity theorem:
Theorem 9.2. If $\Omega$ is a bounded, strongly pseudoconvex domain in $\mathbb{C}^{n}$ and $n \geq 3$, then the operator $\square_{b}+R$ given by (9.43)-(9.44) is hypoelliptic. If $u \in L^{2}\left(\partial \Omega, \mathbb{C}^{n}\right)$, then, for any $s \in[-1 / 2, \infty)$,

$$
\begin{equation*}
\left(\square_{b}+R\right) u \in H^{s} \Longrightarrow u \in H^{s+1} \tag{9.75}
\end{equation*}
$$

Proof. We first establish the local version of (9.75), for $s=k-1 / 2, k=0,1,2$, and so on. Let $\mathcal{O}$ be a coordinate patch on $\partial \Omega$, identified with a ball in $\mathbb{R}^{2 n+1}$. Take $\psi_{j} \in C_{0}^{\infty}(\mathcal{O})$ such that $\psi_{j+1}=1$ on supp $\psi_{j}$. Let $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{2 n+1}\right)$ satisfy $\varphi(\xi)=1$ for $|\xi| \leq 1,0$ for $|\xi| \geq 3 / 2$. Consider the following families of operators, for $\varepsilon \in(0,1]$ :

$$
\begin{equation*}
J_{\varepsilon} u=\psi_{1}(x) \varphi(\varepsilon D) \psi_{0}(x) u, \quad K_{\varepsilon} u=\psi_{3}(x) \varphi\left(2^{-1} \varepsilon D\right) \psi_{2}(x) u . \tag{9.76}
\end{equation*}
$$

We have

$$
\begin{equation*}
J_{\varepsilon}, K_{\varepsilon} \text { bounded in } O P S_{1,0}^{0}, \quad O\left(\varepsilon^{-k}\right) \text { in } O P S_{1,0}^{-k} \tag{9.77}
\end{equation*}
$$

and

$$
\begin{equation*}
K_{\varepsilon} J_{\varepsilon}-J_{\varepsilon} \text { bounded in } O P S_{1,0}^{-\infty} . \tag{9.78}
\end{equation*}
$$

The formula (9.46) yields

$$
\begin{equation*}
K_{\varepsilon}\left(\square_{b}+R\right)-\left(\square_{b}+R\right) K_{\varepsilon}=-\sum\left[K_{\varepsilon}, X_{j}^{2}\right]-i\left[K_{\varepsilon}, \alpha Y\right]+\left[K_{\varepsilon}, R^{\prime}\right] \tag{9.79}
\end{equation*}
$$

which is equal to

$$
\begin{equation*}
\sum B_{j \varepsilon} R_{j}, \quad B_{j \varepsilon} \text { bounded in } O P S_{1,0}^{0}, O\left(\varepsilon^{-k}\right) \text { in } O P S_{1,0}^{-k} \tag{9.80}
\end{equation*}
$$

Also we have

$$
\begin{equation*}
B_{j \varepsilon} R_{j} J_{\varepsilon} \text { bounded in } O P S_{1,0}^{-\infty} \tag{9.81}
\end{equation*}
$$

Now, we apply (9.74) with $u$ replaced by $J_{\varepsilon} u$, to get

$$
\begin{align*}
&\left\|\nabla_{\mathfrak{H}} J_{\varepsilon} u\right\|_{H^{k}}^{2}+\left\|J_{\varepsilon} u\right\|_{H^{k+1 / 2}}^{2} \\
& \leq C\left\|K_{\varepsilon}\left(\square_{b}+R\right) u\right\|_{H^{k-1 / 2}}^{2} \\
& \quad+C \sum\left\|B_{j \varepsilon} R_{j} J_{\varepsilon} u\right\|_{H^{k-1 / 2}}^{2}+C\left\|J_{\varepsilon} u\right\|_{L^{2}}^{2}  \tag{9.82}\\
& \leq C\left\|\left(\square_{b}+R\right) u\right\|_{H^{k-1 / 2}}^{2}+C\|u\|_{L^{2}}^{2} .
\end{align*}
$$

Passing to the limit $\varepsilon \rightarrow 0$ yields the local version of the regularity result (9.75), for $s=k-1 / 2, k=0,1,2, \ldots$, and the result (9.75) for general $s \in[-1 / 2, \infty)$ can be deduced via an interpolation argument.

We are now in a position to prove the main result of this section.
Theorem 9.3. If $\Omega$ is a bounded, strongly pseudoconvex domain in $\mathbb{C}^{n}$, and $n \geq 2$, then the operator $\square^{+}$given by (9.25) is hypoelliptic. If $u \in L^{2}\left(\partial \Omega, \mathbb{C}^{n}\right)$, then, for any $s \in[1 / 2, \infty)$,

$$
\begin{equation*}
\square^{+} u \in H^{s} \Longrightarrow u \in H^{s} \tag{9.83}
\end{equation*}
$$

Proof. If $n \geq 3$, this is immediate from Theorem 9.2. It remains to deal with the case $n=2$.

What happens to the argument involving $\square^{-} \square^{+}=\square_{b}+R$ when $n=2$ is that we cannot pick $\varphi_{j}(x, \xi)$ to satisfy (9.54) and arrange that $\left.\sigma_{V}(x, \xi)\right|_{\Sigma}$, given by (9.57), be $\geq c_{0}|\xi|$, with $c_{0}>0$. The reason is that $A_{2}$ is not positive definite. Recall from (9.53) that $A_{2}(x)=8\left((\operatorname{Tr} \widehat{\mathcal{L}}) I-\widehat{\mathcal{L}}_{Q}\right)$, so if $n=2$, zero must be an eigenvalue of $A_{2}(x), \forall x \in \partial \Omega$. This makes it impossible to make $\sigma_{V}(x, \xi) \geq$ $c_{0}|\xi|$ on $\Sigma^{-}$. However, we can still arrange that $\sigma_{V}(x, \xi) \geq c_{0}|\xi|$ on $\Sigma^{+}$. In fact, for this we can just take $\varphi_{1}(x, \xi)=1-\delta, \varphi_{2}(x, \xi)=\delta$, for small, positive $\delta$.

To fix $\square_{b}+R$, we merely alter it on a small conic neighborhood of $\Sigma^{-}$. Set

$$
\begin{equation*}
\widetilde{\square}_{b}=\square_{b}+R+S \text {, } \tag{9.84}
\end{equation*}
$$

where $S \in O P S^{1}, S(x, \xi)$ is supported on a small conic neighborhood of $\Sigma^{-}$, and furthermore $\left.S(x, \xi)\right|_{\Sigma^{-}} \geq c_{1}|\xi|$, for sufficiently large, positive $c_{1}$. Then the arguments used to prove Lemma 9.1 and Theorem 9.2, starting with (9.58)-(9.60), show that $\widetilde{\square}_{b}$ is hypoelliptic and

$$
\begin{equation*}
\widetilde{\square}_{b} u \in H^{s} \Longrightarrow u \in H^{s+1} \tag{9.85}
\end{equation*}
$$

Since $\widetilde{\square}_{b}$ is equal to $\square^{-} \square^{+}$microlocally near $\Sigma^{+}$and $\square^{+}$is elliptic away from $\Sigma^{+}$, this is enough to complete the proof of Theorem 9.3.

Though we will not pursue details, we mention that there are constructions of parametrices for various classes of hypoelliptic operators with double characteristics which include the operators studied above. Constructions making use of Fourier integral operators are given in [B1, Sj], and [Tr2]. Another approach makes use of analysis on the Heisenberg group; this was initiated in [FS] and pursued in a number of papers, including [BG, BGS, BS, D, Gel, GS, RS], and [Tay]. The Heisenberg group approach provides a convenient way to obtain estimates in other function spaces, such as $L^{p}$-Sobolev spaces and Hölder spaces, on which results were first obtained, by other methods, in [Ker].

The reduction of the $\bar{\partial}$-Neumann problem to the study of $\square^{+}$was made in [GS], for ( 0,1 )-forms, on a strongly pseudoconvex manifold, with a special metric, typically different from the Euclidean metric, called a Levi metric. A special property of a Levi metric is that $\widehat{\mathcal{L}}$, arising as in (9.33) and (9.34), is a multiple of the identity. A reduction of the $\bar{\partial}$-Neumann problem for $(0,1)$-forms, with a general metric, was made in [Cha]. The analogous study for $(0, q)$-forms, $q \geq 1$, is made in [LR], for a Levi metric, and in [BS] for a general metric. In these analyses, $\bar{\Omega}$ can be a general strongly pseudoconvex complex manifold, not necessarily a domain in $\mathbb{C}^{n}$. In $\S 10$ we will derive estimates for the $\bar{\partial}$-Neumann problem on such manifolds, via the sort of energy-estimate approach used in $\S \S 2-5$ and 8. The details of the reduction to the boundary made in this section would have to be modified to treat the more general situation, since we made use of the fact that $\square$ is (a constant multiple of) the Laplace operator, acting componentwise, on forms on a domain in $\mathbb{C}^{n}$, with its standard flat metric.

While we have emphasized $C^{\infty}$ regularity, there are also results on the analytic regularity of solutions to the $\bar{\partial}$-Neumann problem when $\partial \Omega$ is real analytic and strongly pseudoconvex, in [Tar, Tr 1$]$, and [Gel], the latter two making use of analytic pseudodifferential operator calculi on $\partial \Omega$.

## Exercises

1. Work out the formula for $\square^{+}$when $\Omega$ is the unit ball in $\mathbb{C}^{n}$, using (C.29), with $m=2 n$.
2. Extend the results of Theorems 9.2 and 9.3 to all $s$. (Hint: For any invertible, elliptic $\Lambda^{\sigma} \in \operatorname{OPS}^{\sigma}(\partial \Omega)$ with scalar principal symbol, write

$$
\left.\Lambda^{-\sigma}\left(\square_{b}+R\right) \Lambda^{\sigma}=\square_{b}+R^{\prime} .\right)
$$

3. Show that the regularity results of $\S 5$ follow from Theorem 9.3. (Hint: If $U$ solves $\square U=F$, with homogeneous $\bar{\partial}$-Neumann boundary conditions of the form (1.12), write $U=U_{0}+u$, where $U_{0}$ solves the Dirichlet problem

$$
\square U_{0}=F \text { on } \Omega,\left.\quad U_{0}\right|_{\partial \Omega}=0,
$$

and $u$ solves (9.1), with

$$
\left.f=-\left.\sigma_{\bar{\partial}^{*}}(x, v) \bar{\partial} U_{0}\right|_{\partial \Omega} .\right)
$$

4. Show that under the hypotheses of Theorem 9.3 (but with no restriction on $s \in \mathbb{R}$ ),

$$
\begin{equation*}
\square^{+} u \in H^{s}(\partial \Omega) \Longrightarrow u \in H^{s}(\partial \Omega) \text { and } \nabla_{\mathfrak{H}} u \in H^{s-\frac{1}{2}}(\partial \Omega) . \tag{9.86}
\end{equation*}
$$

Let $v=\mathrm{PI} u$. If (9.86) holds, for some $s \geq-1 / 2$, then

$$
v \in H^{s+1 / 2}(\Omega)
$$

5. Let $P$ be a first-order differential operator with constant coefficients, acting on $\Lambda^{0,1}(\bar{\Omega})$. Suppose

$$
\begin{equation*}
\left.P v\right|_{\partial \Omega}=A(x) \frac{\partial v}{\partial v}+P_{\tan } v, \tag{9.87}
\end{equation*}
$$

where $v$ is the inward normal, and suppose

$$
\begin{equation*}
-A(x)|\xi|+\sigma_{P_{\tan }}(x, \xi) \text { vanishes on } \Sigma^{+} \tag{9.88}
\end{equation*}
$$

Show that if $v$ is as in Exercise 4, then

$$
\begin{equation*}
P v \in H^{s}(\Omega) . \tag{9.89}
\end{equation*}
$$

(Hint: $P v$ is harmonic on $\Omega$. Write $\left.P v\right|_{\partial \Omega}=w=A(x) \mathcal{N} u+P_{\tan } u$, and show that $\left.w \in H^{s-1 / 2}(\partial \Omega).\right)$
6. Suppose $v$ satisfies the hypotheses of Exercise 4 and, in addition, that $u=\left.v\right|_{\partial \Omega}$ is a section of $E$, so that $Q u=u$. Show that the conclusion (9.89) of Exercise 5 still holds, when the hypothesis (9.88) is weakened to

$$
\begin{equation*}
\left(-A(x)|\xi|+\sigma_{P_{\mathrm{tan}}}(x, \xi)\right) Q(x) \text { vanishes on } \Sigma^{+} \tag{9.90}
\end{equation*}
$$

7. Show that Exercise 6 applies to $\bar{\partial}^{*} v$. Using this, establish (6.19).

## 10. The $\bar{\partial}$-equation on complex manifolds and almost complex manifolds

Let $\bar{M}$ be a compact $C^{\infty}$-manifold with boundary. We can assume $\bar{M}$ is contained in a smooth manifold $\mathcal{O}$ without boundary, such that the interior $M$ is open in $\mathcal{O}$. An almost complex structure on $\bar{M}$ is a smooth section $J$ of $\operatorname{End}(T \bar{M})$ such that $J^{2}=-I$. If there is such a structure, the real dimension of $M$ must be even, say $k=2 n$. Thus, for $p \in \bar{M}, T_{p} \bar{M}$, regarded as a complex vector space, has complex dimension $n$.

A $(0,1)$-form on $\bar{M}$ is a section of the complexified cotangent bundle $\mathbb{C} T^{*} \bar{M}$ of the form

$$
\begin{equation*}
\alpha=\beta-i J^{t} \beta \tag{10.1}
\end{equation*}
$$

where $\beta$ is a section of $T^{*} \bar{M}$, and $J^{t}: T_{p}^{*} \bar{M} \rightarrow T_{p}^{*} \bar{M}$ is the adjoint of $J$. Similarly, a (1,0)-form on $\bar{M}$ has the form $\alpha^{\prime}=\beta+i J^{t} \beta$. We have vector bundles $\Lambda^{0,1} \bar{M}$ and $\Lambda^{1,0} \bar{M}$, and clearly $\mathbb{C} T^{*} \bar{M}=\Lambda^{0,1} \bar{M} \oplus \Lambda^{1,0} \bar{M}$. An obvious algebraic procedure yields subbundles $\Lambda^{p, q} \bar{M}$ of $\mathbb{C} \Lambda^{r} T^{*} \bar{M}, r=p+q$, and

$$
\begin{equation*}
\mathbb{C} \Lambda^{r} T^{*} \bar{M}=\bigoplus_{p+q=r} \Lambda^{p, q} \bar{M} \tag{10.2}
\end{equation*}
$$

We also use $\Lambda^{p, q}(\bar{M})$ to denote the spaces of $C^{\infty}$-sections of these bundles.
Let $\Pi_{p q}$ denote the natural projection of $\mathbb{C} \Lambda^{r} T^{*} \bar{M}$ onto $\Lambda^{p, q} \bar{M}$. We define the operators

$$
\begin{equation*}
\bar{\partial}: \Lambda^{p, q}(\bar{M}) \longrightarrow \Lambda^{p, q+1}(\bar{M}), \quad \partial: \Lambda^{p, q}(\bar{M}) \longrightarrow \Lambda^{p+1, q}(\bar{M}) \tag{10.3}
\end{equation*}
$$

by

$$
\begin{equation*}
\bar{\partial} u=\Pi_{p, q+1} d u, \quad \partial u=\Pi_{p+1, q} d u \tag{10.4}
\end{equation*}
$$

The basic case of an almost complex manifold is a complex manifold. For example, we say $\mathcal{O}$ is a complex manifold if it has a covering by coordinate charts (into open subsets of $\mathbb{C}^{n}$ ) whose transition maps are holomorphic. Then $\bar{M} \subset \mathcal{O}$ is a complex manifold with boundary. In such a case, $\bar{\partial}$ and $\partial$ are as defined in $\S 1$ (in any local holomorphic coordinate patch), and the following relations hold:

$$
\begin{equation*}
\bar{\partial}^{2}=0, \quad \partial^{2}=0, \quad d=\partial+\bar{\partial} \tag{10.5}
\end{equation*}
$$

These relations need not hold for an arbitrary, almost complex manifold, but it is readily verified that if any one of them holds, so do the other two. In such a case, the almost complex structure is said to be integrable. Thus, for a complex manifold, the almost complex structure is integrable. The converse to this is known as the Newlander-Nirenberg theorem; any manifold with an integrable, almost complex structure has a holomorphic coordinate chart. We will say more about this later in this section. There is also a direct characterization of the integrability condition in terms of $J$, which we will not need for our analysis, but we will mention it in the exercises.

In the rest of this section, we assume $\bar{M}$ has an integrable, almost complex structure. As in earlier sections, we are interested in the equation

$$
\begin{equation*}
\bar{\partial} u=f \quad \text { on } \bar{M}, \tag{10.6}
\end{equation*}
$$

for $u \in \Lambda^{0, q}(\bar{M})$, given $f \in \Lambda^{0, q+1}(\bar{M})$, satisfying $\bar{\partial} f=0$. For this to lead to a $\bar{\partial}$-Neumann problem, we need an operator

$$
\begin{equation*}
\bar{\partial}^{*}: \Lambda^{p, q+1}(\bar{M}) \longrightarrow \Lambda^{p, q}(\bar{M}), \tag{10.7}
\end{equation*}
$$

a formal adjoint of $\bar{\partial}$. We assume $\bar{M}$ has a Riemannian metric with the property that $J: T_{p} \bar{M} \rightarrow T_{p} \bar{M}$ is an isometry, which can be obtained from an arbitrary Riemannian metric by averaging over the action of $\left\{I, J, J^{2}, J^{3}\right\}$.

The Riemannian metric yields both a volume element on $\bar{M}$ and a Hermitian metric on $\mathbb{C} \Lambda^{*} T^{*} \bar{M}$, hence inner products $(u, v)_{L^{2}}$ for $u, v \in \Lambda^{p, q}(\bar{M})$, and

Hilbert spaces $L^{2}\left(\Omega, \Lambda^{p, q}\right)$, as well as the operator $\bar{\partial}^{*}$. As in (2.2), we can define

$$
\begin{equation*}
\mathcal{D}^{p, q}=\left\{u \in \Lambda^{p, q}(\bar{M}): \sigma_{\bar{\partial}^{*}}(x, v) u=0 \text { on } \partial M\right\} \tag{10.8}
\end{equation*}
$$

and then consider

$$
\begin{equation*}
Q(u, v)=(\bar{\partial} u, \bar{\partial} v)_{L^{2}}+\left(\bar{\partial}^{*} u, \bar{\partial}^{*} v\right)_{L^{2}}, \quad u, v \in \mathcal{D}^{0, q} . \tag{10.9}
\end{equation*}
$$

We can define the subbundle $\mathfrak{H}(\partial M)$ of $T(\partial M)$ in a fashion similar to that done in $\S 2$; given $p \in \partial M$,

$$
\begin{equation*}
\mathfrak{H}_{p}(\partial M)=\left\{X \in T_{p}(\partial M): J X \in T_{p}(\partial M)\right\} . \tag{10.10}
\end{equation*}
$$

We can define the notion of a strongly pseudoconvex manifold, though it is more convenient to use an approach of §B than that of §2. Suppose $\rho \in C^{\infty}(\bar{M}), \rho<0$ on $M, \rho=0$ on $\partial M,|\nabla \rho|=1$ on $\partial M$. Then, as in (B.14)-(B.15), define the Levi form as a quadratic form on $\mathfrak{H}(\partial M)$ by

$$
\begin{equation*}
\mathcal{L}(X, X)=\langle[J X, X], \alpha\rangle=(d \alpha)(X, J X), \quad \alpha=J^{t}(d \rho) \tag{10.11}
\end{equation*}
$$

If $\mathcal{L}(X, X)>0$ for all nonzero $X \in \mathfrak{H}_{p}(\partial M)$, we say $\bar{M}$ is strongly pseudoconvex at $p$.

The version of Morrey's inequality available in this setting is a little weaker than (2.1). We will prove the following.

Proposition 10.1. If $\bar{M}$ is strongly pseudoconvex, then, for some $C>0$, all $q \geq 1$,

$$
\begin{equation*}
\|\bar{\partial} u\|_{L^{2}}^{2}+\left\|\bar{\partial}^{*} u\right\|_{L^{2}}^{2}+\|u\|_{L^{2}}^{2} \geq C \int_{\partial M}|u|^{2} d S, \quad \forall u \in \mathcal{D}^{0, q} . \tag{10.12}
\end{equation*}
$$

It will suffice to establish (10.12) when $u \in \mathcal{D}^{0, q}$ has support in some coordinate patch $U$ intersecting $\partial M$. We can assume that, over $U$, there is a smooth orthonormal frame field $\left\{\omega_{j}: 1 \leq j \leq n\right\}$ for $\Lambda^{1,0}$, with $\omega_{n}=\sqrt{2} \partial \rho$. Let $\left\{L_{j}: 1 \leq j \leq n\right\}$ be the dual basis, consisting of (complex) vector fields. Set

$$
\begin{equation*}
C_{j k}=\widetilde{\mathcal{L}}\left(L_{j}, L_{k}\right)=\left\langle\left[L_{j}, \bar{L}_{k}\right], \omega_{n}\right\rangle, \quad 1 \leq j, k \leq n-1 \tag{10.13}
\end{equation*}
$$

One can verify that this is essentially equivalent to the Levi form. In particular, $\bar{M}$ is strongly pseudoconvex if and only if $\left(C_{j k}\right)$ is a positive-definite matrix, at each $p \in \partial M$. Then, for $u \in \Lambda^{0, q}(U)$, we can write

$$
\begin{equation*}
u=\sum u_{\alpha} \bar{\omega}^{\alpha} \tag{10.14}
\end{equation*}
$$

Here and below, all multi-indices will be increasing (see the conventions in §8). Note that

$$
\begin{equation*}
u \in \mathcal{D}^{0, q} \Longleftrightarrow u_{\alpha}=0 \quad \text { on } \partial M \text { whenever } n \in \alpha . \tag{10.15}
\end{equation*}
$$

Using these frames, we have the following formulas:

$$
\begin{align*}
\bar{\partial} u & =\sum_{k, \alpha, \beta} \operatorname{sgn}\binom{\beta}{k \alpha}\left(\bar{L}_{k} u_{\alpha}\right) \bar{\omega}^{\beta}+A u, \\
\bar{\partial}^{*} u & =-\sum_{k, \alpha, \gamma} \operatorname{sgn}\binom{\alpha}{k \gamma}\left(L_{k} u_{\alpha}\right) \bar{\omega}^{\gamma}+B u, \tag{10.16}
\end{align*}
$$

where $A$ and $B$ are operators of order zero.
Let us set

$$
\begin{equation*}
E(u)^{2}=\sum_{\alpha, k}\left\|\bar{L}_{k} u_{\alpha}\right\|_{L^{2}}^{2}+\|u\|_{L^{2}}^{2}+\int_{\partial M}|u|^{2} d S . \tag{10.17}
\end{equation*}
$$

The following result will suffice to prove Proposition 10.1.
Lemma 10.2. Assume that $\left(C_{j k}\right)$ is diagonal at $p \in \partial M$, with eigenvalues $\lambda_{1}, \ldots, \lambda_{n-1}$. Let $\delta>0$ be given. There is a neighborhood $U$ of $p$ such that if $q \geq 1$ and $u \in \mathcal{D}^{0, q}$ is supported in $U$, then

$$
\begin{equation*}
\|\bar{\partial} u\|_{L^{2}}^{2}+\left\|\bar{\partial}^{*} u\right\|_{L^{2}}^{2}=\sum_{k, \alpha}\left\|\bar{L}_{k} u_{\alpha}\right\|_{L^{2}}^{2}+\sum_{\alpha} \sum_{k \in \alpha} \lambda_{k} \int_{\partial M}\left|u_{\alpha}\right|^{2} d S+R(u), \tag{10.18}
\end{equation*}
$$

where

$$
\begin{equation*}
|R(u)| \leq \delta E(u)^{2}+C\|u\|_{L^{2}} E(u) . \tag{10.19}
\end{equation*}
$$

To begin the estimates, we use (10.16) to write

$$
\begin{align*}
\|\bar{\partial} u\|_{L^{2}}^{2}= & \sum_{k \notin \alpha}\left\|\bar{L}_{k} u_{\alpha}\right\|_{L^{2}}^{2} \\
& +\sum \operatorname{sgn}\binom{\gamma}{k \alpha} \operatorname{sgn}\binom{\sigma}{j \beta}\left(\bar{L}_{k} u_{\alpha}, \bar{L}_{j} u_{\beta}\right)_{L^{2}}+R_{2}, \tag{10.20}
\end{align*}
$$

where $\left|R_{2}\right| \leq C \sum\left\|\bar{L}_{k} u_{\alpha}\right\|_{L^{2}}\|u\|_{L^{2}}+C\|u\|_{L^{2}}^{2}$. Here and below, the quantities $R_{j}$ will all satisfy estimates (either stronger than or) of the form (10.19). From this we can deduce
(10.21)

$$
\begin{aligned}
\|\bar{\partial} u\|_{L^{2}}^{2}= & \sum_{k, \alpha}\left\|\bar{L}_{k} u_{\alpha}\right\|_{L^{2}}^{2} \\
& -\sum \operatorname{sgn}\binom{\alpha}{j \sigma} \operatorname{sgn}\binom{\beta}{k \gamma}\left(\bar{L}_{k} u_{\alpha}, \bar{L}_{j} u_{\beta}\right)_{L^{2}}+R_{3} .
\end{aligned}
$$

Now

$$
\begin{align*}
-\left(\bar{L}_{k} u_{\alpha}, \bar{L}_{j} u_{\beta}\right)_{L^{2}} & =\left(L_{j} \bar{L}_{k} u_{\alpha}, u_{\beta}\right)_{L^{2}}+R_{4}  \tag{10.22}\\
& =-\left(L_{j} u_{\alpha}, L_{k} u_{\beta}\right)_{L^{2}}+\left(\left[L_{j}, \bar{L}_{k}\right] u_{\alpha}, u_{\beta}\right)_{L^{2}}+R_{5}
\end{align*}
$$

so the second term on the right side of (10.21) is equal to

$$
-\sum \operatorname{sgn}\binom{\alpha}{j \gamma} \operatorname{sgn}\binom{\beta}{k \sigma}\left(L_{j} u_{\alpha}, L_{k} u_{\beta}\right)_{L^{2}}
$$

(10.23)

$$
+\sum \operatorname{sgn}\binom{\alpha}{j \gamma} \operatorname{sgn}\binom{\beta}{k \sigma}\left(\left[L_{j}, \bar{L}_{k}\right] u_{\alpha}, u_{\beta}\right)_{L^{2}}+R_{6} .
$$

Meanwhile, the formula for $\bar{\partial}^{*} u$ in (10.16) implies that the first sum in (10.23) is equal to

$$
\begin{equation*}
-\left\|\bar{\partial}^{*} u\right\|_{L^{2}}^{2}+R_{7} . \tag{10.24}
\end{equation*}
$$

Putting together (10.21)-(10.24), we have

$$
\begin{align*}
& \|\bar{\partial} u\|_{L^{2}}^{2}+\left\|\bar{\partial}^{*} u\right\|_{L^{2}}^{2}=\sum_{k, \alpha}\left\|\bar{L}_{k} u_{\alpha}\right\|_{L^{2}}^{2} \\
& \quad+\sum \operatorname{sgn}\binom{\alpha}{j \gamma} \operatorname{sgn}\binom{\beta}{k \sigma}\left(\left[L_{j}, \bar{L}_{k}\right] u_{\alpha}, u_{\beta}\right)_{L^{2}}+R_{8} \tag{10.25}
\end{align*}
$$

To pass from here to (10.20), it remains to consider the second sum on the right side of (10.25). Making use of (10.15), one can show that if $j \in \alpha$ and $k \in \beta$, then

$$
\begin{array}{cl}
\left(\left[L_{j}, \bar{L}_{k}\right] u_{\alpha}, u_{\beta}\right)_{L^{2}}=\sqrt{2}\left(C_{j k} L_{n} u_{\alpha}, u_{\beta}\right)_{L^{2}}+R_{9} & \text { if } j, k \leq n-1  \tag{10.26}\\
R_{10} & \text { if } j=n \text { or } k=n
\end{array}
$$

Now write

$$
\begin{equation*}
C_{j k}=\lambda_{k} \delta_{j k}+b_{j k}, \quad b_{j k}(p)=0 \tag{10.27}
\end{equation*}
$$

Note that $\alpha=\beta$ for nonzero terms for which $j=k$, in the last sum in (10.25). Also
(10.28)

$$
\begin{aligned}
\left(\lambda_{k} \delta_{j k} L_{n} u_{\alpha}, u_{\alpha}\right)_{L^{2}}= & \lambda_{k} \delta_{j k}\left(u_{\alpha}, \bar{L}_{n} u_{\alpha}\right)_{L^{2}} \\
& +\lambda_{k} \delta_{j k} \int_{\partial M} \frac{1}{i}\left\langle\sigma_{L_{n}}(x, v) u_{\alpha}, u_{\alpha}\right\rangle d S+R_{11} \\
= & \frac{1}{\sqrt{2}} \lambda_{k} \delta_{j k} \int_{\partial M}\left|u_{\alpha}\right|^{2} d S+R_{12} .
\end{aligned}
$$

Similarly,

$$
\begin{equation*}
\left(b_{j k} L_{n} u_{\alpha}, u_{\beta}\right)_{L^{2}}=\frac{1}{\sqrt{2}} \int_{\partial M} b_{j k} u_{\alpha} \bar{u}_{\beta} d S+R_{13} \tag{10.29}
\end{equation*}
$$

and if $U$ is such a small neighborhood of $p$ that sup $\left|b_{j k}\right|$ is small compared to $\delta$, this can also be denoted as $R_{14}$.

Combining (10.26)-(10.29) and summing, we have

$$
\begin{gather*}
\sum \operatorname{sgn}\binom{\alpha}{j \gamma} \operatorname{sgn}\binom{\beta}{k \sigma}\left(\left[L_{j}, \bar{L}_{k}\right] u_{\alpha}, u_{\beta}\right)_{L^{2}}  \tag{10.30}\\
=\sum_{k \in \alpha} \lambda_{k} \int_{\partial M}\left|u_{\alpha}\right|^{2} d S+R_{15} .
\end{gather*}
$$

Using this in (10.25), we have Lemma 10.2.
We can now use the Friedrichs method to define an unbounded, self-adjoint operator $\mathcal{L}$ on $L^{2}\left(M, \Lambda^{0, q}\right)$, for any $q \geq 1$, such that $\mathcal{D}\left(\mathcal{L}^{1 / 2}\right)$ is the completion of $\mathcal{D}^{0, q}$ with respect to the square norm $Q(u, u)+\|u\|_{L^{2}}^{2}$, where $Q(u, v)$ is given by (10.9), and $(\mathcal{L} u, v)_{L^{2}}=Q(u, v)$ for $u \in \mathcal{D}(\mathcal{L}), v \in \mathcal{D}^{0, q}$. One difference between this situation and those that arose in $\S \S 3$ and 8 is that, while $\mathcal{L} \geq 0$, we might possibly have $0 \in \operatorname{spec} \mathcal{L}$. The estimates of $\S \S 3$ and 4 and the regularity result of $\S 5$ extend without difficulty if $\bar{M}$ is strongly pseudoconvex, which we will assume in the rest of this section.

We have

$$
\begin{equation*}
u \in \mathcal{D}(\mathcal{L}), \mathcal{L} u=f \in H^{j}\left(M, \Lambda^{0, q}\right) \Longrightarrow u \in H^{j+1}\left(M, \Lambda^{0, q}\right) \tag{10.31}
\end{equation*}
$$

for $q \geq 1$; in particular,
$\operatorname{Ker} \mathcal{L} \subset \Lambda^{0, q}(\bar{M})$.
Denote this space by $\mathcal{H}^{0, q}(M)$. In fact, we have

$$
\begin{equation*}
\mathcal{H}^{0, q}(M)=\left\{u \in \mathcal{D}^{0, q}: \bar{\partial} u=0=\bar{\partial}^{*} u\right\} . \tag{10.33}
\end{equation*}
$$

Let $P_{h}$ denote the orthogonal projection of $L^{2}\left(M, \Lambda^{0, q}\right)$ onto Ker $\mathcal{L}$. Given $f \in$ $L^{2}\left(M, \Lambda^{0, q}\right)$, let $G f$ denote the unique element $u$ of $(\operatorname{Ker} \mathcal{L})^{\perp}$ such that $\mathcal{L} u=$ $\left(I-P_{h}\right) f$. Clearly,

$$
\begin{equation*}
G: H^{j}\left(M, \Lambda^{0, q}\right) \longrightarrow H^{j+1}\left(M, \Lambda^{0, q}\right) \tag{10.34}
\end{equation*}
$$

for $q \geq 1$. We have the following Hodge decomposition for $u \in \Lambda^{0, q}(\bar{M})$ :

$$
\begin{equation*}
u=\overline{\partial \partial}^{*} G u+\bar{\partial}^{*} \bar{\partial} G u+P_{h} u=P_{\bar{\partial}} u+P_{\bar{\partial}^{*}} u+P_{h} u . \tag{10.35}
\end{equation*}
$$

Arguments used in $\S \S 6$ and 8 extend to show that these three terms are mutually orthogonal in $L^{2}\left(M, \Lambda^{0, q}\right)$, so $P_{\bar{\partial}}$ and $P_{\bar{\partial}^{*}}$ (as well as $P_{h}$ ) extend to bounded operators on $L^{2}\left(M, \Lambda^{0, q}\right)$, which in fact are orthogonal projections. Such arguments as used before also yield

$$
\begin{equation*}
P_{\bar{\partial}}, P_{\bar{\partial}^{*}}: H^{j}(M) \longrightarrow H^{j-\varepsilon}(M), \quad \forall \varepsilon>0 \tag{10.36}
\end{equation*}
$$

In connection with the Hodge decomposition, note that just as in (6.4), we have

$$
\begin{equation*}
w \in \mathcal{D}^{0, q+1} \Longrightarrow \bar{\partial}^{*} w \perp \operatorname{ker} \bar{\partial} \cap \Lambda^{0, q}(\bar{M}) \tag{10.37}
\end{equation*}
$$

We hence have the following extension of Theorem 6.2 and Corollary 8.5:
Proposition 10.3. If $q \geq 1$ and $f \in \Lambda^{0, q}(\bar{M})$ satisfies

$$
\begin{equation*}
\bar{\partial} f=0 \quad \text { and } \quad f \perp \mathcal{H}^{0, q}(M) \tag{10.38}
\end{equation*}
$$

then there exists $u \in \Lambda^{0, q-1}(\bar{M})$ satisfying $\bar{\partial} u=f$.
Proof. With $g=G f \in \Lambda^{0, q}(\bar{M})$, we have the decomposition into orthogonal pieces

$$
\begin{equation*}
f=\overline{\partial \partial}^{*} g+\bar{\partial}^{*} \bar{\partial} g+P_{h} f . \tag{10.39}
\end{equation*}
$$

Now (10.37), applied to $w=\bar{\partial} g$, implies $\bar{\partial}^{*} \bar{\partial} g \perp f$, while the second hypothesis in (10.38) implies $P_{h} f=0$. This gives

$$
\begin{equation*}
f=\bar{\partial}\left(\bar{\partial}^{*} g\right) \tag{10.40}
\end{equation*}
$$

so we have the desired result, with $u=\bar{\partial}^{*} g$.
Note also by (6.3) that if $u \in \Lambda^{0, q-1}(\bar{M})$ and $f=\bar{\partial} u$, then $f \perp w$ whenever $w \in \mathcal{D}^{0, q}$ and $\bar{\partial}^{*} w=0$, so the condition $f \perp \mathcal{H}^{0, q}(M)$ is necessary for solvability.

Since solving $\bar{\partial} u=f$ is of primary importance, the last result suggests two objects of study: Determine when $\mathcal{H}^{0, q}(M)=0$, and work out how to deal with the requirement that $f \perp \mathcal{H}^{0, q}(M)$ if you cannot show that $\mathcal{H}^{0, q}(M)=0$.

Here is an example of the first sort. Suppose $J_{s}$ is a smooth family of integrable, almost complex structures on a compact Riemannian manifold with boundary, parameterized by $s \in[0, a]$. We can adjust the metric to depend smoothly on $s$ and make each $J_{s}$ an isometry. Denote the resulting object by $\bar{M}_{s}$. We have operators $\bar{\partial}_{s}, \bar{\partial}_{s}^{*}, \mathcal{L}_{s}$, etc.; we often drop the subscript when $s=0$. Assume $\bar{M}_{0}$ is strongly pseudoconvex; then $\bar{M}_{s}$ is strongly pseudoconvex if $|s|$ is sufficiently small.

Proposition 10.4. If $q \geq 1$ and $\mathcal{H}^{0, q}\left(M_{0}\right)=0$, then $\mathcal{H}^{0, q}\left(M_{s}\right)=0$ for $|s|$ sufficiently small.

Proof. The proof of the Morrey-type estimates and consequent derivation of the 1/2-estimate yields

$$
\begin{equation*}
\left(I+\mathcal{L}_{S}\right)^{-1} \text { bounded in } \mathcal{L}\left(L^{2}\left(M_{s}, \Lambda^{0, q}\right), H^{1 / 2}\left(M_{s}, \Lambda^{0, q}\right)\right) \tag{10.41}
\end{equation*}
$$

for $|s|$ small. Now, suppose $s_{j} \rightarrow 0, \mathcal{H}^{0, q}\left(M_{s_{j}}\right) \neq 0$. Pick

$$
\begin{equation*}
u_{s_{j}} \in \mathcal{H}^{0, q}\left(M_{s_{j}}\right), \quad\left\|u_{s_{j}}\right\|_{L^{2}}=1 \tag{10.42}
\end{equation*}
$$

Then (10.41) implies $\left\|u_{S_{j}}\right\|_{H^{1 / 2}} \leq K$. Hence, passing to a subsequence, we have

$$
\begin{equation*}
u_{s_{j}} \rightarrow u_{0} \text { strongly in } L^{2}(M), \text { weakly in } H^{1 / 2}(M) \tag{10.43}
\end{equation*}
$$

In particular, $\left\|u_{0}\right\|_{L^{2}}=1$. Now, via (10.37), we can say

$$
\begin{equation*}
u_{s_{j}} \perp \bar{\partial}_{s_{j}}^{*}\left(\mathcal{D}_{s_{j}}^{0, q+1}\right) \Longrightarrow u_{0} \perp \bar{\partial}^{*}\left(\mathcal{D}^{0, q+1}\right) \tag{10.44}
\end{equation*}
$$

while, by the remark after (10.40), we can say

$$
\begin{equation*}
u_{s_{j}} \perp \bar{\partial}_{s_{j}}\left(\Lambda^{0, q-1}\left(\bar{M}_{s_{j}}\right)\right) \Longrightarrow u_{0} \perp \bar{\partial}\left(\Lambda^{0, q-1}(\bar{M})\right) \tag{10.45}
\end{equation*}
$$

The conclusions of (10.44) and (10.45) imply that $u_{0} \in \mathcal{H}^{0, q}\left(M_{0}\right)$. Since $\left\|u_{0}\right\|_{L^{2}}$ $=1$, this means $\mathcal{H}^{0, q}\left(M_{0}\right) \neq 0$, so we have a contradiction to the hypothesis that $\mathcal{H}^{0, q}\left(M_{s_{j}}\right) \neq 0$.

Corollary 10.5. Under the hypotheses of Proposition 10.4, we have, for each $j \geq 0$,

$$
\begin{equation*}
\mathcal{L}_{s}^{-1} \text { bounded in } \mathcal{L}\left(H^{j}\left(M_{s}, \Lambda^{0, q}\right), H^{j+1}\left(M_{s}, \Lambda^{0, q}\right)\right) \tag{10.46}
\end{equation*}
$$

for $|s|$ sufficiently small.

Proof. A check of the sorts of estimates arising in $\S 4$ shows that

$$
\begin{equation*}
\left(I+\mathcal{L}_{s}\right)^{-1} \text { bounded in } \mathcal{L}\left(H^{j}\left(M_{s}, \Lambda^{0, q}\right), H^{j+1}\left(M_{s}, \Lambda^{0, q}\right)\right) \tag{10.47}
\end{equation*}
$$

for $|s|$ sufficiently small. Passing from this to (10.46) can be done by arguments similar to those used in the proof of Proposition 10.4.

Let us give an example of a situation where Proposition 10.4 and Corollary 10.5 apply. Let $\mathcal{O}$ be a manifold of real dimension $2 n$, with an integrable, almost complex structure $J$, and fix $p \in \mathcal{O}$. Without loss of generality, we identify a neighborhood $U$ of $p$ with an open set in $\mathbb{C}^{n}$, and suppose $\left.J\right|_{T_{p} U}$ coincides with the "standard" complex structure on $\mathbb{C}^{n}$, which for now we denote $J_{0}$. We may as well suppose $p=0$. Use the standard metric on $\mathbb{C}^{n}$, and consider $B_{\varepsilon}=\left\{z \in \mathbb{C}^{n}:|z|<\varepsilon\right\}$. For small $\varepsilon, B_{\varepsilon}$ is strongly pseudoconvex both for $J_{0}$ and for $J$. Now we produce a family $\mathcal{M}_{s}$ of almost complex manifolds as follows. As a set, $\mathcal{M}_{s}=\mathcal{M}=B_{1}=\left\{z \in \mathbb{C}^{n}:|z|<1\right\}$. We have $\varphi_{s}: \mathcal{M}_{s} \rightarrow B_{s}$, given by $\varphi_{s}(z)=s z$, and we pull back $J$ (restricted to $B_{s}$ ) to get integrable, almost complex structures $J_{s}$ on $\mathcal{M}_{s}$, for $0<s \leq a$ (for some $a>0$ ). Clearly, such $J_{s}$ and $J_{0}$ fit together smoothly. Also, since $\overline{\mathcal{M}}_{0}$ is a strongly pseudoconvex domain in $\mathbb{C}^{n}$, the results of $\S \S 2$ and 8 imply $\mathcal{H}^{0, q}\left(\mathcal{M}_{0}\right)=0$ for $q \geq 1$. Using this family, we will now prove the Newlander-Nirenberg theorem. This proof was given by Kohn in [K1], following a suggestion of D. Spencer.

Theorem 10.6. If $\mathcal{O}$ has an integrable, almost complex structure, then $\mathcal{O}$ has holomorphic coordinate charts, so $\mathcal{O}$ is a complex manifold.

Proof. It suffices to show that any point $p \in \mathcal{O}$ has a neighborhood $\mathcal{B}$ such that there are smooth complex-valued functions $u_{j}$ on $\mathcal{B}$ (i.e., $u_{j} \in \Lambda^{0,0}(\mathcal{B})$ ) that are holomorphic (i.e., $\bar{\partial} u_{j}=0$ ), and such that $d u_{1}, \ldots, d u_{n}$ are linearly independent at $p$.

Let us bring in the structure described in the preceding paragraph. Thus we have a family of small neighborhoods $B_{s}$ of $p$, blown up to $\mathcal{M}_{s}$, with integrable, almost complex structures, and Proposition 10.4 and Corollary 10.5 apply to $\mathcal{M}_{s}$ for $|s|$ small. As a set, $\mathcal{M}_{s}=\mathcal{M}$ is the unit ball in $\mathbb{C}^{n}$. We will be done if we produce some $s_{0}>0$ and $u_{1}, \ldots, u_{n} \in \Lambda^{0,0}\left(\mathcal{M}_{s_{0}}\right)$ such that $\bar{\partial}_{s_{0}} u_{j}=0$ and $d u_{j}(0)$ are linearly independent.

We write $u_{j s}=z_{j}+v_{j s}$, where the functions $z_{j}$ are the standard coordinate functions on $\mathbb{C}^{n}$, and we pick $v_{j s}$ to be convenient solutions to

$$
\begin{equation*}
\bar{\partial}_{s} v_{j s}=r_{j s} \text { on } \mathcal{M}_{s}, \quad r_{j s}=-\bar{\partial}_{s} z_{j} \tag{10.48}
\end{equation*}
$$

Namely, we take

$$
\begin{equation*}
v_{j s}=\bar{\partial}_{s}^{*} \mathcal{L}_{s}^{-1} r_{j s} \tag{10.49}
\end{equation*}
$$

It follows from Proposition 10.4 and Corollary 10.5 that, for $|s|$ sufficiently small, (10.49) is well defined, and, for each $\ell \in \mathbb{Z}^{+}$,

$$
\begin{equation*}
\left\|v_{j s}\right\|_{H^{\ell}(\mathcal{M})} \leq K_{\ell}\left\|r_{j s}\right\|_{H^{\ell}(\mathcal{M})} \tag{10.50}
\end{equation*}
$$

with $K_{\ell}$ independent of $s$.
On the other hand, since $J_{s}$ approaches $J_{0}$ as $s \rightarrow 0$, we have

$$
\begin{equation*}
\left\|r_{j s}\right\|_{H^{\ell}(\mathcal{M})} \leq C_{\ell} s \tag{10.51}
\end{equation*}
$$

Now if we pick $\ell>n+1$, we deduce that

$$
\begin{equation*}
\bar{\partial}_{s} u_{j s}=0, \quad u_{j s}=z_{j}+v_{j s}, \quad\left\|v_{j s}\right\|_{C^{1}} \leq C s \tag{10.52}
\end{equation*}
$$

It is thus clear that, for $s=s_{0}$ sufficiently small, a desired coordinate system is produced.

The reader can compare this argument with the proof of the existence of isothermal coordinates on a two-dimensional Riemannian manifold, given in §10 of Chap. 5.

An important class of strongly pseudoconvex complex manifolds arises as follows. Let $X$ be a compact, real analytic manifold; we can regard $X \subset T X$ as the zero section. Then there is a neighborhood $U$ of $X$ in $T X$ that has the structure of a complex manifold, and $U$ contains a strongly pseudoconvex neighborhood $\bar{M}$ of $X$, diffeomorphic to the unit ball bundle of $X$ (given some Riemannian metric), so $\partial M$ is diffeomorphic to the unit sphere bundle of $X$. The solution to the $\bar{\partial}$-Neumann problem on such $\bar{M}$ yields the result that there is a real analytic imbedding of $X$ into Euclidean space $\mathbb{R}^{N}$. See Chap. 8 of [Mor] for an account of this. It was in the process of tackling this problem that the "Morrey inequality" was derived.

In this section we have continued to restrict our attention to the case of strongly pseudoconvex manifolds. However, as discovered in [Ho1], the basic estimate (10.12) holds for $u \in \mathcal{D}^{p, q}$ under a more general condition, called "condition $Z(q)$." This condition is that (if $\operatorname{dim} \partial M=2 n-1$ ) the Levi form has either at least $n-q$ positive eigenvalues or at least $q+1$ negative eigenvalues. A strongly pseudoconvex manifold satisfies condition $Z(q)$ for all $q \geq 1$, and for a bounded domain in $\mathbb{C}^{n}$ this is the only way condition $Z(q)$ can be satisfied, at least over all of $\partial M$. But there are open domains $M$ with smooth boundary in compact, complex manifolds (such as complex projective space) which can satisfy condition $Z(q)$ for some but not all $q$, by virtue of the Levi form on $\partial M$ having some negative eigenvalues. A proof of the estimate (10.12) under condition $Z(q)$ is given in [FK]. Also, [BS] analyzes the $\bar{\partial}$-Neumann problem via reduction to pseudodifferential operators on $\partial M$, under condition $Z(q)$.

## Exercises

In Exercises $1-7, M$ is a Riemannian manifold with an almost complex structure $J$ satisfying $\langle X, Y\rangle=\langle J X, J Y\rangle$, where $\langle$,$\rangle is the Riemannian inner product.$

1. For $X, Y \in T M$, set

$$
(X, Y)=\langle X, Y\rangle+i\langle X, J Y\rangle
$$

Show that

$$
(X, X)=\langle X, X\rangle, \quad(J X, Y)=i(X, Y), \quad(X, Y)=\overline{(Y, X)}
$$

so we have a Hermitian metric. Thus we will call such $M$ a Hermitian manifold.
2. Show that if $M$ is actually a complex manifold, the Lie bracket of two vector fields $X+i J X$ and $Y+i J Y$ has the same form, that is,

$$
\mathcal{N}(X, Y)=J([X, Y]-[J X, J Y])-([J X, Y]+[X, J Y])
$$

vanishes. Show that $\mathcal{N}(f X, g Y)=f g \mathcal{N}(X, Y)$ for $f, g \in C^{\infty}(M)$, so $\mathcal{N}$ defines a tensor field of type (1,2). A related tensor $N$, defined by $N(X, Y)=2 J \mathcal{N}(X, Y)$, is called the Nijenhuis tensor.
3. Show that on any almost complex manifold, the vanishing of $\mathcal{N}$ is equivalent to the integrability condition (10.5).
4. Let $\nabla$ be the Levi-Civita connection on $M$, and set

$$
\omega(X, Y)=\langle X, J Y\rangle
$$

a 2 -form on $M$. Show that

$$
2\left\langle\left(\nabla_{X} J\right) Y, Z\right\rangle=(d \omega)(X, J Y, J Z)-(d \omega)(X, Y, Z)+\langle\mathcal{N}(Y, Z), X\rangle .
$$

A Riemannian manifold $M$ is called a symmetric space if, for each $p \in M$, there is an isometry $\iota_{p}: M \rightarrow M$ such that $\iota_{p}(p)=p$ and $D \iota_{p}(p)=-I$ on $T_{p} M$. If $M$ is an almost complex manifold with metric as above (i.e., a Hermitian manifold), and is also a symmetric space, and if each isometry $\iota_{p}$ preserves the almost complex structure $J$, then $M$ is called a Hermitian symmetric space.
5. Show that if $M$ is a Hermitian symmetric space, then, for all vector fields $X$,

$$
\nabla_{X} J=0
$$

(Hint: Consider the tensor field $F=\nabla J$, of type (1,2). Show that $\iota_{p}^{*} F=F$ on $M$ and that $\iota_{p}^{*} F=-F$ at $p$, so that $F=-F$ at $p$, for all $p \in M$.)
6. Show that the almost complex structure of any Hermitian symmetric space is integrable. (Hint: Show that $\nabla J=0 \Rightarrow \nabla \omega=0 \Rightarrow d \omega=0$, and then use Exercise 4.)
7. More generally, a Hermitian manifold $M$ is said to be a Kähler manifold if $\nabla J=0$. Show that $M$ is Kähler if and only if the almost complex structure $J$ is integrable and $d \omega=0$.
8. Show that the $\bar{\partial}$-operator is well defined:

$$
\bar{\partial}: C^{\infty}\left(\bar{M}, E \otimes \Lambda^{0, q}\right) \longrightarrow C^{\infty}\left(\bar{M}, E \otimes \Lambda^{0, q+1}\right)
$$

for any holomorphic vector bundle $E$ over the complex manifold with boundary $\bar{M}$. Extend the results of this section to this case.

## B. Complements on the Levi form

In this appendix we will give further formulas and other results for the Levi form on a hypersurface in $\mathbb{C}^{n}$. As a preliminary, we reexamine the formulas (2.7) and (2.8) in terms of the complex vector fields

$$
\begin{equation*}
Z=\sum u_{k} \frac{\partial}{\partial z_{k}}, \quad \bar{Z}=\sum \bar{u}_{k} \frac{\partial}{\partial \bar{z}_{k}} . \tag{B.1}
\end{equation*}
$$

We assume that at each $p \in \partial \Omega, u(p)=\left(u_{1}, \ldots, u_{n}\right)$ belongs to $\mathfrak{H}_{p}(\partial \Omega)$, defined by (2.13). As noted in $\S 2$, this hypothesis is equivalent both to $Z \rho=0$ and to $\bar{Z} \rho=0$ on $\partial \Omega$. Then (2.7) simply says $\bar{Z} Z \rho=0$ on $\partial \Omega$. Also, of course, $Z \bar{Z} \rho=0$ on $\partial \Omega$, and hence

$$
[Z, \bar{Z}] \rho=0 \quad \text { on } \partial \Omega,
$$

but this is not the content of (2.8). To restate (2.8), note that

$$
\begin{equation*}
[Z, \bar{Z}]=\sum_{j, k}\left(u_{k} \frac{\partial \bar{u}_{j}}{\partial z_{k}} \frac{\partial}{\partial \bar{z}_{j}}-\bar{u}_{j} \frac{\partial u_{k}}{\partial \bar{z}_{j}} \frac{\partial}{\partial z_{k}}\right) . \tag{B.2}
\end{equation*}
$$

Now let us apply the operator $J$ that gives the complex structure of $\mathbb{C}^{n}$, so

$$
\begin{equation*}
J \frac{\partial}{\partial x_{j}}=\frac{\partial}{\partial y_{j}}, \quad J \frac{\partial}{\partial y_{j}}=-\frac{\partial}{\partial x_{j}}, \tag{B.3}
\end{equation*}
$$

and hence

$$
\begin{equation*}
J \frac{\partial}{\partial z_{j}}=i \frac{\partial}{\partial z_{j}}, \quad J \frac{\partial}{\partial \bar{z}_{j}}=-i \frac{\partial}{\partial \bar{z}_{j}} . \tag{B.4}
\end{equation*}
$$

We have

$$
\begin{equation*}
W=J[Z, \bar{Z}]=-i \sum_{j, k}\left(u_{k} \frac{\partial \bar{u}_{j}}{\partial z_{k}} \frac{\partial}{\partial \bar{z}_{j}}+\bar{u}_{k} \frac{\partial u_{j}}{\partial \bar{z}_{k}} \frac{\partial}{\partial z_{j}}\right), \tag{B.5}
\end{equation*}
$$

where to get the last term in parentheses from $J$ applied to (B.2), we have interchanged the roles of $j$ and $k$. Hence

$$
\begin{equation*}
W \rho=-2 i \operatorname{Re}\left(\sum_{j, k} \bar{u}_{k} \frac{\partial u_{j}}{\partial \bar{z}_{k}} \frac{\partial \rho}{\partial z_{j}}\right) . \tag{B.6}
\end{equation*}
$$

Now the quantity in parentheses here is precisely the left side of (2.8). Since the right side of (2.8) is clearly real-valued, we have

$$
\begin{equation*}
\frac{1}{2 i}\langle J[Z, \bar{Z}], d \rho\rangle=\sum_{j, k} \mathcal{L}_{j k} u_{j} \bar{u}_{k} \quad \text { on } \partial \Omega \tag{B.7}
\end{equation*}
$$

Let $\alpha=J^{t} d \rho$, so the left side of (B.7) is $1 / 2 i$ times $\alpha([Z, \bar{Z}])$. Since

$$
(d \alpha)(Z, \bar{Z})=Z \cdot \alpha(\bar{Z})-\bar{Z} \cdot \alpha(z)-\alpha([Z, \bar{Z}])
$$

and $\alpha(\bar{Z})=d \rho(J \bar{Z})=-i \bar{Z} \rho=0$, we have $(d \alpha)(Z, \bar{Z})=-\alpha([Z, \bar{Z}])$, so (B.7) implies

$$
\begin{equation*}
\sum_{j, k} \mathcal{L}_{j k} u_{j} \bar{u}_{k}=-\frac{1}{2 i}(d \alpha)(Z, \bar{Z}) \tag{B.8}
\end{equation*}
$$

another useful formula for the Levi form.
It is also useful to write these formulas in terms of

$$
\begin{equation*}
X=\sum_{k}\left(f_{k} \frac{\partial}{\partial x_{k}}+g_{k} \frac{\partial}{\partial y_{k}}\right), \quad u_{k}=f_{k}+i g_{k} \tag{B.9}
\end{equation*}
$$

where $f_{k}=\operatorname{Re} u_{k}, g_{k}=\operatorname{Im} u_{k}$. The hypothesis $Z \rho=0$ is still in effect, so, for $p \in \partial \Omega, X(p) \in \mathfrak{H}_{p}(\partial \Omega) \subset T_{p} \partial \Omega \subset \mathbb{R}^{2 n}$. Note that

$$
\begin{equation*}
2 Z=X-i J X, \quad 2 \bar{Z}=X+i J X \tag{B.10}
\end{equation*}
$$

Thus (B.8) implies

$$
\begin{equation*}
4 \sum_{j, k} \mathcal{L}_{j k} u_{j} \bar{u}_{k}=-(d \alpha)(X, J X) \tag{B.11}
\end{equation*}
$$

Following the trail $(\mathrm{B} .7) \Rightarrow(\mathrm{B} .8)$ backward, we note that $(d \alpha)(X, J X)=X$. $\alpha(J X)-(J X) \cdot \alpha(X)-\alpha([X, J X])$ and $\alpha(X)=0=\alpha(J X)$, so $(d \alpha)(X, J X)=$ $-\alpha([X, J X])$, and hence

$$
\begin{equation*}
4 \sum_{j, k} \mathcal{L}_{j k} u_{j} \bar{u}_{k}=\alpha([X, J X])=\langle J[X, J X], d \rho\rangle \tag{B.12}
\end{equation*}
$$

Note also that, by direct calculation,

$$
\begin{equation*}
4 \sum_{j, k} \mathcal{L}_{j k} u_{j} \bar{u}_{k}=H(X, X)+H(J X, J X) \tag{B.13}
\end{equation*}
$$

where $H$ is the $(2 n) \times(2 n)$ real Hessian matrix of second-order partial derivatives of $\rho$ with respect to $\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right)$.

We can recast the Levi form in the following more invariant way, as done in [HN]. For a local section $X$ of $\mathfrak{H}(\partial \Omega)$, we will define

$$
\begin{equation*}
\mathcal{L}_{p}(X, X) \in \mathfrak{H}_{p}^{0}(\partial \Omega), \tag{B.14}
\end{equation*}
$$

where $\mathfrak{H}_{p}^{0}(\partial \Omega) \subset T_{p}^{*}(\partial \Omega)$ is the annihilator of $\mathfrak{H}_{p}(\partial \Omega) \subset T_{p}(\partial \Omega)$. To do this, we set

$$
\begin{align*}
4 \mathcal{L}(X, X)(\alpha) & =\langle[X, J X], \alpha\rangle  \tag{B.15}\\
& =-(d \alpha)(X, J X)
\end{align*}
$$

When $\alpha=J^{t} d \rho$, this coincides with (B.11)-(B.12). This object is clearly invariant under conjugation by biholomorphic maps (i.e., under biholomorphic changes of coordinates). The property of positivity of $\mathcal{L}$ is invariantly defined, since the real line bundle $\mathfrak{H}_{p}^{0}(\partial \Omega)$ has a natural orientation, defined by declaring that $J^{t} d \rho>0$. Thus we have the following:

Proposition B.1. If $\bar{\Omega}$ is strongly pseudoconvex at $p \in \partial \Omega$ and if $F: \mathcal{O} \rightarrow U$ $\subsetneq \mathbb{C}^{n}$ is a biholomorphic map defined on a neighborhood of $p$, then $F(\mathcal{O} \cap \bar{\Omega})=$ $\widetilde{\Omega}$ is strongly pseudoconvex at $\tilde{p}=F(p)$.

It follows readily from (B.13) that $\bar{\Omega}$ is strongly pseudoconvex at any $p \in \partial \Omega$ at which $\bar{\Omega}$ is strongly convex. By Proposition B. 1 we see then that any (local) biholomorphic image of a strongly convex $\bar{\Omega} \subset \mathbb{C}^{n}$ is (locally) strongly pseudoconvex.

We can also relate the Levi form to the second fundamental form of $\partial \Omega$ as a hypersurface of $\mathbb{R}^{2 n}$, using the following:

Lemma B.2. If II is the second fundamental form of $\partial \Omega \subset \mathbb{R}^{2 n}$, and if $X$ is $a$ section of $\mathfrak{H}(\partial \Omega)$, then

$$
\begin{equation*}
I I(X, X)=-P_{N} J \nabla_{X}(J X)=-J P_{J N} \nabla_{X}(J X) \tag{B.16}
\end{equation*}
$$

Here, $\nabla$ is the Levi-Civita connection on $\partial \Omega, P_{N}$ is the orthogonal projection of $\mathbb{R}^{2 n}$ onto the span of $N=-\nabla \rho$ (the sign chosen so $N$ points inward), and $P_{J N}$ is the orthogonal projection of $\mathbb{R}^{2 n}$ onto the span of $J N$. We denote the span of $J N$ by $\mathfrak{H}^{\perp}(\partial \Omega)$, which is isomorphic to $\mathfrak{H}^{0}(\partial \Omega)$, via the Riemannian metric on $\partial \Omega$.

To prove the lemma, recall from §4 of Appendix C (Connections and Curvature) that if $X$ and $Y$ are tangent to $\partial \Omega$, then $I I(X, Y)=P_{N} D_{X} Y$, where $D_{X}$ denotes the standard flat connection on $\mathbb{R}^{2 n}$. Of course, also $I I(X, Y)=$ $D_{X} Y-\nabla_{X} Y$. Note that $D_{X}(J Y)=J D_{X} Y$, so $I I(J X, X)=I I(X, J X)=$ $P_{N} D_{X}(J X)=P_{N} J\left(D_{X} X\right)$. Hence

$$
\begin{equation*}
I I(J X, X)=P_{N} J I I(X, X)+P_{N} J \nabla_{X} X \tag{B.17}
\end{equation*}
$$

Similarly, $I I(J X, J X)=P_{N} J D_{J X} X=P_{N} J I I(J X, X)+P_{N} J \nabla_{J X} X$, and substituting (B.17) yields

$$
I I(J X, J X)=P_{N} J P_{N} J I I(X, X)+P_{N} J P_{N} J \nabla_{X} X+P_{N} J \nabla_{J X} X
$$

Now, $J P_{N} J=-P_{J N}$, which is orthogonal to $P_{N}$, so $P_{N} J P_{N} J=0$, and we have

$$
\begin{equation*}
I I(J X, J X)=P_{N} J \nabla_{J X} X=J P_{J N} \nabla_{J X} X \tag{B.18}
\end{equation*}
$$

Replacing $X$ by $J X$ hence yields (B.16) and proves the lemma.
We can add (B.16) and (B.18), obtaining

$$
\begin{align*}
& I I(X, X)+I I(J X, J X) \\
& \quad=P_{N} J\left[\nabla_{J X} X-\nabla_{X}(J X)\right]=P_{N} J[J X, X] . \tag{B.19}
\end{align*}
$$

Comparing this with (B.12) and using the notation $I I(X, Y)=\widetilde{I I}(X, Y) N$, as in (4.15) of Appendix C, we see that

$$
\begin{equation*}
4 \sum_{j, k} \mathcal{L}_{j k} u_{j} \bar{u}_{k}=\widetilde{I I}(X, X)+\widetilde{I I}(J X, J X) \tag{B.20}
\end{equation*}
$$

This can also be obtained from (B.13), plus formula (4.25) of Appendix C.
We will consider one more formula for the Levi form, in terms of the geometry of $\mathfrak{H}(\partial \Omega)$ as a subbundle of the trivial bundle $\partial \Omega \times \mathbb{R}^{2 n} \approx \partial \Omega \times \mathbb{C}^{n}$. Associated to this subbundle there is a second fundamental form $I I_{\mathfrak{H}}$, defined as in (4.40) of Appendix C. A formula for $I I_{\mathfrak{H}}$ can be given as follows. Let $\mathfrak{K}(\partial \Omega)$ denote the orthogonal complement of $\mathfrak{H}(\partial \Omega)$; this can be viewed as a real vector bundle of rank 2, generated by $N$ and $J N$, or as a complex line bundle generated by $N$. If $P_{\mathfrak{K}}$ denotes the orthogonal projection of $\mathbb{R}^{2 n}$ onto $\mathfrak{K}$, then we have

$$
\begin{equation*}
I I_{\mathfrak{H}}(X, Y)=P_{\mathfrak{K}} D_{X} Y \tag{B.21}
\end{equation*}
$$

when $X$ and $Y$ are sections of $\mathfrak{H}(\partial \Omega)$.
We want to relate $I I_{\mathfrak{H}}$ to the Levi form. It is convenient to use the previous analysis of $I I$. Since $P_{\mathfrak{K}}=P_{N}+P_{J N}$, we have

$$
I I_{\mathfrak{H}}(X, X)=I I(X, X)+P_{J N} D_{X} X
$$

As noted in the proof of (B.16), $I I(J X, X)=P_{N} J D_{X} X$, which is equal to $J P_{J N} D_{X} X$, so we have

$$
\begin{equation*}
I I_{\mathfrak{H}}(X, X)=I I(X, X)-J I I(J X, X) \tag{B.22}
\end{equation*}
$$

Substituting $J X$ for $X$, we have

$$
\begin{equation*}
I I_{\mathfrak{H}}(J X, J X)=I I(J X, J X)+J I I(J X, X), \tag{B.23}
\end{equation*}
$$

and adding this to (B.22) and using (B.20), we obtain

$$
\begin{equation*}
I I_{\mathfrak{H}}(X, X)+I I_{\mathfrak{H}}(J X, J X)=4\left(\sum_{j, k} \mathcal{L}_{j k} u_{j} \bar{u}_{k}\right) N . \tag{B.24}
\end{equation*}
$$

## C. The Neumann operator for the Dirichlet problem

Let $\bar{M}$ be a compact Riemannian manifold with boundary $\partial M=X$. Then $X$ has an induced Riemannian metric, and $X \hookrightarrow \bar{M}$ has a second fundamental form, with associated Weingarten map

$$
\begin{equation*}
A_{N}: T_{x} X \longrightarrow T_{x} X \tag{C.1}
\end{equation*}
$$

defined as in $\S 4$ of Appendix C, Connections and Curvature. We take $N$ to be the unit normal to $X$, pointing into $M$.

Both $\bar{M}$ and $X$ have Laplace operators, which we denote $\Delta$ and $\Delta_{X}$, respectively. The Neumann operator $\mathcal{N}$ is an operator on $\mathcal{D}^{\prime}(X)$ defined as follows:

$$
\begin{equation*}
\mathcal{N} f=\frac{\partial u}{\partial N}, \quad u=\operatorname{PI} f \tag{C.2}
\end{equation*}
$$

where to say $u=\operatorname{PI} f$ is to say

$$
\begin{equation*}
\Delta u=0 \text { on } M,\left.\quad u\right|_{\partial M}=f . \tag{C.3}
\end{equation*}
$$

As shown in $\S \S 11$ and 12 of Chap. $7, \mathcal{N}$ is a negative-semidefinite, self-adjoint operator, and also an elliptic operator in $O P S^{1}(X)$. It is fairly easy to see that

$$
\begin{equation*}
\mathcal{N}=-\sqrt{-\Delta_{X}} \quad \bmod O P S^{0}(X) \tag{C.4}
\end{equation*}
$$

Our main purpose here is to capture the principal part of the difference.
Proposition C.1. The Neumann operator $\mathcal{N}$ is given by

$$
\begin{equation*}
\mathcal{N}=-\sqrt{-\Delta_{X}}+B \quad \bmod O P S^{-1}(X) \tag{C.5}
\end{equation*}
$$

where $B \in O P S^{0}(X)$ has principal symbol

$$
\begin{equation*}
\sigma_{B}(x, \xi)=\frac{1}{2}\left(\operatorname{Tr} A_{N}-\frac{\left\langle A_{N}^{*} \xi, \xi\right\rangle}{\langle\xi, \xi\rangle}\right) \tag{C.6}
\end{equation*}
$$

Here, $A_{N}^{*}: T_{x}^{*} X \rightarrow T_{x}^{*} X$ is the adjoint of (C.1), and $\langle$,$\rangle is the inner product on$ $T_{x}^{*} X$ arising from the given Riemannian metric.

To prove this, we choose coordinates $x=\left(x_{1}, \ldots, x_{m-1}\right)$ on an open set in $X$ (if $\operatorname{dim} M=m$ ) and then coordinates $(x, y)$ on a neighborhood in $\bar{M}$ such that $y=0$ on $X$ and $|\nabla y|=1$ near $X$ while $y>0$ on $M$ and such that $x$ is constant on each geodesic segment in $\bar{M}$ normal to $X$. Then the metric tensor on $\bar{M}$ has the form

$$
\left(g_{j k}(x, y)\right)=\left(\begin{array}{cc}
h_{j k}(x, y) & 0  \tag{C.7}\\
0 & 1
\end{array}\right)
$$

where, in the first matrix, $1 \leq j, k \leq m$, and in the second, $1 \leq j, k \leq m-1$. Thus the Laplace operator $\Delta$ on $\bar{M}$ is given in local coordinates by

$$
\begin{align*}
\Delta u & =g^{-1 / 2} \partial_{j}\left(g^{1 / 2} g^{j k} \partial_{k} u\right) \\
& =h^{-1 / 2} \partial_{y}\left(h^{1 / 2} \partial_{y} u\right)+h^{-1 / 2} \partial_{j}\left(h^{1 / 2} h^{j k} \partial_{k} u\right)  \tag{C.8}\\
& =\partial_{y}^{2} u+\frac{1}{2} \frac{h_{y}}{h} \partial_{y} u+L\left(y, x, D_{x}\right) u
\end{align*}
$$

where, as usual,

$$
\begin{equation*}
g=\operatorname{det}\left(g_{j k}\right), \quad h=\operatorname{det}\left(h_{j k}\right) \tag{C.9}
\end{equation*}
$$

we set $h_{y}=\partial h / \partial y$, and $L(y)=L\left(y, x, D_{x}\right)$ is a family of Laplace operators on $X$, associated to the family of metrics $\left(h_{j k}(y)\right)$ on $X$, so $L(0)=\Delta_{X}$. In other words,

$$
\begin{equation*}
\Delta u=\partial_{y}^{2} u+a(y) \partial_{y} u+L(y) u, \quad a(y)=\frac{1}{2} \frac{h_{y}}{h} \tag{C.10}
\end{equation*}
$$

We will construct smooth families of operators $A_{j}(y) \in O P S^{1}(X)$ such that

$$
\begin{equation*}
\partial_{y}^{2}+a(y) \partial_{y}+L(y)=\left(\partial_{y}-A_{1}(y)\right)\left(\partial_{y}+A_{2}(y)\right) \tag{C.11}
\end{equation*}
$$

modulo a smoothing operator. The principal parts of $A_{1}(y)$ and $A_{2}(y)$ will be $\sqrt{-L(y)}$. It will follow that

$$
\begin{equation*}
\mathcal{N}=-A_{2}(0) \bmod O P S^{-\infty}(X) \tag{C.12}
\end{equation*}
$$

and we can then read off (C.5)-(C.6).
To construct $A_{j}(y)$, we compute that the right side of (C.11) is equal to

$$
\begin{equation*}
\partial_{y}^{2}-A_{1}(y) \partial_{y}+A_{2}(y) \partial_{y}+A_{2}^{\prime}(y)-A_{1}(y) A_{2}(y) \tag{C.13}
\end{equation*}
$$

so we need

$$
\begin{align*}
A_{2}(y)-A_{1}(y) & =a(y)  \tag{C.14}\\
-A_{1}(y) A_{2}(y)+A_{2}^{\prime}(y) & =L(y)
\end{align*}
$$

Substituting $A_{2}(y)=A_{1}(y)+a(y)$ into the second identity, we get an equation for $A_{1}(y)$ :

$$
\begin{equation*}
A_{1}(y)^{2}+A_{1}(y) a(y)-A_{1}^{\prime}(y)=-L(y)+a^{\prime}(y) \tag{C.15}
\end{equation*}
$$

Now set

$$
\begin{equation*}
A_{1}(y)=\Lambda(y)+B(y), \quad \Lambda(y)=\sqrt{-L(y)} \tag{C.16}
\end{equation*}
$$

We get an equation for $B(y)$ :

$$
\begin{align*}
2 B(y) \Lambda(y)+ & {[\Lambda(y), B(y)]+B(y)^{2}-B^{\prime}(y)+B(y) a(y) }  \tag{C.17}\\
& =\Lambda^{\prime}(y)-\Lambda(y) a(y)+a^{\prime}(y) .
\end{align*}
$$

Granted that $B(y)$ is a smooth family in $O P S^{0}(X)$, the principal part $B_{0}(y)$ must satisfy $2 B_{0}(y) \Lambda(y)=\Lambda^{\prime}(y)-a(y) \Lambda(y)$, or

$$
\begin{equation*}
B_{0}(y)=\frac{1}{2} \Lambda^{\prime}(y) \Lambda(y)^{-1}-\frac{1}{2} a(y) \quad \bmod O P S^{-1}(X) \tag{C.18}
\end{equation*}
$$

We can inductively obtain further terms $B_{j}(y) \in O P S^{-j}(X)$ and establish that, with $B(y) \sim \sum_{j \geq 0} B_{j}(y)$, the operators

$$
A_{1}(y)=\sqrt{-L(y)}+B(y), \quad A_{2}(y)=\sqrt{-L(y)}+B(y)+a(y)
$$

do yield (C.11) modulo a smoothing operator. Details are similar to those arising in the decoupling procedure in $\S 12$ of Chap. 7.

Given this, we have (C.5) with
(C.19) $-B=B_{0}(0)+a(0)=\frac{1}{2} \Lambda^{\prime}(0) \Lambda(0)^{-1}+\frac{1}{2} a(0) \bmod \operatorname{OPS}^{-1}(X)$.

In turn, since $\Lambda(y)=\sqrt{-L(y)}$, we have

$$
\begin{equation*}
\Lambda^{\prime}(0) \Lambda(0)^{-1}=\frac{1}{2} L^{\prime}(0) L(0)^{-1} \quad \bmod O P S^{-1}(X) \tag{C.20}
\end{equation*}
$$

Hence

$$
\begin{equation*}
-B=\frac{1}{4}\left(L^{\prime}(0) L(0)^{-1}+\frac{h_{y}}{h}(0, x)\right) \tag{C.21}
\end{equation*}
$$

To compute the symbol of $B$, note that

$$
\begin{equation*}
\sigma_{L^{\prime}(0)}(x, \xi)=-\sum \partial_{y} h^{j k}(0, x) \xi_{j} \xi_{k} \tag{C.22}
\end{equation*}
$$

while, of course, $\sigma_{L(0)}(x, \xi)=-\sum h^{j k}(0, x) \xi_{j} \xi_{k}=-\langle\xi, \xi\rangle$. Now, (4.68)(4.70) of Appendix C, Connections and Curvature, we have

$$
\begin{equation*}
\sum \partial_{y} h_{j k}(0, x) U_{j} V_{k}=-2\left\langle A_{N} U, V\right\rangle \tag{C.23}
\end{equation*}
$$

so

$$
\begin{equation*}
\sum \partial_{y} h^{j k}(0, x) \xi_{j} \xi_{k}=2\left\langle A_{N}^{*} \xi, \xi\right\rangle \tag{C.24}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\sigma_{L^{\prime}(0) L(0)^{-1}}(x, \xi)=2 \frac{\left\langle A_{N}^{*} \xi, \xi\right\rangle}{\langle\xi, \xi\rangle} \tag{C.25}
\end{equation*}
$$

Next, for $h=\operatorname{Det}\left(h_{j k}\right)=\operatorname{Det} H$, we have $h_{y}=h \operatorname{Tr}\left(H^{-1} H_{y}\right)$. Looking in a normal coordinate system on $X$, centered at $x_{0}$, we have

$$
\begin{equation*}
\frac{h_{y}}{h}\left(0, x_{0}\right)=\sum_{j} \partial_{y} h_{j j}\left(0, x_{0}\right)=-2 \operatorname{Tr} A_{N} \tag{C.26}
\end{equation*}
$$

the last identity by (C.23). Combining (C.25) and (C.26) yields the desired formula (C.6).

The following alternative way of writing (C.6) is useful. We have

$$
\begin{equation*}
\sigma_{B}(x, \xi)=\frac{1}{2} \operatorname{Tr}\left(A_{N}^{*} P_{\xi}^{\perp}\right) \tag{C.27}
\end{equation*}
$$

where, for nonzero $\xi \in T_{x}^{*} X, P_{\xi}^{\perp}$ is the orthogonal projection of $T_{x}^{*} X$ onto the orthogonal complement of the linear span of $\xi$. Another equivalent formula is

$$
\begin{equation*}
\sigma_{B}(x, \xi)=\frac{1}{2} \operatorname{Tr}\left(A_{N} P_{\xi}^{0}\right) \tag{C.28}
\end{equation*}
$$

where $P_{\xi}^{0}$ is the orthogonal projection of $T_{x} X$ onto the subspace annihilated by $\xi$.
To close, we mention the special case where $\bar{M}$ is the closed unit ball in $\mathbb{R}^{m}$, so $\partial M=S^{m-1}$. It follows from (4.5)-(4.6) of Chap. 8 that

$$
\begin{equation*}
\mathcal{N}=-\sqrt{-\Delta_{X}+c_{m}^{2}}+c_{m}, \quad c_{m}=\frac{m-2}{2} \tag{C.29}
\end{equation*}
$$

in this case. Note that, in this case, $A_{N}=I$, so this formula is consistent with (C.5)-(C.6).

We mention that calculations of the symbol of $\mathcal{N}$ in a similar spirit (but for a different purpose) were done in [LU]. Another approach was taken in [CNS].
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## C

## Connections and Curvature

## Introduction

In this appendix we present results in differential geometry that serve as a useful background for material in the main body of the book. Material in $\S 1$ on connections is somewhat parallel to the study of the natural connection on a Riemannian manifold made in $\S 11$ of Chap. 1, but here we also study the curvature of a connection. Material in $\S 2$ on second covariant derivatives is connected with material in Chap. 2 on the Laplace operator. Ideas developed in $\S \delta 3$ and 4 , on the curvature of Riemannian manifolds and submanifolds, make contact with such material as the existence of complex structures on two-dimensional Riemannian manifolds, established in Chap.5, and the uniformization theorem for compact Riemann surfaces and other problems involving nonlinear, elliptic PDE, arising from studies of curvature, treated in Chap. 14. Section 5 on the Gauss-Bonnet theorem is useful both for estimates related to the proof of the uniformization theorem and for applications to the Riemann-Roch theorem in Chap. 10. Furthermore, it serves as a transition to more advanced material presented in $\S \S 6-8$.

In $\S 6$ we discuss how constructions involving vector bundles can be derived from constructions on a principal bundle. In the case of ordinary vector fields, tensor fields, and differential forms, one can largely avoid this, but it is a very convenient tool for understanding spinors. The principal bundle picture is used to construct characteristic classes in $\S 7$. The material in these two sections is needed in Chap. 10, on the index theory for elliptic operators of Dirac type. In $\S 8$ we show how one particular characteristic class, arising from the Pfaffian, figures into the higher-dimensional version of the Gauss-Bonnet formula. The proof given here is geometrical and uses the elements of Morse theory. In Chap. 10 this result is derived as a special case of the Atiyah-Singer index formula.

## 1. Covariant derivatives and curvature on general vector bundles

Let $E \rightarrow M$ be a vector bundle, either real or complex. A covariant derivative, or connection, on $E$ is a map

$$
\begin{equation*}
\nabla_{X}: C^{\infty}(M, E) \longrightarrow C^{\infty}(M, E) \tag{1.1}
\end{equation*}
$$

assigned to each vector field $X$ on $M$, satisfying the following three conditions:

$$
\begin{align*}
& \nabla_{X}(u+v)=\nabla_{X} u+\nabla_{X} v,  \tag{1.2}\\
& \nabla_{(f X+Y)} u=f \nabla_{X} u+\nabla_{Y} u,  \tag{1.3}\\
& \nabla_{X}(f u)=f \nabla_{X} u+(X f) u, \tag{1.4}
\end{align*}
$$

where $u, v$ are sections of $E$, and $f$ is a smooth scalar function. The examples contained in Chaps. 1 and 2 are the Levi-Civita connection on a Riemannian manifold, in which case $E$ is the tangent bundle, and associated connections on tensor bundles, discussed in §2.2.

One general construction of connections is the following. Let $F$ be a vector space, with an inner product; we have the trivial bundle $M \times F$. Let $E$ be a subbundle of this trivial bundle; for each $x \in M$, let $P_{x}$ be the orthogonal projection of $F$ on $E_{x} \subset F$. Any $u \in C^{\infty}(M, E)$ can be regarded as a function from $M$ to $F$, and for a vector field $X$, we can apply $X$ componentwise to any function on $M$ with values in $F$; call this action $u \mapsto D_{X} u$. Then a connection on $M$ is given by

$$
\begin{equation*}
\nabla_{X} u(x)=P_{x} D_{X} u(x) . \tag{1.5}
\end{equation*}
$$

If $M$ is imbedded in a Euclidean space $\mathbb{R}^{N}$, then $T_{x} M$ is naturally identified with a linear subspace of $\mathbb{R}^{N}$ for each $x \in M$. In this case it is easy to verify that the connection defined by (1.5) coincides with the Levi-Civita connection, where $M$ is given the metric induced from its imbedding in $\mathbb{R}^{N}$. Compare with the discussion of submanifolds in $\S 4$ below.

Generally, a connection defines the notion of "parallel transport" along a curve $\gamma$ in $M$. A section $u$ of $E$ over $\gamma$ is obtained from $u\left(\gamma\left(t_{0}\right)\right)$ by parallel transport if it satisfies $\nabla_{T} u=0$ on $\gamma$, where $T=\dot{\gamma}(t)$.

Formulas for covariant derivatives, involving indices, are produced in terms of a choice of "local frame" for $E$, that is, a set $e_{\alpha}, 1 \leq \alpha \leq K$, of sections of $E$ over an open set $U$ which forms a basis of $E_{x}$ for each $x \in U ; K=\operatorname{dim} E_{x}$. Given such a local frame, a smooth section $u$ of $E$ over $U$ is specified by

$$
\begin{equation*}
u=u^{\alpha} e_{\alpha} \quad \text { (summation convention). } \tag{1.6}
\end{equation*}
$$

If $D_{j}=\partial / \partial x_{j}$ in a coordinate system on $U$, we set

$$
\begin{equation*}
\nabla_{D_{j}} u=u_{; j}^{\alpha} e_{\alpha}=\left(\partial_{j} u^{\alpha}+u^{\beta} \Gamma^{\alpha}{ }_{\beta j}\right) e_{\alpha}, \tag{1.7}
\end{equation*}
$$

the connection coefficients $\Gamma^{\alpha}{ }_{\beta j}$ being defined by

$$
\begin{equation*}
\nabla_{D_{j}} e_{\beta}=\Gamma^{\alpha}{ }_{\beta j} e_{\alpha} . \tag{1.8}
\end{equation*}
$$

A vector bundle $E \rightarrow M$ may have an inner product on its fibers. In that case, a connection on $E$ is called a metric connection provided that

$$
\begin{equation*}
X\langle u, v\rangle=\left\langle\nabla_{X} u, v\right\rangle+\left\langle u, \nabla_{X} v\right\rangle, \tag{1.9}
\end{equation*}
$$

for any vector field $X$ and smooth sections $u, v$ of $E$.
The curvature of a connection is defined by

$$
\begin{equation*}
R(X, Y) u=\left[\nabla_{X}, \nabla_{Y}\right] u-\nabla_{[X, Y]} u, \tag{1.10}
\end{equation*}
$$

where $X$ and $Y$ are vector fields and $u$ is a section of $E$. It is easy to verify that (1.10) is linear in $X, Y$, and $u$, over $C^{\infty}(M)$. With respect to local coordinates, giving $D_{j}=\partial / \partial x_{j}$, and a local frame $\left\{e_{\alpha}\right\}$ on $E$, as in (1.6), we define the components $R^{\alpha}{ }_{\beta j k}$ of the curvature by

$$
\begin{equation*}
R\left(D_{j}, D_{k}\right) e_{\beta}=R_{\beta j k}^{\alpha} e_{\alpha}, \tag{1.11}
\end{equation*}
$$

as usual, using the summation convention. Since $D_{j}$ and $D_{k}$ commute, $R\left(D_{j}, D_{k}\right) e_{\beta}=\left[\nabla_{D_{j}}, \nabla_{D_{k}}\right] e_{\beta}$. Applying the formulas (1.7) and (1.8), we can express the components of $R$ in terms of the connection coefficients. The formula is seen to be

$$
\begin{equation*}
R^{\alpha}{ }_{\beta j k}=\partial_{j} \Gamma^{\alpha}{ }_{\beta k}-\partial_{k} \Gamma^{\alpha}{ }_{\beta j}+\Gamma^{\alpha}{ }_{\gamma j} \Gamma^{\gamma}{ }_{\beta k}-\Gamma^{\alpha}{ }_{\gamma k} \Gamma^{\gamma}{ }_{\beta j} . \tag{1.12}
\end{equation*}
$$

The formula (1.12) can be written in a shorter form, as follows. Given a choice of local frame $\left\{e_{\alpha}: 1 \leq \alpha \leq K\right\}$, we can define $K \times K$ matrices $\Gamma_{j}=\left(\Gamma^{\alpha}{ }_{\beta j}\right)$ and also $\Re_{j k}=\left(R^{\alpha}{ }_{\beta j k}\right)$. Then (1.12) is equivalent to

$$
\begin{equation*}
\Re_{j k}=\partial_{j} \Gamma_{k}-\partial_{k} \Gamma_{j}+\left[\Gamma_{j}, \Gamma_{k}\right] . \tag{1.13}
\end{equation*}
$$

Note that $\Re_{j k}$ is antisymmetric in $j$ and $k$. Now we can define a "connection 1 -form" $\Gamma$ and a "curvature 2 -form" $\Omega$ by

$$
\begin{equation*}
\Gamma=\sum_{j} \Gamma_{j} d x_{j}, \quad \Omega=\frac{1}{2} \sum_{j, k} \Re_{j k} d x_{j} \wedge d x_{k} \tag{1.14}
\end{equation*}
$$

Then the formula (1.12) is equivalent to

$$
\begin{equation*}
\Omega=d \Gamma+\Gamma \wedge \Gamma \tag{1.15}
\end{equation*}
$$

The curvature has symmetries, which we record here, for the case of general vector bundles. The Riemann curvature tensor, associated with the Levi-Civita connection, has additional symmetries, which will be described in $\S 3$.

Proposition 1.1. For any connection $\nabla$ on $E \rightarrow M$, we have

$$
\begin{equation*}
R(X, Y) u=-R(Y, X) u . \tag{1.16}
\end{equation*}
$$

If $\nabla$ is a metric connection, then

$$
\begin{equation*}
\langle R(X, Y) u, v\rangle=-\langle u, R(X, Y) v\rangle . \tag{1.17}
\end{equation*}
$$

Proof. Equation (1.16) is obvious from the definition (1.10); this is equivalent to the antisymmetry of $R^{\alpha}{ }_{\beta j k}$ in $j$ and $k$ noted above. If $\nabla$ is a metric connection, we can use (1.9) to deduce

$$
\begin{aligned}
0 & =(X Y-Y X-[X, Y])\langle u, v\rangle \\
& =\langle R(X, Y) u, v\rangle+\langle u, R(X, Y) v\rangle,
\end{aligned}
$$

which gives (1.17).
Next we record the following implication of a connection having zero curvature. A section $u$ of $E$ is said to be "parallel" if $\nabla_{X} u=0$ for all vector fields $X$.

Proposition 1.2. If $E \rightarrow M$ has a connection $\nabla$ whose curvature is zero, then any $p \in M$ has a neighborhood $U$ on which there is a frame $\left\{e_{\alpha}\right\}$ for $E$ consisting of parallel sections: $\nabla_{X} e_{\alpha}=0$ for all $X$.

Proof. If $U$ is a coordinate neighborhood, then $e_{\alpha}$ is parallel provided $\nabla_{j} e_{\alpha}=0$ for $j=1, \ldots, n=\operatorname{dim} M$. The condition that $R=0$ is equivalent to the condition that the operators $\nabla_{D_{j}}$ all commute with each other, for $1 \leq j \leq n$. Consequently, Frobenius's theorem (as expanded in Exercise 5 in $\S 9$ of Chap. 1) allows us to solve the system of equations

$$
\begin{equation*}
\nabla_{D_{j}} e_{\alpha}=0, \quad j=1, \ldots, n, \tag{1.18}
\end{equation*}
$$

on a neighborhood of $p$, with $e_{\alpha}$ prescribed at the point $p$. If we pick $e_{\alpha}(p), 1 \leq$ $\alpha \leq K$, to be a basis of $E_{p}$, then $e_{\alpha}(x), 1 \leq \alpha \leq K$, will be linearly independent in $E_{x}$ for $x$ close to $p$, so the local frame of parallel sections is constructed.

It is useful to note, in general, several formulas that result from choosing a local frame $\left\{e_{\alpha}\right\}$ by parallel translation along rays through a point $p \in M$, the origin in some coordinate system $\left(x_{1}, \ldots, x_{n}\right)$, so

$$
\begin{equation*}
\nabla_{r \partial / \partial r} e_{\alpha}=0, \quad 1 \leq \alpha \leq K \tag{1.19}
\end{equation*}
$$

This means $\sum x_{j} \nabla_{D_{j}} e_{\alpha}=0$. Consequently, the connection coefficients (1.8) satisfy

$$
\begin{equation*}
x_{1} \Gamma^{\alpha}{ }_{\beta 1}+\cdots+x_{n} \Gamma_{\beta n}^{\alpha}=0 . \tag{1.20}
\end{equation*}
$$

Differentiation with respect to $x_{j}$ gives

$$
\begin{equation*}
\Gamma^{\alpha}{ }_{\beta j}=-x_{1} \partial_{j} \Gamma^{\alpha}{ }_{\beta 1}-\cdots-x_{n} \partial_{j} \Gamma^{\alpha}{ }_{\beta n} . \tag{1.21}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\Gamma^{\alpha}{ }_{\beta j}(p)=0 . \tag{1.22}
\end{equation*}
$$

Comparison of (1.21) with

$$
\begin{equation*}
\Gamma^{\alpha}{ }_{\beta j}=x_{1} \partial_{1} \Gamma^{\alpha}{ }_{\beta j}(p)+\cdots+x_{n} \partial_{n} \Gamma^{\alpha}{ }_{\beta j}(p)+O\left(|x|^{2}\right) \tag{1.23}
\end{equation*}
$$

gives

$$
\begin{equation*}
\partial_{k} \Gamma^{\alpha}{ }_{\beta j}=-\partial_{j} \Gamma^{\alpha}{ }_{\beta k}, \text { at } p . \tag{1.24}
\end{equation*}
$$

Consequently, the formula (1.12) for curvature becomes

$$
\begin{equation*}
R_{\beta j k}^{\alpha}=2 \partial_{j} \Gamma_{\beta k}^{\alpha}, \text { at } p, \tag{1.25}
\end{equation*}
$$

with respect to such a local frame. Note that, near $p$,

$$
\begin{equation*}
R^{\alpha}{ }_{\beta j k}=\partial_{j} \Gamma^{\alpha}{ }_{\beta k}-\partial_{k} \Gamma^{\alpha}{ }_{\beta j}+O\left(|x|^{2}\right) . \tag{1.26}
\end{equation*}
$$

Given vector bundles $E_{j} \rightarrow M$ with connections $\nabla^{j}$, there is a natural covariant derivative on the tensor-product bundle $E_{1} \otimes E_{2} \rightarrow M$, defined by the derivation property

$$
\begin{equation*}
\nabla_{X}(u \otimes v)=\left(\nabla_{X}^{1} u\right) \otimes v+u \otimes\left(\nabla_{X}^{2} v\right) \tag{1.27}
\end{equation*}
$$

Also, if $A$ is a section of $\operatorname{Hom}\left(E_{1}, E_{2}\right)$, the formula

$$
\begin{equation*}
\left(\nabla_{X}^{\#} A\right) u=\nabla_{X}^{2}(A u)-A\left(\nabla_{X}^{1} v\right) \tag{1.28}
\end{equation*}
$$

defines a connection on $\operatorname{Hom}\left(E_{1}, E_{2}\right)$.
Regarding the curvature tensor $R$ as a section of $\left(\otimes^{2} T^{*}\right) \otimes \operatorname{End}(E)$ is natural in view of the linearity properties of $R$ given after (1.10). Thus if $E \rightarrow M$ has a connection with curvature $R$, and if $M$ also has a Riemannian metric, yielding a connection on $T^{*} M$, then we can consider $\nabla_{X} R$. The following, known as Bianchi's identity, is an important result involving the covariant derivative of $R$.

Proposition 1.3. For any connection on $E \rightarrow M$, the curvature satisfies

$$
\begin{equation*}
\left(\nabla_{Z} R\right)(X, Y)+\left(\nabla_{X} R\right)(Y, Z)+\left(\nabla_{Y} R\right)(Z, X)=0, \tag{1.29}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
R^{\alpha}{ }_{\beta i j ; k}+R^{\alpha}{ }_{\beta j k ; i}+R_{\beta k i ; j}^{\alpha}=0 . \tag{1.30}
\end{equation*}
$$

Proof. Pick any $p \in M$. Choose normal coordinates centered at $p$, and choose a local frame field for $E$ by radial parallel translation, as above. Then, by (1.22) and (1.26),

$$
\begin{equation*}
R_{\beta i j ; k}^{\alpha}=\partial_{k} \partial_{i} \Gamma^{\alpha}{ }_{\beta j}-\partial_{k} \partial_{j} \Gamma_{\beta i}^{\alpha}, \text { at } p . \tag{1.31}
\end{equation*}
$$

Cyclically permuting $(i, j, k)$ here and summing clearly give 0 , proving the proposition.

Note that we can regard a connection on $E$ as defining an operator

$$
\begin{equation*}
\nabla: C^{\infty}(M, E) \longrightarrow C^{\infty}\left(M, T^{*} \otimes E\right) \tag{1.32}
\end{equation*}
$$

in view of the linear dependence of $\nabla_{X}$ on $X$. If $M$ has a Riemannian metric and $E$ a Hermitian metric, it is natural to study the adjoint operator

$$
\begin{equation*}
\nabla^{*}: C^{\infty}\left(M, T^{*} \otimes E\right) \longrightarrow C^{\infty}(M, E) \tag{1.33}
\end{equation*}
$$

If $u$ and $v$ are sections of $E, \xi$ a section of $T^{*}$, we have

$$
\begin{align*}
\left(v, \nabla^{*}(\xi \otimes u)\right) & =(\nabla v, \xi \otimes u) \\
& =\left(\nabla_{X} v, u\right)  \tag{1.34}\\
& =\left(v, \nabla_{X}^{*} u\right),
\end{align*}
$$

where $X$ is the vector field corresponding to $\xi$ via the Riemannian metric. Using the divergence theorem we can establish:

Proposition 1.4. If $E$ has a metric connection, then

$$
\begin{equation*}
\nabla^{*}(\xi \otimes u)=\nabla_{X}^{*} u=-\nabla_{X} u-(\operatorname{div} X) u . \tag{1.35}
\end{equation*}
$$

Proof. The first identity follows from (1.34) and does not require $E$ to have a metric connection. If $E$ does have a metric connection, integrating

$$
\left\langle\nabla_{X} v, u\right\rangle=-\left\langle v, \nabla_{X} u\right\rangle+X\langle v, u\rangle
$$

and using the identity

$$
\begin{equation*}
\int_{M} X f d V=-\int_{M}(\operatorname{div} X) f d V, \quad f \in C_{0}^{\infty}(M) \tag{1.36}
\end{equation*}
$$

give the second identity in (1.35) and complete the proof.

## Exercises

1. If $\nabla$ and $\widetilde{\nabla}$ are two connections on a vector bundle $E \rightarrow M$, show that

$$
\begin{equation*}
\nabla_{X} u=\widetilde{\nabla}_{X} u+C(X, u) \tag{1.37}
\end{equation*}
$$

where $C$ is a smooth section of $\operatorname{Hom}(T \otimes E, E) \approx T^{*} \otimes \operatorname{End}(E)$. Show that conversely, if $C$ is such a section and $\nabla$ a connection, then (1.37) defines $\widetilde{\nabla}$ as a connection.
2. If $\nabla$ and $\widetilde{\nabla}$ are related as in Exercise 1, show that their curvatures $R$ and $\widetilde{R}$ are related by

$$
\begin{equation*}
(R-\widetilde{R})(X, Y) u=\left[C_{X}, \widetilde{\nabla}_{Y}\right] u-\left[C_{Y}, \widetilde{\nabla}_{X}\right] u-C_{[X, Y]} u+\left[C_{X}, C_{Y}\right] u \tag{1.38}
\end{equation*}
$$

where $C_{X}$ is the section of $\operatorname{End}(E)$ defined by $C_{X} u=C(X, u)$.
In Exercises 3-5, let $P(x), x \in M$, be a smooth family of projections on a vector space $F$, with range $E_{x}$, forming a vector bundle $E \rightarrow M ; E$ gets a natural connection via (1.5).
3. Let $\gamma: I \rightarrow M$ be a smooth curve through $x_{0} \in M$. Show that parallel transport of $u\left(x_{0}\right) \in E_{x_{0}}$ along $I$ is characterized by the following (with $\left.P^{\prime}(t)=d P(\gamma(t)) / d t\right)$ :

$$
\frac{d u}{d t}=P^{\prime}(t) u
$$

4. If each $P(x)$ is an orthogonal projection of the inner-product space $F$ onto $E_{x}$, show that you get a metric connection. (Hint: Show that $d u / d t \perp u(\gamma(t))$ via $P^{\prime} P=(I-$ $P$ ) $P^{\prime}$.)
5. In what sense can $\Gamma=-d P P=-(I-P) d P$ be considered the connection 1-form, as in (1.13)? Show that the curvature form (1.15) is given by

$$
\begin{equation*}
\Omega=P d P \wedge d P P \tag{1.39}
\end{equation*}
$$

For more on this, see (4.50)-(4.53).
6. Show that the formula

$$
\begin{equation*}
d \Omega=\Omega \wedge \Gamma-\Gamma \wedge \Omega \tag{1.40}
\end{equation*}
$$

follows from (1.15). Relate this to the Bianchi identity. Compare with (2.13) in the next section.
7. Let $E \rightarrow M$ be a vector bundle with connection $\nabla$, with two local frame fields $\left\{e_{\alpha}\right\}$ and $\left\{f_{\alpha}\right\}$, defined over $U \subset M$. Suppose

$$
f_{\alpha}(x)=g^{\beta}{ }_{\alpha}(x) e_{\beta}(x), \quad e_{\alpha}(x)=h_{\alpha}^{\beta}(x) f_{\beta}(x)
$$

note that $g^{\beta}{ }_{\gamma}(x) h^{\gamma}{ }_{\alpha}(x)=\delta^{\beta}{ }_{\alpha}$. Let $\Gamma^{\alpha}{ }_{\beta \dot{j}}$ be the connection coefficients for the frame field $\left\{e_{\alpha}\right\}$, as in (1.7) and (1.8), and let $\widetilde{\Gamma}^{\alpha}{ }_{\beta j}$ be the connection coefficients for the frame field $\left\{f_{\alpha}\right\}$. Show that

$$
\begin{equation*}
\widetilde{\Gamma}^{\alpha}{ }_{\beta j}=h^{\alpha}{ }_{\mu} \Gamma^{\mu}{ }_{\gamma j} g^{\gamma}{ }_{\beta}+h^{\alpha}{ }_{\gamma}\left(\partial_{j} g^{\gamma}{ }_{\beta}\right) . \tag{1.41}
\end{equation*}
$$

## 2. Second covariant derivatives and covariant-exterior derivatives

Let $M$ be a Riemannian manifold, with Levi-Civita connection, and let $E \rightarrow M$ be a vector bundle with connection. In $\S 1$ we saw that the covariant derivative acting on sections of $E$ yields an operator

$$
\begin{equation*}
\nabla: C^{\infty}(M, E) \longrightarrow C^{\infty}\left(M, T^{*} \otimes E\right) \tag{2.1}
\end{equation*}
$$

Now on $T^{*} \otimes E$ we have the product connection, defined by (1.27), yielding

$$
\begin{equation*}
\nabla: C^{\infty}\left(T^{*} \otimes E\right) \longrightarrow C^{\infty}\left(M, T^{*} \otimes T^{*} \otimes E\right) \tag{2.2}
\end{equation*}
$$

If we compose (2.1) and (2.2), we get a second-order differential operator called the Hessian:

$$
\begin{equation*}
\nabla^{2}: C^{\infty}(M, E) \longrightarrow C^{\infty}\left(T^{*} \otimes T^{*} \otimes E\right) \tag{2.3}
\end{equation*}
$$

If $u$ is a section of $E$ and $X$ and $Y$ are vector fields, (2.3) defines $\nabla_{X, Y}^{2}$ as a section of $E$; using the derivation properties, we have the formula

$$
\begin{equation*}
\nabla_{X, Y}^{2} u=\nabla_{X} \nabla_{Y} u-\nabla_{\left(\nabla_{X} Y\right)} u . \tag{2.4}
\end{equation*}
$$

Note that the antisymmetric part is given by the curvature of the connection on $E$ :

$$
\begin{equation*}
\nabla_{X, Y}^{2} u-\nabla_{Y, X}^{2} u=R(X, Y) u \tag{2.5}
\end{equation*}
$$

Now the metric tensor on $M$ gives a linear map $T^{*} \otimes T^{*} \rightarrow \mathbb{R}$, hence a linear bundle map $\gamma: T^{*} \otimes T^{*} \otimes E \rightarrow E$. We can consider the composition of this with $\nabla^{2}$ in (2.3):

$$
\begin{equation*}
\gamma \circ \nabla^{2}: C^{\infty}(M, E) \longrightarrow C^{\infty}(M, E) . \tag{2.6}
\end{equation*}
$$

We want to compare $\gamma \circ \nabla^{2}$ and $\nabla^{*} \nabla$, in the case when $E$ has a Hermitian metric and a metric connection.

Proposition 2.1. If $\nabla$ is a metric connection on $E$, then

$$
\begin{equation*}
\nabla^{*} \nabla=-\gamma \circ \nabla^{2} \text { on } C^{\infty}(M, E) . \tag{2.7}
\end{equation*}
$$

Proof. Pick a local orthonormal frame of vector fields $\left\{e_{j}\right\}$, with dual frame $\left\{v_{j}\right\}$. Then, for $u \in C^{\infty}(M, E), \nabla u=\sum v_{j} \otimes \nabla_{e_{j}} u$, so (1.35) implies

$$
\begin{equation*}
\nabla^{*} \nabla u=\sum\left[-\nabla_{e_{j}} \nabla_{e_{j}} u-\left(\operatorname{div} e_{j}\right) u\right] . \tag{2.8}
\end{equation*}
$$

Using (2.4), we have

$$
\begin{equation*}
\nabla^{*} \nabla u=-\sum \nabla_{e_{j}, e_{j}}^{2} u-\sum\left[\nabla_{\nabla_{e_{j}} e_{j}} u+\left(\operatorname{div} e_{j}\right) \nabla_{e_{j}} u\right] . \tag{2.9}
\end{equation*}
$$

The first term on the right is equal to $-\gamma \circ \nabla^{2} u$. Now, given $p \in M$, if we choose the local frame $\left\{e_{j}\right\}$ such that $\nabla_{e_{j}} e_{k}=0$ at $p$, the rest of the right side vanishes at $p$. This establishes the identity (2.7).

We next define a "covariant-exterior derivative" operator

$$
\begin{equation*}
d^{\nabla}: C^{\infty}\left(M, \Lambda^{k} T^{*} \otimes E\right) \longrightarrow C^{\infty}\left(M, \Lambda^{k+1} T^{*} \otimes E\right) \tag{2.10}
\end{equation*}
$$

as follows. For $k=0, d^{\nabla}=\nabla$, given by (2.1), and we require

$$
\begin{equation*}
d^{\nabla}(\beta \wedge u)=(d \beta) \wedge u-\beta \wedge d^{\nabla} u \tag{2.11}
\end{equation*}
$$

whenever $\beta$ is a 1 -form and $u$ is a section of $\Lambda^{k} T^{*} \otimes E$. The operator $d^{\nabla}$ is also called the "gauge exterior derivative." Unlike the case of the ordinary exterior derivative,

$$
d^{\nabla} \circ d^{\nabla}: C^{\infty}\left(M, \Lambda^{k} T^{*} \otimes E\right) \longrightarrow C^{\infty}\left(M, \Lambda^{k+2} T^{*} \otimes E\right)
$$

is not necessarily zero, but rather

$$
\begin{equation*}
d^{\nabla} d^{\nabla} u=\Omega \wedge u \tag{2.12}
\end{equation*}
$$

where $\Omega$ is the curvature, and we use the antisymmetry (1.16) to regard $\Omega$ as a section of $\Lambda^{2} T^{*} \otimes \operatorname{End}(E)$, as in (1.15). The verification of (2.12) is a straightforward calculation; (2.5) is in fact the special case of this, for $k=0$.

The following is an alternative form of Bianchi's identity (1.29):

$$
\begin{equation*}
d^{\nabla} \Omega=0 \tag{2.13}
\end{equation*}
$$

where the left side is a priori a section of $\Lambda^{3} T^{*} \otimes \operatorname{End}(E)$. This can also be deduced from (2.12), the associative law $d^{\nabla}\left(d^{\nabla} d^{\nabla}\right)=\left(d^{\nabla} d^{\nabla}\right) d^{\nabla}$, and the natural derivation property generalizing (2.11):

$$
\begin{equation*}
d^{\nabla}(A \wedge u)=\left(d^{\nabla} A\right) \wedge u+(-1)^{j} A \wedge d^{\nabla} u \tag{2.14}
\end{equation*}
$$

where $u$ is a section of $\Lambda^{k} T^{*} \otimes E$ and $A$ is a section of $\Lambda^{j} T^{*} \otimes \operatorname{End}(E)$.

## Exercises

1. Let $E \rightarrow M$ be a vector bundle with connection $\nabla, u \in C^{\infty}(M, E)$. Fix $p \in M$. Show that if $\nabla u(p)=0$, then $\nabla_{X, Y}^{2} u(p)$ is independent of the choice of connection on $M$.
2. In particular, Exercise 1 applies to the trivial bundle $\mathbb{R} \times M$, with trivial flat connection, for which $\nabla_{X} u=\langle X, d u\rangle=X u$. Thus, if $u \in C^{\infty}(M)$ is real-valued and $d u(p)=0$, then $D^{2} u(p)$ is well defined as a symmetric bilinear form on $T_{p} M$. If, in a coordinate system, $X=\sum X_{j} \partial / \partial x_{j}, Y=\sum Y_{j} \partial / \partial x_{j}$, show that

$$
\begin{equation*}
D_{X, Y}^{2} u(p)=\sum \frac{\partial^{2} u}{\partial x_{j} \partial x_{k}}(p) X_{j} Y_{k} . \tag{2.15}
\end{equation*}
$$

Show that this invariance fails if $d u(p) \neq 0$.
3. If $u$ is a smooth section of $\Lambda^{k} T^{*} \otimes E$, show that

$$
\begin{align*}
d^{\nabla} u\left(X_{0}, \ldots, X_{k}\right)= & \sum_{j}(-1)^{j} \nabla_{X_{j}} u\left(X_{0}, \ldots, \widehat{X}_{j}, \ldots, X_{k}\right) \\
& +\sum_{j<\ell}(-1)^{j+\ell} u\left(\left[X_{j}, X_{\ell}\right], X_{0}, \ldots, \widehat{X}_{j}, \ldots, \widehat{X}_{\ell}, \ldots, X_{k}\right) . \tag{2.16}
\end{align*}
$$

Compare with formula (13.56) of Chap. 1 and Exercises 2 and 3 in $\S 3$ of Chap. 2.
4. Verify the identity (2.12), namely, $d^{\nabla} d^{\nabla} u=\Omega \wedge u$.
5. If $\nabla$ and $\widetilde{\nabla}$ are connections on $E \rightarrow M$, related by $\nabla_{X} u=\widetilde{\nabla}_{X} u+C(X, u)$, $C \in C^{\infty}\left(M, T^{*} \otimes \operatorname{End}(E)\right)$, with curvatures $R$ and $\widetilde{R}$, and curvature forms $\Omega$ and $\widetilde{\Omega}$, show that

$$
\begin{equation*}
\Omega-\widetilde{\Omega}=d^{\nabla} C+C \wedge C . \tag{2.17}
\end{equation*}
$$

Here the wedge product of two sections of $T^{*} \otimes \operatorname{End}(E)$ is a section of the bundle $\Lambda^{2} T^{*} \otimes \operatorname{End}(E)$, produced in a natural fashion, as in (1.15). Show that (2.17) is equivalent to (1.38).

## 3. The curvature tensor of a Riemannian manifold

The Levi-Civita connection, which was introduced in $\S 11$ of Chap. 1, is a metric connection on the tangent bundle $T M$ of a manifold $M$ with a Riemannian metric, uniquely specified among all such connections by the zero-torsion condition

$$
\begin{equation*}
\nabla_{Y} X-\nabla_{X} Y=[Y, X] . \tag{3.1}
\end{equation*}
$$

We recall the defining formula

$$
\begin{align*}
2\left\langle\nabla_{X} Y, Z\right\rangle= & X\langle Y, Z\rangle+Y\langle X, Z\rangle-Z\langle X, Y\rangle \\
& +\langle[X, Y], Z\rangle-\langle[X, Z], Y\rangle-\langle[Y, Z], X\rangle \tag{3.2}
\end{align*}
$$

derived in (11.22) of Chap. 1. Thus, in a local coordinate system with the naturally associated frame field on the tangent bundle, the connection coefficients (1.8) are given by

$$
\begin{equation*}
\Gamma_{j k}^{\ell}=\frac{1}{2} g^{\ell \mu}\left[\frac{\partial g_{j \mu}}{\partial x_{k}}+\frac{\partial g_{k \mu}}{\partial x_{j}}-\frac{\partial g_{j k}}{\partial x_{\mu}}\right] \tag{3.3}
\end{equation*}
$$

The associated curvature tensor is the Riemann curvature tensor:

$$
\begin{equation*}
R(X, Y) Z=\left[\nabla_{X}, \nabla_{Y}\right] Z-\nabla_{[X, Y]} Z \tag{3.4}
\end{equation*}
$$

In a local coordinate system such as that discussed above, the expression for the Riemann curvature is a special case of (1.12), namely,

$$
\begin{equation*}
R_{k \ell m}^{j}=\partial_{\ell} \Gamma_{k m}^{j}-\partial_{m} \Gamma^{j}{ }_{k \ell}+\Gamma_{\nu \ell}^{j} \Gamma_{k m}^{v}-\Gamma^{j}{ }_{v m} \Gamma_{k \ell}^{\nu} . \tag{3.5}
\end{equation*}
$$

Consequently, we have an expression of the form

$$
\begin{equation*}
R_{k \ell m}^{j}=L\left(g_{\alpha \beta}, \partial_{\mu} \partial_{\nu} g_{\gamma \delta}\right)+Q\left(g_{\alpha \beta}, \partial_{\mu} g_{\gamma \delta}\right) \tag{3.6}
\end{equation*}
$$

where $L$ is linear in the second-order derivatives of $g_{\alpha \beta}(x)$ and $Q$ is quadratic in the first-order derivatives of $g_{\alpha \beta}(x)$, each with coefficients depending on $g_{\alpha \beta}(x)$.

Building on Proposition 1.2, we have the following result on metrics whose Riemannian curvature is zero.

Proposition 3.1. If $(M, g)$ is a Riemannian manifold whose curvature tensor vanishes, then the metric $g$ is flat; that is, there is a coordinate system about each $p \in M$ in which $g_{j k}(x)$ is constant.

Proof. It follows from Proposition 1.2 that on a neighborhood $U$ of $p$ there are parallel vector fields $V_{(j)}, j=1, \ldots, n=\operatorname{dim} M$, namely, in a given coordinate system

$$
\begin{equation*}
\nabla_{D_{k}} V_{(j)}=0, \quad 1 \leq j, k \leq n \tag{3.7}
\end{equation*}
$$

such that $V_{(j)}(p)$ form a basis of $T_{p} M$. Let $v_{(j)}$ be the 1-forms associated to $V_{(j)}$ by the metric $g$, so

$$
\begin{equation*}
v_{(j)}(X)=g\left(X, V_{(j)}\right), \tag{3.8}
\end{equation*}
$$

for all vector fields $X$. Hence

$$
\begin{equation*}
\nabla_{D_{k}} v_{(j)}=0, \quad 1 \leq j, k \leq n \tag{3.9}
\end{equation*}
$$

We have $v_{(j)}=\sum_{(j)} v_{(j)}^{k} d x_{k}$, with $v_{(j)}^{k}=v_{(j)}\left(D_{k}\right)=\left\langle D_{k}, v_{(j)}\right\rangle$. The zerotorsion condition (3.1), in concert with (3.8), gives

$$
\begin{equation*}
\partial_{\ell}\left\langle v_{(j)}, D_{k}\right\rangle-\partial_{k}\left\langle v_{(j)}, D_{\ell}\right\rangle=\left\langle v_{(j)}, \nabla_{D_{\ell}} D_{k}\right\rangle-\left\langle v_{(j)}, \nabla_{D_{k}} D_{\ell}\right\rangle=0 \tag{3.10}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
d v_{(j)}=0, \quad j=1, \ldots, n . \tag{3.11}
\end{equation*}
$$

Hence, locally, there exist functions $x_{j}, j=1, \ldots, n$, such that

$$
\begin{equation*}
v_{(j)}=d x_{j} \tag{3.12}
\end{equation*}
$$

The functions $\left(x_{1}, \ldots, x_{n}\right)$ give a coordinate system near $p$. In this coordinate system the inverse of the matrix $\left(g_{j k}(x)\right)$ has entries $g^{j k}(x)=\left\langle d x_{j}, d x_{k}\right\rangle$. Now, by (1.9),

$$
\begin{equation*}
\partial_{\ell} g^{j k}(x)=\left\langle\nabla_{D_{\ell}} d x_{j}, d x_{k}\right\rangle+\left\langle d x_{j}, \nabla_{D_{\ell}} d x_{k}\right\rangle=0, \tag{3.13}
\end{equation*}
$$

so the proof is complete.
We have seen in Proposition 1.1 that $R$ has the following symmetries:

$$
\begin{align*}
R(X, Y) & =-R(Y, X),  \tag{3.14}\\
\langle R(X, Y) Z, W\rangle & =-\langle Z, R(X, Y) W\rangle . \tag{3.15}
\end{align*}
$$

In other words, in terms of

$$
\begin{equation*}
R_{j k \ell m}=\left\langle R\left(D_{\ell}, D_{m}\right) D_{k}, D_{j}\right\rangle, \tag{3.16}
\end{equation*}
$$

we have

$$
\begin{equation*}
R_{j k \ell m}=-R_{j k m \ell} \tag{3.17}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{j k \ell m}=-R_{k j \ell m} \tag{3.18}
\end{equation*}
$$

The Riemann tensor has additional symmetries:
Proposition 3.2. The Riemann tensor satisfies

$$
\begin{equation*}
R(X, Y) Z+R(Y, Z) X+R(Z, X) Y=0 \tag{3.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\langle R(X, Y) Z, W\rangle=\langle R(Z, W) X, Y\rangle \tag{3.20}
\end{equation*}
$$

or, in index notation,

$$
\begin{equation*}
R_{i j k \ell}+R_{i k \ell j}+R_{i \ell j k}=0 \tag{3.21}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{i j k \ell}=R_{k \ell i j} . \tag{3.22}
\end{equation*}
$$

Proof. Plugging in the definition of each of the three terms of (3.19), one gets a sum that is seen to cancel out by virtue of the zero-torsion condition (3.1). This gives (3.19) and hence (3.21). The identity (3.22) is an automatic consequence of (3.17), (3.18), and (3.21), by elementary algebraic manipulations, which we leave as an exercise, to complete the proof. Also, (3.22) follows from (3.50) below.

The identity (3.19) is sometimes called Bianchi's first identity, with (1.29) then called Bianchi's second identity.

There are important contractions of the Riemann tensor. The Ricci tensor is defined by

$$
\begin{equation*}
\operatorname{Ric}_{j k}=R_{j i k}^{i}=g^{\ell m} R_{\ell j m k} \tag{3.23}
\end{equation*}
$$

where the summation convention is understood. By (3.22), this is symmetric in $j, k$. We can also raise indices:

$$
\begin{equation*}
\operatorname{Ric}^{j}{ }_{k}=g^{j \ell} \operatorname{Ric}_{\ell k} ; \quad \operatorname{Ric}^{j k}=g^{k \ell} \operatorname{Ric}^{j}{ }_{\ell .} . \tag{3.24}
\end{equation*}
$$

Contracting again defines the scalar curvature:

$$
\begin{equation*}
S=\operatorname{Ric}^{j}{ }_{j} . \tag{3.25}
\end{equation*}
$$

As we will see below, the special nature of $R_{i j k \ell}$ for $\operatorname{dim} M=2$ implies

$$
\begin{equation*}
\operatorname{Ric}_{j k}=\frac{1}{2} S g_{j k} \text { if } \operatorname{dim} M=2 \tag{3.26}
\end{equation*}
$$

The Bianchi identity (1.29) yields an important identity for the Ricci tensor. Specializing (1.30) to $\alpha=i, \beta=j$ and raising the second index give

$$
\begin{equation*}
R^{i j}{ }_{i j ; k}+R^{i j}{ }_{j k ; i}+R^{i j}{ }_{k i ; j}=0, \tag{3.27}
\end{equation*}
$$

hence, $S_{; k}-\operatorname{Ric}^{i}{ }_{k ; i}-\operatorname{Ric}^{j}{ }_{k ; j}=0$, or

$$
\begin{equation*}
S_{; k}=2 \operatorname{Ric}^{j}{ }_{k ; j} . \tag{3.28}
\end{equation*}
$$

This is called the Ricci identity. An equivalent form is

$$
\begin{equation*}
\operatorname{Ric}^{j k} ; j=\frac{1}{2}\left(S g^{j k}\right)_{; j} \tag{3.29}
\end{equation*}
$$

The identity in this form leads us naturally to a tensor known as the Einstein tensor:

$$
\begin{equation*}
G^{j k}=\operatorname{Ric}^{j k}-\frac{1}{2} S g^{j k} \tag{3.30}
\end{equation*}
$$

The Ricci identity is equivalent to

$$
\begin{equation*}
G^{j k} ; j=0 . \tag{3.31}
\end{equation*}
$$

As shown in Chap. 2, this means the Einstein tensor has zero divergence. This fact plays an important role in Einstein's equation for the gravitational field. Note that by (3.26) the Einstein tensor always vanishes when $\operatorname{dim} M=2$. On the other hand, the identity (3.31) has the following implication when $\operatorname{dim} M>2$.

Proposition 3.3. If $\operatorname{dim} M=n>2$ and the Ricci tensor is a scalar multiple of the metric tensor, the factor necessarily being $1 / n$ times the scalar curvature:

$$
\begin{equation*}
\operatorname{Ric}_{j k}=\frac{1}{n} S g_{j k}, \tag{3.32}
\end{equation*}
$$

then $S$ must be a constant.
Proof. Equation (3.32) is equivalent to

$$
\begin{equation*}
G^{j k}=\left(\frac{1}{n}-\frac{1}{2}\right) S g^{j k} \tag{3.33}
\end{equation*}
$$

By (3.31) and the fact that the covariant derivative of the metric tensor is 0 , we have

$$
0=\left(\frac{1}{n}-\frac{1}{2}\right) S_{; k} g^{j k}
$$

or $S_{; k}=0$, which proves the proposition.
We now make some comments on the curvature of Riemannian manifolds $M$ of dimension 2. By (3.17) and (3.18), in this case each component $R_{j k \ell m}$ of the curvature tensor is either 0 or $\pm$ the quantity

$$
\begin{equation*}
R_{1212}=R_{2121}=g K, \quad g=\operatorname{det}\left(g_{j k}\right) . \tag{3.34}
\end{equation*}
$$

One calls $K$ the Gauss curvature of $M$ when $\operatorname{dim} M=2$.
Suppose we pick normal coordinates centered at $p \in M$, so $g_{j k}(p)=\delta_{j k}$. We see that if $\operatorname{dim} M=2$,

$$
\operatorname{Ric}_{j k}(p)=R_{1 j 1 k}+R_{2 j 2 k} .
$$

Now, the first term on the right is zero unless $j=k=2$, and the second term is zero unless $j=k=1$. Hence, $\operatorname{Ric}_{j k}(p)=K(p) \delta_{j k}$, in normal coordinates, so in arbitrary coordinates

$$
\begin{equation*}
\text { Ric }_{j k}=K g_{j k} ; \text { hence } K=\frac{1}{2} S \text { if } \operatorname{dim} M=2 \tag{3.35}
\end{equation*}
$$

Explicit formulas for $K$ when $M$ is a surface in $\mathbb{R}^{3}$ are given by (4.22) and (4.29), in the next section. (See also Exercises 2 and 5-7 below.) The following is a fundamental calculation of the Gauss curvature of a two-dimensional surface whose metric tensor is expressed in orthogonal coordinates:

$$
\begin{equation*}
d s^{2}=E(x) d x_{1}^{2}+G(x) d x_{2}^{2} \tag{3.36}
\end{equation*}
$$

Proposition 3.4. Suppose $\operatorname{dim} M=2$ and the metric is given in coordinates by (3.36). Then the Gauss curvature $k(x)$ is given by

$$
\begin{equation*}
k(x)=-\frac{1}{2 \sqrt{E G}}\left[\partial_{1}\left(\frac{\partial_{1} G}{\sqrt{E G}}\right)+\partial_{2}\left(\frac{\partial_{2} E}{\sqrt{E G}}\right)\right] \tag{3.37}
\end{equation*}
$$

To establish (3.37), one can first compute that

$$
\begin{gathered}
\Gamma_{1}=\left(\Gamma^{j}{ }_{k 1}\right)=\frac{1}{2}\left(\begin{array}{cc}
E^{-1} \partial_{1} E & E^{-1} \partial_{2} E \\
-G^{-1} \partial_{2} E & G^{-1} \partial_{1} G
\end{array}\right) \\
\Gamma_{2}=\left(\Gamma^{j}{ }_{k 2}\right)=\frac{1}{2}\left(\begin{array}{cc}
E^{-1} \partial_{2} E & -E^{-1} \partial_{1} G \\
G^{-1} \partial_{1} G & G^{-1} \partial_{2} G .
\end{array}\right)
\end{gathered}
$$

Then, computing $\mathfrak{R}_{12}=\left(R^{j}{ }_{k 12}\right)=\partial_{1} \Gamma_{2}-\partial_{2} \Gamma_{1}+\Gamma_{1} \Gamma_{2}-\Gamma_{2} \Gamma_{1}$, we have

$$
\begin{align*}
& R_{212}^{1}=-\frac{1}{2} \partial_{1}\left(\frac{\partial_{1} G}{E}\right)-\frac{1}{2} \partial_{2}\left(\frac{\partial_{2} E}{E}\right)  \tag{3.38}\\
&3.38) \\
&+\frac{1}{4}\left(-\frac{\partial_{1} E}{E} \frac{\partial_{1} G}{E}+\frac{\partial_{2} E}{E} \frac{\partial_{2} G}{G}\right)-\frac{1}{4}\left(\frac{\partial_{2} E}{E} \frac{\partial_{2} E}{E}-\frac{\partial_{1} G}{E} \frac{\partial_{1} G}{G}\right) .
\end{align*}
$$

Now $R_{1212}=E R^{1}{ }_{212}$ in this case, and (3.34) yields

$$
\begin{equation*}
k(x)=\frac{1}{E G} R_{1212}=\frac{1}{G} R_{212}^{1} \tag{3.39}
\end{equation*}
$$

If we divide (3.38) by $G$ and then in the resulting formula for $k(x)$ interchange $E$ and $G$, and $\partial_{1}$ and $\partial_{2}$, and sum the two formulas for $k(x)$, we get

$$
\begin{aligned}
k(x)= & -\frac{1}{4}\left[\frac{1}{G} \partial_{1}\left(\frac{\partial_{1} G}{E}\right)+\frac{1}{E} \partial_{1}\left(\frac{\partial_{1} G}{G}\right)\right] \\
& -\frac{1}{4}\left[\frac{1}{E} \partial_{2}\left(\frac{\partial_{2} E}{G}\right)+\frac{1}{G} \partial_{2}\left(\frac{\partial_{2} E}{E}\right)\right],
\end{aligned}
$$

which is easily transformed into (3.37).

If $E=G=e^{2 v}$, we obtain a formula for the Gauss curvature of a surface whose metric is a conformal multiple of the flat metric:

Corollary 3.5. Suppose $\operatorname{dim} M=2$ and the metric is given in coordinates by

$$
\begin{equation*}
g_{j k}(x)=e^{2 v} \delta_{j k}, \tag{3.40}
\end{equation*}
$$

for a smooth $v$. Then the Gauss curvature $k(x)$ is given by

$$
\begin{equation*}
k(x)=-\left(\Delta_{0} v\right) e^{-2 v} \tag{3.41}
\end{equation*}
$$

where $\Delta_{0}$ is the flat Laplacian in these coordinates:

$$
\begin{equation*}
\Delta_{0} v=\frac{\partial^{2} v}{\partial x_{1}^{2}}+\frac{\partial^{2} v}{\partial x_{2}^{2}} \tag{3.42}
\end{equation*}
$$

For an alternative formulation of (3.41), note that the Laplace operator for the metric $g_{j k}$ is given by

$$
\Delta f=g^{-1 / 2} \partial_{j}\left(g^{j k} g^{1 / 2} \partial_{k} f\right)
$$

and in the case (3.40), $g^{j k}=e^{-2 v} \delta^{j k}$ and $g^{1 / 2}=e^{2 v}$, so we have

$$
\begin{equation*}
\Delta f=e^{-2 v} \Delta_{0} f \tag{3.43}
\end{equation*}
$$

and hence (3.41) is equivalent to

$$
\begin{equation*}
k(x)=-\Delta v . \tag{3.44}
\end{equation*}
$$

The comparison of the Gauss curvature of two surfaces that are conformally equivalent is a source of a number of interesting results. The following generalization of Corollary 3.5 is useful.

Proposition 3.6. Let $M$ be a two-dimensional manifold with metric $g$, whose Gauss curvature is $k(x)$. Suppose there is a conformally related metric

$$
\begin{equation*}
g^{\prime}=e^{2 u} g \tag{3.45}
\end{equation*}
$$

Then the Gauss curvature $K(x)$ of $g^{\prime}$ is given by

$$
\begin{equation*}
K(x)=(-\Delta u+k(x)) e^{-2 u} \tag{3.46}
\end{equation*}
$$

where $\Delta$ is the Laplace operator for the metric $g$.
Proof. We will use Corollary 3.5 as a tool in this proof. It is shown in Chap. 5, $\S 11$, that $(M, g)$ is locally conformally flat, so we can assume without loss of generality that (3.40) holds; hence $k(x)$ is given by (3.41). Then

$$
\begin{equation*}
\left(g^{\prime}\right)_{j k}=e^{2 w} \delta_{j k}, \quad w=u+v, \tag{3.47}
\end{equation*}
$$

and (3.41) gives

$$
\begin{equation*}
K(x)=-\left(\Delta_{0} w\right) e^{-2 w}=\left[-\left(\Delta_{0} u\right) e^{-2 v}-\left(\Delta_{0} v\right) e^{-2 v}\right] e^{-2 u} \tag{3.48}
\end{equation*}
$$

By (3.43) we have $\left(\Delta_{0} u\right) e^{-2 v}=\Delta u$, and applying (3.41) for $k(x)$ gives (3.46).
We end this section with a study of $\partial_{j} \partial_{k} g_{\ell m}\left(p_{0}\right)$ when one uses a geodesic normal coordinate system centered at $p_{0}$. We know from $\S 11$ of Chap. 1 that in such a coordinate system, $\Gamma^{\ell}{ }_{j k}\left(p_{0}\right)=0$ and hence $\partial_{j} g_{k \ell}\left(p_{0}\right)=0$. Thus, in such a coordinate system, we have

$$
\begin{equation*}
R_{k \ell m}^{j}\left(p_{0}\right)=\partial_{\ell} \Gamma^{j}{ }_{k m}\left(p_{0}\right)-\partial_{m} \Gamma^{j}{ }_{k \ell}\left(p_{0}\right), \tag{3.49}
\end{equation*}
$$

and hence (3.3) yields

$$
\begin{equation*}
R_{j k \ell m}\left(p_{0}\right)=\frac{1}{2}\left(\partial_{j} \partial_{m} g_{k \ell}+\partial_{k} \partial_{\ell} g_{j m}-\partial_{j} \partial_{\ell} g_{k m}-\partial_{k} \partial_{m} g_{j \ell}\right) \tag{3.50}
\end{equation*}
$$

In light of the complexity of this formula, the following may be somewhat surprising. Namely, as Riemann showed, one has

$$
\begin{equation*}
\partial_{j} \partial_{k} g_{\ell m}\left(p_{0}\right)=-\frac{1}{3} R_{\ell j m k}-\frac{1}{3} R_{\ell k m j} \tag{3.51}
\end{equation*}
$$

This is related to the existence of nonobvious symmetries at the center of a geodesic normal coordinate system, such as $\partial_{j} \partial_{k} g_{\ell m}\left(p_{0}\right)=\partial_{\ell} \partial_{m} g_{j k}\left(p_{0}\right)$. To prove (3.51), by polarization it suffices to establish

$$
\begin{equation*}
\partial_{j}^{2} g_{\ell \ell}\left(p_{0}\right)=-\frac{2}{3} R_{\ell j \ell j}, \quad \forall j, \ell . \tag{3.52}
\end{equation*}
$$

Proving this is a two-dimensional problem, since (by (3.50)) both sides of the asserted identity in (3.52) are unchanged if $M$ is replaced by the image under $\operatorname{Exp}_{p}$ of the two-dimensional linear span of $D_{j}$ and $D_{\ell}$. All one needs to show is that if $\operatorname{dim} M=2$,

$$
\begin{equation*}
\partial_{1}^{2} g_{22}\left(p_{0}\right)=-\frac{2}{3} K\left(p_{0}\right) \text { and } \partial_{1}^{2} g_{11}\left(p_{0}\right)=0 \tag{3.53}
\end{equation*}
$$

where $K\left(p_{0}\right)$ is the Gauss curvature of $M$ at $p_{0}$. Of these, the second part is trivial, since $g_{11}(x)=1$ on the horizontal line through $p_{0}$. To establish the first part of (3.53), it is convenient to use geodesic polar coordinates, $(r, \theta)$, in which

$$
\begin{equation*}
d s^{2}=d r^{2}+G(r, \theta) d \theta^{2} \tag{3.54}
\end{equation*}
$$

It is not hard to show that $G(r, \theta)=r^{2} H(r, \theta)$, with $H(r, \theta)=1+O\left(r^{2}\right)$. For the metric (3.54), the formula (3.37) implies that the Gauss curvature is

$$
\begin{equation*}
K=-\frac{1}{2 G} \partial_{r}^{2} G+\frac{1}{4 G^{2}}\left(\partial_{r} G\right)^{2}=-\frac{H_{r}}{r H}-\frac{H_{r r}}{2 H}+\frac{H_{r}^{2}}{4 H^{2}}, \tag{3.55}
\end{equation*}
$$

so at the center

$$
\begin{equation*}
K\left(p_{0}\right)=-H_{r r}-\frac{1}{2} H_{r r}=-\frac{3}{2} H_{r r} \tag{3.56}
\end{equation*}
$$

On the other hand, in normal coordinates $\left(x_{1}, x_{2}\right)$, along the $x_{1}$-axis, we have $g_{22}(s, 0)=G(s, 0) / s^{2}=H(s, 0)$, so the rest of the identity (3.53) is established.

## Exercises

Exercises 1-3 concern the problem of producing two-dimensional surfaces with constant Gauss curvature.

1. For a two-dimensional Riemannian manifold $M$, take geodesic polar coordinates, so the metric is

$$
d s^{2}=d r^{2}+G(r, \theta) d \theta^{2}
$$

Use the formula (3.55) for the Gauss curvature, to deduce that

$$
K=-\frac{\partial_{r}^{2} \sqrt{G}}{\sqrt{G}}
$$

Hence, if $K=-1$, then

$$
\partial_{r}^{2} \sqrt{G}=\sqrt{G} .
$$

Show that

$$
\sqrt{G}(0, \theta)=0, \quad \partial_{r} \sqrt{G}(0, \theta)=1,
$$

and deduce that $\sqrt{G}(r, \theta)=\varphi(r)$ is the unique solution to

$$
\varphi^{\prime \prime}(r)-\varphi(r)=0, \quad \varphi(0)=0, \varphi^{\prime}(0)=1 .
$$

Deduce that

$$
G(r, \theta)=\sinh ^{2} r
$$

Use this computation to deduce that any two surfaces with Gauss curvature -1 are locally isometric.
2. Suppose $M$ is a surface of revolution in $\mathbb{R}^{3}$, of the form

$$
x^{2}+y^{2}=g(z)^{2}
$$

If it is parameterized by $x=g(u) \cos v, y=g(u) \sin v, z=u$, then

$$
d s^{2}=\left(1+g^{\prime}(u)^{2}\right) d u^{2}+g(u)^{2} d v^{2}
$$

Deduce from (3.37) that

$$
K=-\frac{g^{\prime \prime}(u)}{g(u)\left(1+g^{\prime}(u)^{2}\right)^{2}} .
$$

Hence, if $K=-1$,

$$
g^{\prime \prime}(u)=g(u)\left(1+g^{\prime}(u)^{2}\right)^{2} .
$$

Note that a sphere of radius $R$ is given by such a formula with $g(u)=\sqrt{R^{2}-u^{2}}$. Compute $K$ in this case.

2A. Suppose instead that $M$ is a surface of revolution, described in the form

$$
z=f\left(\sqrt{x^{2}+y^{2}}\right) .
$$

If it is parameterized by $x=u \cos v, y=u \sin v, z=f(u)$, then

$$
d s^{2}=\left(1+f^{\prime}(u)^{2}\right) d u^{2}+u^{2} d v^{2}
$$

Show that

$$
K=-\frac{1}{u \sqrt{1+f^{\prime}(u)^{2}}} \frac{d}{d u}\left(\frac{1}{\sqrt{1+f^{\prime}(u)^{2}}}\right)=-\frac{\varphi^{\prime}(u)}{2 u}, \quad \varphi(u)=\frac{1}{1+f^{\prime}(u)^{2}} .
$$

Thus deduce that

$$
K=-1 \Rightarrow \varphi(u)=u^{2}+c \Rightarrow f(u)=\int \sqrt{\frac{1}{u^{2}+c}-1} d u
$$

We note that this is an elliptic integral, for most values of $c$. Show that, for $c=0$, you get

$$
f(u)=\sqrt{1-u^{2}}-\frac{1}{2} \log \left(1+\sqrt{1-u^{2}}\right)+\frac{1}{2} \log \left(1-\sqrt{1-u^{2}}\right) .
$$

3. Suppose $M$ is a region in $\mathbb{R}^{2}$ whose metric tensor is a conformal multiple of the standard flat metric

$$
g_{j k}=E(x) \delta_{j k}=e^{2 v} \delta_{j k} .
$$

Suppose $E=E(r), v=v(r)$. Deduce from (3.37) and (3.41) that

$$
K=-\frac{1}{2 E^{2}}\left(E^{\prime \prime}(r)+\frac{1}{r} E^{\prime}(r)\right)+\frac{1}{2 E^{3}} E^{\prime}(r)^{2}=-\left(v^{\prime \prime}(r)+\frac{1}{r} v^{\prime}(r)\right) e^{-2 v}
$$

Hence, if $K=-1$,

$$
v^{\prime \prime}(r)+\frac{1}{r} v^{\prime}(r)=e^{2 v} .
$$

Compute $K$ when

$$
g_{j k}=\frac{4}{\left(1-r^{2}\right)^{2}} \delta_{j k}
$$

4. Show that whenever $g_{j k}(x)$ satisfies $g_{j k}\left(p_{0}\right)=\delta_{j k}, \partial_{\ell} g_{j k}\left(p_{0}\right)=0$, at some point $p_{0}$, then (3.50) holds at $p_{0}$. If $\operatorname{dim} M=2$, deduce that

$$
\begin{equation*}
K\left(p_{0}\right)=-\frac{1}{2}\left(\partial_{1}^{2} g_{22}+\partial_{2}^{2} g_{11}-2 \partial_{1} \partial_{2} g_{12}\right) . \tag{3.57}
\end{equation*}
$$

5. Suppose $M \subset \mathbb{R}^{3}$ is the graph of

$$
x_{3}=f\left(x_{1}, x_{2}\right),
$$

so, using the natural ( $x_{1}, x_{2}$ )-coordinates on $M$,

$$
d s^{2}=\left(1+f_{1}^{2}\right) d x_{1}^{2}+2 f_{1} f_{2} d x_{1} d x_{2}+\left(1+f_{2}^{2}\right) d x_{2}^{2}
$$

where $f_{j}=\partial_{j} f$. Show that if $\nabla f(0)=0$, then Exercise 4 applies, so

$$
\begin{equation*}
\nabla f(0)=0 \Longrightarrow K(0)=f_{11} f_{22}-f_{12}^{2} \tag{3.58}
\end{equation*}
$$

Compare the derivation of (4.22) in the next section.
6. If $M \subset \mathbb{R}^{3}$ is the surface of Exercise 5 , then the Gauss map $N: M \rightarrow S^{2}$ is given by

$$
N(x, f(x))=\frac{\left(-f_{1},-f_{2}, 1\right)}{\sqrt{1+f_{1}^{2}+f_{2}^{2}}}
$$

Show that if $\nabla f(0)=0$, then, at $p_{0}=(0, f(0)), D N\left(p_{0}\right): \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ is given by

$$
D N\left(p_{0}\right)=-\left(\begin{array}{cc}
\partial_{1}^{2} f(0) & \partial_{1} \partial_{2} f(0)  \tag{3.59}\\
\partial_{2} \partial_{1} f(0) & \partial_{2}^{2} f(0)
\end{array}\right)
$$

Here, $T_{p_{0}} M$ and $T_{(0,0,1)} S^{2}$ are both identified with the $\left(x_{1}, x_{2}\right)$-plane. Deduce from Exercise 5 that

$$
K\left(p_{0}\right)=\operatorname{det} D N\left(p_{0}\right)
$$

7. Deduce from Exercise 6 that whenever $M$ is a smooth surface in $\mathbb{R}^{3}$, with Gauss map $N: M \rightarrow S^{2}$, then, with $D N(x): T_{x} M \rightarrow T_{N(x)} S^{2}$,

$$
\begin{equation*}
K(x)=\operatorname{det} D N(x), \quad \forall x \in M \tag{3.60}
\end{equation*}
$$

(Hint: Given $x \in M$, rotate coordinates so that $T_{x} M$ is parallel to the ( $x_{1}, x_{2}$ )-plane.) This result is Gauss' Theorema Egregium for surfaces in $\mathbb{R}^{3}$. See Theorem 4.4 for a more general formulation; see also (4.35), and Exercises 5, 8, 9, and 14 of $\S 4$.
8. Recall from $\S 11$ of Chap. 1 that if $\gamma_{s}(t)$ is a family of curves $\gamma_{s}:[a, b] \rightarrow M$ satisfying $\gamma_{s}(a)=p, \gamma_{s}(b)=q$, and if $E(s)=\int_{a}^{b}\langle T, T\rangle d t, \quad T=\gamma_{s}^{\prime}(t)$, then, with $V=\left.(\partial / \partial s) \gamma_{s}(t)\right|_{s=0}, E^{\prime}(s)=-2 \int_{a}^{b}\left\langle V, \nabla_{T} T\right\rangle d t$, leading to the stationary condition for $E$ that $\nabla_{T} T=0$, which is the geodesic equation. Now suppose $\gamma_{r, s}(t)$ is a two-parameter family of curves, $\gamma_{r, s}(a)=p, \gamma_{r, s}(b)=q$. Let $V=\left.(\partial / \partial s) \gamma_{r, s}(t)\right|_{0,0}, W=\left.(\partial / \partial r) \gamma_{r, s}(t)\right|_{0,0}$. Show that

$$
\begin{equation*}
\frac{\partial^{2}}{\partial s \partial r} E(0,0)=2 \int_{a}^{b}\left[\langle R(W, T) V, T\rangle+\left\langle\nabla_{T} V, \nabla_{T} W\right\rangle-\left\langle\nabla_{W} V, \nabla_{T} T\right\rangle\right] d t \tag{3.61}
\end{equation*}
$$

Note that the last term in the integral vanishes if $\gamma_{0,0}$ is a geodesic.
9. If $Z$ is a Killing field, generating an isometry on $M$ (as in Chap. 2, §3), show that

$$
Z_{j ; k ; \ell}=R_{\ell k j}^{m} Z_{m}
$$

(Hint: From Killing's equation $Z_{j ; k}+Z_{k ; j}=0$, derive $Z_{j ; k ; \ell}=-Z_{k ; \ell ; j}-$ $R_{k \ell j}^{m} Z_{m}$. Iterate this process two more times, going through the cyclic permutations of $(j, k, \ell)$. Use Bianchi's first identity.) Note that the identity desired is equivalent to

$$
\nabla_{(X, Y)}^{2} Z=R(Y, Z) X \quad \text { if } Z \text { is a Killing field. }
$$

10. Derive the following equation of Jacobi for a variation of geodesics. If $\gamma_{s}(t)$ is a oneparameter family of geodesics, $X=\gamma_{s}^{\prime}(t)$, and $W=(\partial / \partial s) \gamma_{s}$, then

$$
\nabla_{X} \nabla_{X} W=R(X, W) X
$$

(Hint: Start with $0=\nabla_{W} \nabla_{X} X$, and use $[X, W]=0$.)
11. Raising the second index of $R^{j}{ }_{k \ell m}$, you obtain $R^{j k}{ }_{\ell m}$, the coordinate expression for $\mathcal{R}$, which can be regarded as a section of $\operatorname{End}\left(\Lambda^{2} T\right)$. Suppose $M=X \times Y$ with a product Riemannian metric and associated curvatures $\mathcal{R}, \mathcal{R}_{X}, \mathcal{R}_{Y}$. Using the splitting

$$
\Lambda^{2}(V \oplus W)=\Lambda^{2} V \oplus\left(\Lambda^{1} V \otimes \Lambda^{1} W\right) \oplus \Lambda^{2} W
$$

write $\mathcal{R}$ as a $3 \times 3$ block matrix. Show that

$$
\mathcal{R}=\left(\begin{array}{ccc}
\mathcal{R}_{X} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & \mathcal{R}_{Y}
\end{array}\right)
$$

In Exercises 12-14, let $X, Y, Z$, and so forth, belong to the space $\mathfrak{g}$ of left-invariant vector fields on a Lie group $G$, assumed to have a bi-invariant Riemannian metric. (Compact Lie groups have these.)
12. Show that any (constant-speed) geodesic $\gamma$ on $G$ with $\gamma(0)=e$, the identity element, is a subgroup of $G$, that is, $\gamma(s+t)=\gamma(s) \gamma(t)$. Deduce that $\nabla_{X} X=0$ for $X \in \mathfrak{g}$.
(Hint: Given $p=\gamma\left(t_{0}\right)$, consider the "reflection" $R_{p}(g)=p g^{-1} p$, an isometry on $G$ that fixes $p$ and leaves $\gamma$ invariant, though reversing its direction. From this, one can deduce that $p^{2}=\gamma\left(2 t_{0}\right)$.)
13. Show that $\nabla_{X} Y=(1 / 2)[X, Y]$ for $X, Y \in \mathfrak{g}$. (Hint: $0=\nabla_{X} X=\nabla_{Y} Y=\nabla_{(X+Y)}$ $(X+Y)$.)
This identity is called the Maurer-Cartan structure equation.
14. Show that

$$
R(X, Y) Z=-\frac{1}{4}[[X, Y], Z], \quad\langle R(X, Y) Z, W\rangle=-\frac{1}{4}\langle[X, Y],[Z, W]\rangle .
$$

15. If $E \rightarrow M$ is a vector bundle with connection $\widetilde{\nabla}$, and $\nabla=\widetilde{\nabla}+C$, as in Exercises 1 and 2 of $\S 1$, and $M$ has Levi-Civita connection $D$, so that $\operatorname{Hom}(T \otimes E, E)$ acquires a connection from $D$ and $\widetilde{\nabla}$, which we'll also denote as $\widetilde{\nabla}$, show that (1.38) is equivalent to

$$
\begin{equation*}
(R-\widetilde{R})(X, Y) u=\left(\widetilde{\nabla}_{X} C\right)(Y, u)-\left(\widetilde{\nabla}_{Y} C\right)(X, u)+\left[C_{X}, C_{Y}\right] u \tag{3.62}
\end{equation*}
$$

This is a general form of the "Palatini identity."
16. If $g$ is a metric tensor and $h$ a symmetric, second-order tensor field, consider the family of metric tensors $g_{\tau}=g+\tau h$, for $\tau$ close to zero, yielding the Levi-Civita connections

$$
\nabla^{\tau}=\nabla+C(\tau)
$$

where $\nabla=\nabla^{0}$. If $C^{\prime}=C^{\prime}(0)$, show that

$$
\begin{equation*}
\left\langle C^{\prime}(X, Y), Z\right\rangle=\frac{1}{2}\left(\nabla_{X} h\right)(Y, Z)+\frac{1}{2}\left(\nabla_{Y} h\right)(X, Z)-\frac{1}{2}\left(\nabla_{Z} h\right)(X, Y) . \tag{3.63}
\end{equation*}
$$

(Hint: Use (3.2).)
17. Let $R(\tau)$ be the Riemann curvature tensor of $g_{\tau}$, and set $R^{\prime}=R^{\prime}(0)$. Show that (3.62) yields

$$
\begin{equation*}
R^{\prime}(X, Y) Z=\left(\nabla_{X} C^{\prime}\right)(Y, Z)-\left(\nabla_{Y} C^{\prime}\right)(X, Z) \tag{3.64}
\end{equation*}
$$

Using (3.63), show that

$$
\begin{align*}
{ }_{5)}^{2}\left\langle R^{\prime}(X, Y) Z, W\right\rangle= & \left(\nabla_{Y, W}^{2} h\right)(X, Z)+\left(\nabla_{X, Z}^{2} h\right)(Y, W)-\left(\nabla_{X, W}^{2} h\right)(Y, Z)  \tag{3.65}\\
& -\left(\nabla_{Y, Z}^{2} h\right)(X, W)+h(R(X, Y) Z, W)+h(R(X, Y) W, Z) .
\end{align*}
$$

(Hint: Use the derivation property of the covariant derivative to obtain a formula for $\nabla_{X} C^{\prime}$ from (3.63).)
18. Show that

$$
\begin{align*}
6\langle R(X, Y) Z, W\rangle= & \tilde{K}(X+W, Y+Z)-\tilde{K}(Y+W, X+Z) \\
& -\tilde{K}(X, Y+Z)-\tilde{K}(Y, X+W)-\tilde{K}(Z, X+W) \\
& -\tilde{K}(W, Y+Z)+\tilde{K}(X, Y+W)+\tilde{K}(Y, Z+W)  \tag{3.66}\\
& +\tilde{K}(Z, Y+W)+\tilde{K}(W, X+Z)+\tilde{K}(X, Z) \\
& +\tilde{K}(Y, W)-\tilde{K}(X, Y)-\tilde{K}(Y, Z),
\end{align*}
$$

where

$$
\begin{equation*}
\tilde{K}(X, Y)=\langle R(X, Y) Y, X\rangle . \tag{3.67}
\end{equation*}
$$

See (4.34) for an interpretation of the right side of (3.67).
19. Using (3.51), show that, in exponential coordinates centered at $p$, the function $g=\operatorname{det}\left(g_{j k}\right)$ satisfies, for $|x|$ small,

$$
\begin{equation*}
g(x)=1-\frac{1}{3} \sum_{\ell, m} \operatorname{Ric}_{\ell m}(p) x_{\ell} x_{m}+O\left(|x|^{3}\right) \tag{3.68}
\end{equation*}
$$

Deduce that if $A_{n-1}=$ area of $S^{n-1} \subset \mathbb{R}^{n}$ and $V_{n}=$ volume of unit ball in $\mathbb{R}^{n}$, then, for $r$ small,

$$
\begin{equation*}
V\left(B_{r}(p)\right)=\left(V_{n}-\frac{A_{n-1}}{6 n(n+2)} S(p) r^{2}+O\left(r^{3}\right)\right) r^{n} . \tag{3.69}
\end{equation*}
$$

## 4. Geometry of submanifolds and subbundles

Let $M$ be a Riemannian manifold, of dimension $n$, and let $S$ be a submanifold, of dimension $k$, with the induced metric tensor. $M$ has a Levi-Civita connection $\nabla$ and Riemann tensor $R$. Denote by $\nabla^{0}$ and $R_{S}$ the connection and curvature of $S$, respectively. We aim to relate these objects. The second fundamental form is defined by

$$
\begin{equation*}
I I(X, Y)=\nabla_{X} Y-\nabla_{X}^{0} Y \tag{4.1}
\end{equation*}
$$

for $X$ and $Y$ tangent to $S$. Note that $I I$ is linear in $X$ and in $Y$ over $C^{\infty}(S)$. Also, by the zero-torsion condition,

$$
\begin{equation*}
I I(X, Y)=I I(Y, X) \tag{4.2}
\end{equation*}
$$

Proposition 4.1. $I I(X, Y)$ is normal to $S$ at each point.
Proof. If $X, Y$ and $Z$ are tangent to $S$, we have

$$
\left\langle\nabla_{X} Y, Z\right\rangle-\left\langle\nabla_{X}^{0} Y, Z\right\rangle=-\left\langle Y, \nabla_{X} Z\right\rangle+X\langle Y, Z\rangle+\left\langle Y, \nabla_{X}^{0} Z\right\rangle-X\langle Y, Z\rangle
$$

and making the obvious cancelation, we obtain

$$
\begin{equation*}
\langle I I(X, Y), Z\rangle=-\langle Y, I I(X, Z)\rangle \tag{4.3}
\end{equation*}
$$

Using (4.2), we have

$$
\begin{equation*}
\langle I I(X, Y), Z\rangle=-\langle Y, I I(Z, X)\rangle \tag{4.4}
\end{equation*}
$$

that is, the trilinear form given by the left side changes sign under a cyclic permutation of its arguments. Since three such permutations produce the original form, the left side of (4.4) must equal its own negative, hence be 0 . This proves the proposition.

Denote by $v(S)$ the bundle of normal vectors to $S$, called the normal bundle of $S$. It follows that $I I$ is a section of $\operatorname{Hom}(T S \otimes T S, v(S))$.

Corollary 4.2. For $X$ and $Y$ tangent to $S, \nabla_{X}^{0} Y$ is the tangential projection on $T S$ of $\nabla_{X} Y$.

Let $\xi$ be normal to $S$. We have a linear map, called the Weingarten map,

$$
\begin{equation*}
A_{\xi}: T_{p} S \longrightarrow T_{p} S \tag{4.5}
\end{equation*}
$$

uniquely defined by

$$
\begin{equation*}
\left\langle A_{\xi} X, Y\right\rangle=\langle\xi, I I(X, Y)\rangle . \tag{4.6}
\end{equation*}
$$

We also define the section $A$ of $\operatorname{Hom}(v(S) \otimes T S, T S)$ by

$$
\begin{equation*}
A(\xi, X)=A_{\xi} X \tag{4.7}
\end{equation*}
$$

We define a connection on $v(S)$ as follows; if $\xi$ is a section of $v(S)$, set

$$
\nabla_{X}^{1} \xi=P^{\perp} \nabla_{X} \xi,
$$

where $P^{\perp}(x)$ is the orthogonal projection of $T_{x} M$ onto $v_{x}(S)$. The following identity is called the Weingarten formula.

Proposition 4.3. If $\xi$ is a section of $v(S)$,

$$
\begin{equation*}
\nabla_{X}^{1} \xi=\nabla_{X} \xi+A_{\xi} X \tag{4.8}
\end{equation*}
$$

Proof. It suffices to show that $\nabla_{X} \xi+A_{\xi} X$ is normal to $S$. In fact, if $Y$ is tangent to $S$,

$$
\begin{aligned}
\left\langle\nabla_{X} \xi, Y\right\rangle+\left\langle A_{\xi} X, Y\right\rangle & =X\langle\xi, Y\rangle-\left\langle\xi, \nabla_{X} Y\right\rangle+\langle\xi, I I(X, Y)\rangle \\
& =0-\left\langle\xi, \nabla_{X}^{0} Y\right\rangle-\langle\xi, I I(X, Y)\rangle+\langle\xi, I I(X, Y)\rangle \\
& =0,
\end{aligned}
$$

which proves the proposition.
An equivalent statement is that, for $X$ tangent to $S, \xi$ normal to $S$,

$$
\begin{equation*}
\nabla_{X} \xi=\nabla_{X}^{1} \xi-A_{\xi} X \tag{4.9}
\end{equation*}
$$

is an orthogonal decomposition, into components normal and tangent to $S$, respectively. Sometimes this is taken as the definition of $A_{\xi}$ or, equivalently, by (4.6), of the second fundamental form.

In the special case that $S$ is a hypersurface of $M$ (i.e., $\operatorname{dim} M=\operatorname{dim} S+1$ ), if $\xi=N$ is a smooth unit normal field to $S$, we see that, for $X$ tangent to $S$,

$$
\left\langle\nabla_{X} N, N\right\rangle=\frac{1}{2} X\langle N, N\rangle=0
$$

so $\nabla_{X}^{1} N=0$ in this case, and (4.9) takes the form

$$
\begin{equation*}
\nabla_{X} N=-A_{N} X \tag{4.10}
\end{equation*}
$$

the classical form of the Weingarten formula.
We now compare the tensors $R$ and $R_{S}$. Let $X, Y$ and $Z$ be tangent to $S$. Then

$$
\begin{align*}
\nabla_{X} \nabla_{Y} Z & =\nabla_{X}\left(\nabla_{Y}^{0} Z+I I(Y, Z)\right) \\
& =\nabla_{X}^{0} \nabla_{Y}^{0} Z+I I\left(X, \nabla_{Y}^{0} Z\right)-A_{I I(Y, Z)} X+\nabla_{X}^{1} I I(Y, Z) \tag{4.11}
\end{align*}
$$

Reversing $X$ and $Y$, we have

$$
\nabla_{Y} \nabla_{X} Z=\nabla_{Y}^{0} \nabla_{X}^{0} Z+I I\left(Y, \nabla_{X}^{0} Z\right)-A_{I I(X, Z)} Y+\nabla_{Y}^{1} I I(X, Z)
$$

Also,

$$
\begin{equation*}
\nabla_{[X, Y]} Z=\nabla_{[X, Y]}^{0} Z+I I([X, Y], Z) . \tag{4.12}
\end{equation*}
$$

From (4.11) and (4.12) we obtain the important identity

$$
\begin{align*}
\left(R-R_{S}\right)(X, Y) Z= & \left\{I I\left(X, \nabla_{Y}^{0} Z\right)-I I\left(Y, \nabla_{X}^{0} Z\right)-I I([X, Y], Z)\right. \\
& \left.+\nabla_{X}^{1} I I(Y, Z)-\nabla_{Y}^{1} I I(X, Z)\right\}  \tag{4.13}\\
& -\left\{A_{I I(Y, Z)} X-A_{I I(X, Z)} Y\right\} .
\end{align*}
$$

Here, the quantity in the first set of braces $\{\quad\}$ is normal to $S$, and the quantity in the second pair of braces is tangent to $S$. The identity (4.13) is called the GaussCodazzi equation. A restatement of the identity for the tangential components is the following, known as Gauss' Theorema Egregium.

Theorem 4.4. For $X, Y, Z$ and $W$ tangent to $S$,

$$
\begin{align*}
\left\langle\left(R-R_{S}\right)(X, Y) Z, W\right\rangle= & \langle I I(Y, W), I I(X, Z)\rangle \\
& -\langle I I(X, W), I I(Y, Z)\rangle . \tag{4.14}
\end{align*}
$$

The normal component of the identity (4.13) is specifically Codazzi's equation. It takes a shorter form in case $S$ has codimension 1 in $M$. In that case, choose a unit normal field $N$, and let

$$
\begin{equation*}
I I(X, Y)=\widetilde{I I}(X, Y) N \tag{4.15}
\end{equation*}
$$

$\widetilde{I I}$ is a tensor field of type $(0,2)$ on $S$. Then Codazzi's equation is equivalent to

$$
\begin{equation*}
\langle R(X, Y) Z, N\rangle=\left(\nabla_{X}^{0} \widetilde{I I}\right)(Y, Z)-\left(\nabla_{Y}^{0} \widetilde{I I}\right)(X, Z), \tag{4.16}
\end{equation*}
$$

for $X, Y, Z$ tangent to $S$, since of course $R_{S}(X, Y) Z$ is tangent to $S$.
In the classical case, where $S$ is a hypersurface in flat Euclidean space, $R=0$, and Codazzi's equation becomes

$$
\begin{equation*}
\left(\nabla_{Y}^{0} \widetilde{I I}\right)(X, Z)-\left(\nabla_{X}^{0} \widetilde{I I}\right)(Y, Z)=0 \tag{4.17}
\end{equation*}
$$

that is, $\nabla^{0} \widetilde{I I}$ is a symmetric tensor field of type $(0,3)$. In this case, from the identity $\widetilde{I I}_{j k ; \ell}=\widetilde{I I}_{\ell k ; j}$, we deduce $A_{j}{ }^{k}{ }_{; k}=A_{k}{ }^{k}{ }_{; j}=(\operatorname{Tr} A)_{; j}$, where $A=$ $A_{N}$ is the Weingarten map. Equivalently,

$$
\begin{equation*}
\operatorname{div} A=d(\operatorname{Tr} A) \tag{4.18}
\end{equation*}
$$

An application of the Codazzi equation to minimal surfaces can be found in the exercises after $\S 6$ of Chap. 14.

It is useful to note the following characterization of the second fundamental form for a hypersurface $M$ in $\mathbb{R}^{n}$. Translating and rotating coordinates, we can move a specific point $p \in M$ to the origin in $\mathbb{R}^{n}$ and suppose $M$ is given locally by

$$
x_{n}=f\left(x^{\prime}\right), \quad \nabla f(0)=0
$$

where $x^{\prime}=\left(x_{1}, \ldots, x_{n-1}\right)$. We can then identify the tangent space of $M$ at $p$ with $\mathbb{R}^{n-1}$.

Proposition 4.5. The second fundamental form of $M$ at $p$ is given by the Hessian of $f$ :

$$
\begin{equation*}
\widetilde{I I}(X, Y)=\sum_{j, k=1}^{n-1} \frac{\partial^{2} f}{\partial x_{j} \partial x_{k}}(0) X_{j} Y_{k} \tag{4.19}
\end{equation*}
$$

Proof. From (4.9) we have, for any $\xi$ normal to $M$,

$$
\begin{equation*}
\langle I I(X, Y), \xi\rangle=-\left\langle\nabla_{X} \xi, Y\right\rangle \tag{4.20}
\end{equation*}
$$

where $\nabla$ is the flat connection on $\mathbb{R}^{n}$. Taking

$$
\begin{equation*}
\xi=\left(-\partial_{1} f, \ldots,-\partial_{n-1} f, 1\right) \tag{4.21}
\end{equation*}
$$

gives the desired formula.
If $S$ is a surface in $\mathbb{R}^{3}$, given locally by $x_{3}=f\left(x_{1}, x_{2}\right)$ with $\nabla f(0)=0$, then the Gauss curvature of $S$ at the origin is seen by (4.14) and (4.19) to equal

$$
\begin{equation*}
\operatorname{det}\left(\frac{\partial^{2} f(0)}{\partial x_{j} \partial x_{k}}\right) . \tag{4.22}
\end{equation*}
$$

Consider the example of the unit sphere in $\mathbb{R}^{3}$, centered at $(0,0,1)$. Then the "south pole" lies at the origin, near which $S^{2}$ is given by

$$
\begin{equation*}
x_{3}=1-\left(1-x_{1}^{2}-x_{2}^{2}\right)^{1 / 2} . \tag{4.23}
\end{equation*}
$$

In this case (4.22) implies that the Gauss curvature $K$ is equal to 1 at the south pole. Of course, by symmetry it follows that $K=1$ everywhere on the unit sphere $S^{2}$.

Besides providing a good conception of the second fundamental form of a hypersurface in $\mathbb{R}^{n}$, Proposition 4.5 leads to useful formulas for computation, one of which we will give in (4.29). First, we give a more invariant reformulation of Proposition 4.5. Suppose the hypersurface $M$ in $\mathbb{R}^{n}$ is given by

$$
\begin{equation*}
u(x)=c, \tag{4.24}
\end{equation*}
$$

with $\nabla u \neq 0$ on $M$. Then we can use the computation (4.20) with $\xi=\operatorname{grad} u$ to obtain

$$
\begin{equation*}
\langle I I(X, Y), \operatorname{grad} u\rangle=-\left(D^{2} u\right)(X, Y), \tag{4.25}
\end{equation*}
$$

where $D^{2} u$ is the Hessian of $u$; we can think of $\left(D^{2} u\right)(X, Y)$ as $Y \cdot\left(D^{2} u\right) X$, where $D^{2} u$ is the $n \times n$ matrix of second-order partial derivatives of $u$. In other words,

$$
\begin{equation*}
\widetilde{I I}(X, Y)=-|\operatorname{grad} u|^{-1}\left(D^{2} u\right)(X, Y) \tag{4.26}
\end{equation*}
$$

for $X, Y$ tangent to $M$.

In particular, if $M$ is a two-dimensional surface in $\mathbb{R}^{3}$ given by (4.24), then the Gauss curvature at $p \in M$ is given by

$$
\begin{equation*}
K(p)=\left.|\operatorname{grad} u|^{-2} \operatorname{det}\left(D^{2} u\right)\right|_{T_{p} M}, \tag{4.27}
\end{equation*}
$$

where $\left.D^{2} u\right|_{T_{p} M}$ denotes the restriction of the quadratic form $D^{2} u$ to the tangent space $T_{p} M$, producing a linear transformation on $T_{p} M$ via the metric on $T_{p} M$. With this calculation we can derive the following formula, extending (4.22).

Proposition 4.6. If $M \subset \mathbb{R}^{3}$ is given by

$$
\begin{equation*}
x_{3}=f\left(x_{1}, x_{2}\right), \tag{4.28}
\end{equation*}
$$

then, at $p=\left(x^{\prime}, f\left(x^{\prime}\right)\right) \in M$, the Gauss curvature is given by

$$
\begin{equation*}
K(p)=\left(1+\left|\nabla f\left(x^{\prime}\right)\right|^{2}\right)^{-2} \operatorname{det}\left(\frac{\partial^{2} f}{\partial x_{j} \partial x_{k}}\right) . \tag{4.29}
\end{equation*}
$$

Proof. We can apply (4.27) with $u(x)=f\left(x_{1}, x_{2}\right)-x_{3}$. Note that $|\nabla u|^{2}=$ $1+\left|\nabla f\left(x^{\prime}\right)\right|^{2}$ and

$$
D^{2} u=\left(\begin{array}{cc}
D^{2} f & 0  \tag{4.30}\\
0 & 0
\end{array}\right)
$$

Noting that a basis of $T_{p} M$ is given by $\left(1,0, \partial_{1} f\right)=v_{1},\left(0,1, \partial_{2} f\right)=v_{2}$, we readily obtain

$$
\begin{equation*}
\left.\operatorname{det} D^{2} u\right|_{T_{p} M}=\frac{\operatorname{det}\left(v_{j} \cdot\left(D^{2} u\right) v_{k}\right)}{\operatorname{det}\left(v_{j} \cdot v_{k}\right)}=\left(1+\left|\nabla f\left(x^{\prime}\right)\right|^{2}\right)^{-1} \operatorname{det} D^{2} f, \tag{4.31}
\end{equation*}
$$

which yields (4.29).
If you apply Proposition 4.6 to the case (4.23) of a hemisphere of unit radius, the calculation that $K=1$ everywhere is easily verified. The formula (4.29) gives rise to interesting problems in nonlinear PDE, some of which are studied in Chap. 14.

We now define the sectional curvature of a Riemannian manifold $M$. Given $p \in M$, let $\Pi$ be a 2-plane in $T_{p} M, \Sigma=\operatorname{Exp}_{p}(\Pi)$. The sectional curvature of $M$ at $p$ is

$$
\begin{equation*}
K_{p}(\Pi)=\text { Gauss curvature of } \Sigma \text { at } p . \tag{4.32}
\end{equation*}
$$

If $U$ and $V$ form an orthonormal basis of $T_{p} \Sigma=\Pi$, then by the definition of Gauss curvature,

$$
\begin{equation*}
K_{p}(\Pi)=\left\langle R_{\Sigma}(U, V) V, U\right\rangle . \tag{4.33}
\end{equation*}
$$

We have the following more direct formula for the sectional curvature.
Proposition 4.7. With $U$ and $V$ as above, $R$ the Riemann tensor of $M$,

$$
\begin{equation*}
K_{p}(\Pi)=\langle R(U, V) V, U\rangle \tag{4.34}
\end{equation*}
$$

Proof. It suffices to show that the second fundamental form of $\Sigma$ vanishes at $p$. Since $I I(X, Y)$ is symmetric, it suffices to show that $I I(X, X)=0$ for each $X \in T_{p} M$. So pick a geodesic $\gamma$ in $M$ such that $\gamma(0)=p, \gamma^{\prime}(0)=X$. Then $\gamma \subset \Sigma$, and $\gamma$ must also be a geodesic in $S$, so

$$
\nabla_{T} T=\nabla_{T}^{0} T, \quad T=\gamma^{\prime}(t)
$$

which implies $I I(X, X)=0$. This proves (4.34).
Note that if $S \subset M$ has codimension $1, p \in S$, and $\Pi \subset T_{p} S$, then, by (4.14),

$$
K_{p}^{S}(\Pi)-K_{p}^{M}(\Pi)=\operatorname{det}\left(\begin{array}{ll}
\widetilde{I I}(U, U) & \widetilde{I I}(U, V)  \tag{4.35}\\
\widetilde{I I}(V, U) & \widetilde{I I}(V, V)
\end{array}\right)
$$

Note how this is a direct generalization of (3.60).
The results above comparing connections and curvatures of a Riemannian manifold and a submanifold are special cases of more general results on subbundles, which arise in a number of interesting situations. Let $E$ be a vector bundle over a manifold $M$, with an inner product and a metric connection $\nabla$. Let $E_{0} \rightarrow M$ be a subbundle. For each $x \in M$, let $P_{x}$ be the orthogonal projection of $E_{x}$ onto $E_{0 x}$. Set

$$
\begin{equation*}
\nabla_{X}^{0} u(x)=P_{x} \nabla_{X} u(x), \tag{4.36}
\end{equation*}
$$

when $u$ is a section of $E_{0}$. Note that, for scalar $f$,

$$
\begin{aligned}
\nabla_{X}^{0} f u(x) & =P_{x}\left(f \nabla_{X} u(x)+(X f) u\right) \\
& =f P_{x} \nabla_{X} u(x)+(X f) u(x),
\end{aligned}
$$

provided $u$ is a section of $E_{0}$, so $P_{x} u(x)=u(x)$. This shows that (4.36) defines a connection on $E_{0}$. Since $\left\langle\nabla_{X}^{0} u, v\right\rangle=\left\langle\nabla_{X} u, v\right\rangle$ for sections $u, v$ of $E_{0}$, it is clear that $\nabla^{0}$ is also a metric connection. Similarly, if $E_{1}$ is the orthogonal bundle, a subbundle of $E$, a metric connection on $E_{1}$ is given by

$$
\begin{equation*}
\nabla_{X}^{1} v(x)=\left(I-P_{x}\right) \nabla_{X} v(x) \tag{4.37}
\end{equation*}
$$

for a section $v$ of $E_{1}$.
It is useful to treat $\nabla^{0}$ and $\nabla^{1}$ on an equal footing, so we define a new connection $\widetilde{\nabla}$ on $E$, also a metric connection, by

$$
\begin{equation*}
\widetilde{\nabla}=\nabla^{0} \oplus \nabla^{1} \tag{4.38}
\end{equation*}
$$

Then there is the relation

$$
\begin{equation*}
\nabla_{X}=\widetilde{\nabla}_{X}+C_{X} \tag{4.39}
\end{equation*}
$$

where

$$
C_{X}=\left(\begin{array}{cc}
0 & I I_{X}^{1}  \tag{4.40}\\
I I_{X}^{0} & 0
\end{array}\right)
$$

Here, $I I_{X}^{0}: E_{0} \rightarrow E_{1}$ is the second fundamental form of $E_{0} \subset E$, and $I I_{X}^{1}$ : $E_{1} \rightarrow E_{0}$ is the second fundamental form of $E_{1} \subset E$. We also set $I I^{j}(X, u)=$ $I I_{X}^{j} u$. In this context, the Weingarten formula has the form

$$
\begin{equation*}
C_{X}^{t}=-C_{X}, \text { i.e., } I I_{X}^{1}=-\left(I I_{X}^{0}\right)^{t} \tag{4.41}
\end{equation*}
$$

Indeed, for any two connections related by (4.39), with $C \in \operatorname{Hom}(T M \otimes E, E)$, if $\nabla$ and $\widetilde{\nabla}$ are both metric connections, the first part of (4.41) holds.

We remark that when $\gamma$ is a curve in a Riemannian manifold $M$, and for $p \in \gamma, E_{p}=T_{p} M, E_{0 p}=T_{p} \gamma, E_{1 p}=v(\gamma)$, the normal space, and if $\nabla$ is the Levi-Civita connection on $M$, then $\widetilde{\nabla}$ is sometimes called the Fermi-Walker connection on $\gamma$. One also (especially) considers a timelike curve in a Lorentz manifold.

Let us also remark that if we start with metric connections $\nabla^{j}$ on $E_{j}$, then form $\widetilde{\nabla}$ on $E$ by (4.38), and then define $\nabla$ on $E$ by (4.39), provided that (4.40) holds, it follows that $\nabla$ is also a metric connection on $E$, and the connections $\nabla^{j}$ are recovered by (4.36) and (4.37).

In general, for any two connections $\nabla$ and $\widetilde{\nabla}$, related by (4.39) for some $\operatorname{End}(E)$ valued 1-form $C$, we have the following relation between their curvature tensors $R$ and $\widetilde{R}$, already anticipated in Exercise 2 of $\S 1$ :

$$
\begin{equation*}
(R-\widetilde{R})(X, Y) u=\left\{\left[C_{X}, \widetilde{\nabla}_{Y}\right]-\left[C_{Y}, \widetilde{\nabla}_{X}\right]-C_{[X, Y]}\right\} u+\left[C_{X}, C_{Y}\right] u \tag{4.42}
\end{equation*}
$$

In case $\widetilde{\nabla}=\nabla^{0} \oplus \nabla^{1}$ on $E=E_{0} \oplus E_{1}$, and $\nabla$ has the form (4.39), where $C_{X}$ exchanges $E_{0}$ and $E_{1}$, it follows that the operator in brackets \{ \} on the right side of (4.42) exchanges sections of $E_{0}$ and $E_{1}$, while the last operator [ $C_{X}, C_{Y}$ ] leaves invariant the sections of $E_{0}$ and $E_{1}$. In such a case these two components express respectively the Codazzi identity and Gauss’ Theorema Egregium.

We will expand these formulas, writing $R(X, Y) \in \operatorname{End}\left(E_{0} \oplus E_{1}\right)$ in the block matrix form

$$
R=\left(\begin{array}{ll}
R_{00} & R_{01}  \tag{4.43}\\
R_{10} & R_{11}
\end{array}\right)
$$

Then Gauss' equations become

$$
\begin{align*}
& \left(R_{00}-R_{0}\right)(X, Y) u=I I_{X}^{1} I I_{Y}^{0} u-I I_{Y}^{1} I I_{X}^{0} u, \\
& \left(R_{11}-R_{1}\right)(X, Y) u=I I_{X}^{0} I I_{Y}^{1} u-I I_{Y}^{0} I I_{X}^{1} u, \tag{4.44}
\end{align*}
$$

for a section $u$ of $E_{0}$ or $E_{1}$, respectively. Equivalently, if $v$ is also a section of $E_{0}$ or $E_{1}$, respectively,

$$
\begin{align*}
& \left\langle\left(R_{00}-R_{0}\right)(X, Y) u, v\right\rangle=\left\langle I I_{X}^{0} u, I I_{Y}^{0} v\right\rangle-\left\langle I I_{Y}^{0} u, I I_{X}^{0} v\right\rangle,  \tag{4.45}\\
& \left\langle\left(R_{11}-R_{1}\right)(X, Y) u, v\right\rangle=\left\langle I I_{X}^{1} u, I I_{Y}^{1} v\right\rangle-\left\langle I I_{Y}^{1} u, I I_{X}^{1} v\right\rangle .
\end{align*}
$$

The second part of (4.45) is also called the Ricci equation.
Codazzi's equations become

$$
\begin{align*}
& R_{10}(X, Y) u=I I_{X}^{0} \nabla_{Y}^{0} u-I I_{Y}^{0} \nabla_{X}^{0} u-I I_{[X, Y]}^{0} u+\nabla_{X}^{1} I I_{Y}^{0} u-\nabla_{Y}^{1} I I_{X}^{0} u,  \tag{4.46}\\
& R_{01}(X, Y) u=I I_{X}^{1} \nabla_{Y}^{1} u-I I_{Y}^{1} \nabla_{X}^{1} u-I I_{[X, Y]}^{1} u+\nabla_{X}^{0} I I_{Y}^{1} u-\nabla_{Y}^{0} I I_{X}^{1} u,
\end{align*}
$$

for sections $u$ of $E_{0}$ and $E_{1}$, respectively. If we take the inner product of the first equation in (4.46) with a section $v$ of $E_{1}$, we get

$$
\begin{align*}
& \left\langle R_{10}(X, Y) u, v\right\rangle \\
& =-\left\langle\nabla_{Y}^{0} u, I I_{X}^{1} v\right\rangle+\left\langle\nabla_{X}^{0} u, I I_{Y}^{1} v\right\rangle-\left\langle I I_{[X, Y]}^{0} u, v\right\rangle  \tag{4.47}\\
& \quad+\left\langle I I_{X}^{0} u, \nabla_{Y}^{1} v\right\rangle-\left\langle I I_{Y}^{0} u, \nabla_{X}^{1} v\right\rangle+X\left\langle I I_{Y}^{0} u, v\right\rangle-Y\left\langle I I_{X}^{0} u, v\right\rangle,
\end{align*}
$$

using the metric property of $\nabla^{0}$ and $\nabla^{1}$, and the antisymmetry of (4.40). If we perform a similar calculation for the second part of (4.46), in light of the fact that $R_{10}(X, Y)^{t}=-R_{01}(X, Y)$, we see that these two parts are equivalent, so we need retain only one of them. Furthermore, we can rewrite the first equation in (4.46) as follows. Form a connection on $\operatorname{Hom}\left(T M \otimes E_{0}, E_{1}\right)$ via the connections $\nabla^{j}$ on $E_{j}$ and a Levi-Civita connection $\nabla^{M}$ on $T M$, via the natural derivation property, that is,

$$
\begin{equation*}
\left(\widetilde{\nabla}_{X} I I^{0}\right)(Y, u)=\nabla_{X}^{1} I I_{Y}^{0} u-I I_{Y}^{0} \nabla_{X}^{0} u-I I^{0}\left(\nabla_{X}^{M} Y, u\right) . \tag{4.48}
\end{equation*}
$$

Then (4.46) is equivalent to

$$
\begin{equation*}
R_{10}(X, Y) u=\left(\widetilde{\nabla}_{X} I I^{0}\right)(Y, u)-\left(\widetilde{\nabla}_{Y} I I^{0}\right)(X, u) \tag{4.49}
\end{equation*}
$$

One case of interest is when $E_{1}$ is the trivial bundle $E_{1}=M \times \mathbb{R}$, with onedimensional fiber. For example, $E_{1}$ could be the normal bundle of a codimensionone surface in $\mathbb{R}^{n}$. In this case, it is clear that both sides of the last half of (4.45) are tautologically zero, so Ricci's equation has no content in this case.

As a parenthetical comment, suppose $E$ is a trivial bundle $E=M \times \mathbb{R}^{n}$, with complementary subbundles $E_{j}$, having metric connections constructed as in (4.36) and (4.37), from the trivial connection $D$ on $E$, defined by componentwise differentiation, so

$$
\begin{equation*}
\nabla_{X}^{0} u=P D_{X} u, \quad \nabla_{X}^{1} u=(I-P) D_{X} u \tag{4.50}
\end{equation*}
$$

for sections of $E_{0}$ and $E_{1}$, respectively. There is the following alternative approach to curvature formulas. For $\widetilde{\nabla}=\nabla^{0} \oplus \nabla^{1}$, we have

$$
\begin{equation*}
\widetilde{\nabla}_{X} u=D_{X} u+\left(D_{X} P\right)(I-2 P) u \tag{4.51}
\end{equation*}
$$

Note that with respect to a choice of basis of $\mathbb{R}^{n}$ as a global frame field on $M \times \mathbb{R}^{n}$, we have the connection 1-form (1.13) given by

$$
\begin{equation*}
\Gamma=d P(I-2 P) \tag{4.52}
\end{equation*}
$$

Since $d P=d P P+P d P$, we have $d P P=(I-P) d P$. Thus, writing the connection 1-form as $\Gamma=P d P(I-P)-(I-P) d P P$ casts $\Gamma=-C$ in the form (4.40). We obtain directly from the formula $\Omega=d \Gamma+\Gamma \wedge \Gamma$, derived in (4.15), that the curvature of $\widetilde{\nabla}$ is given by

$$
\begin{equation*}
\Omega=d P \wedge d P=P d P \wedge d P P+(I-P) d P \wedge d P(I-P) \tag{4.53}
\end{equation*}
$$

the last identity showing the respective curvatures of $E_{0}$ and $E_{1}$. Compare with Exercise 5 of §1.

Our next goal is to invert the process above. That is, rather than starting with a flat bundle $E=M \times \mathbb{R}^{n}$ and obtaining connections on subbundles and second fundamental forms, we want to start with bundles $E_{j} \rightarrow M, j=1$, 2, with metric connections $\nabla^{j}$, and proposed second fundamental forms $I I^{j}$, sections of $\operatorname{Hom}\left(T M \otimes E_{j}, E_{j^{\prime}}\right)$, and then obtain a flat connection $\nabla$ on $E$ via (4.38)-(4.40). Of course, we assume $I I^{0}$ and $I I^{1}$ are related by (4.41), so (4.39) makes $\nabla$ a metric connection. Thus, according to equations (4.45) and (4.49), the connection $\nabla$ is flat if and only if, for all sections $u, v$ of $E_{0}$,

$$
\begin{gather*}
\left(\widetilde{\nabla}_{X} I I^{0}\right)(Y, u)-\left(\widetilde{\nabla}_{Y} I I^{0}\right)(X, u)=0  \tag{4.54}\\
\left\langle R_{0}(X, Y) u, v\right\rangle=\left\langle I I_{Y}^{0} u, I I_{X}^{0} v\right\rangle-\left\langle I I_{X}^{0} u, I I_{Y}^{0} v\right\rangle
\end{gather*}
$$

and, for all sections $u, v$ of $E_{1}$,

$$
\begin{equation*}
\left\langle R_{1}(X, Y) u, v\right\rangle=\left\langle I I_{Y}^{1} u, I I_{X}^{1} v\right\rangle-\left\langle I I_{X}^{1} u, I I_{Y}^{1} v\right\rangle \tag{4.55}
\end{equation*}
$$

If these conditions are satisfied, then $E$ will have a global frame field of sections $e_{1}, \ldots, e_{n}$, such that $\nabla e_{j}=0$, at least provided $M$ is simply connected. Then, for each $p \in M$, we have an isometric isomorphism

$$
\begin{equation*}
J(p): E_{p} \longrightarrow \mathbb{R}^{n} \tag{4.56}
\end{equation*}
$$

by expanding elements of $E_{p}$ in terms of the basis $\left\{e_{j}(p)\right\}$. Thus $E_{0} \subset E$ is carried by $J(p)$ to a family of linear subspaces $J(p) E_{0 p}=V_{p} \subset \mathbb{R}^{n}$, with orthogonal complements $J(p) E_{1 p}=N_{p} \subset \mathbb{R}^{n}$.

We now specialize to the case $E_{0}=T M$, where $M$ is an $m$-dimensional Riemannian manifold, with its Levi-Civita connection; $E_{1}$ is an auxiliary bundle over $M$, with metric connection $\nabla^{1}$. We will assume $M$ is simply connected. The following result is sometimes called the fundamental theorem of surface theory.

Theorem 4.8. Let $I I^{0}$ be a section of $\operatorname{Hom}\left(T M \otimes T M, E_{1}\right)$, and set $I I_{X}^{1}=$ $-\left(I I_{X}^{0}\right)^{t}$. Make the symmetry hypothesis

$$
\begin{equation*}
I I^{0}(X, Y)=I I^{0}(Y, X) \tag{4.57}
\end{equation*}
$$

Assume the equations (4.54) and (4.55) are satisfied, producing a trivialization of $E=E_{0} \oplus E_{1}$, described by (4.56). Then there is an isometric immersion

$$
\begin{equation*}
X: M \longrightarrow \mathbb{R}^{n} \tag{4.58}
\end{equation*}
$$

and a natural identification of $E_{1}$ with the normal bundle of $S=X(M) \subset \mathbb{R}^{n}$, such that the second fundamental form of $S$ is given by $I I^{0}$.

To get this, we will construct the map (4.58) so that

$$
\begin{equation*}
D X(p)=\left.J(p)\right|_{T M} \tag{4.59}
\end{equation*}
$$

for all $p \in M$. To see how to get this, consider one of the $n$ components of $J, J_{v}(p): E_{p} \rightarrow \mathbb{R}$. In fact, $J_{v} u=\left\langle e_{v}, u\right\rangle$. Let $\beta_{v}(p)=\left.J_{v}(p)\right|_{T_{p} M}$; thus $\beta_{v}$ is a 1-form on $M$.

Lemma 4.9. Each $\beta_{v}$ is closed, that is, $d \beta_{v}=0$.
Proof. For vector fields $X$ and $Y$ on $M$, we have

$$
\begin{align*}
d \beta_{v}(X, Y) & =X \cdot \beta_{v}(Y)-Y \cdot \beta_{v}(X)-\beta_{v}([X, Y]) \\
& =X \cdot \beta_{v}(Y)-Y \cdot \beta_{v}(X)-\beta_{v}\left(\nabla_{X}^{0} Y-\nabla_{Y}^{0} X\right) \tag{4.60}
\end{align*}
$$

Using $\nabla_{X}=\nabla_{X}^{0}+I I_{X}^{0}$ on sections of $E_{0}=T M$, we see that this is equal to

$$
\begin{aligned}
& X \cdot J_{v}(Y)-Y \cdot J_{v}(X)-J_{v}\left(\nabla_{X} Y-\nabla_{Y} X\right)+J_{v}\left(I I_{X}^{0} Y-I I_{Y}^{0} X\right) \\
& \quad=\left(\nabla_{X} J_{v}\right) Y-\left(\nabla_{Y} J_{v}\right) X+J_{v}\left(I I_{X}^{0} Y-I I_{Y}^{0} X\right)
\end{aligned}
$$

By construction, $\nabla_{X} J_{v}=0$, while (4.57) says $I I_{X}^{0} Y-I I_{Y}^{0} X=0$. Thus $d \beta_{v}=0$.
Consequently, as long as $M$ is simply connected, we can write $\beta_{v}=d x_{v}$ for some functions $x_{v} \in C^{\infty}(M)$. Let us therefore define the map (4.58) by $X(p)=\left(x_{1}(p), \ldots, x_{v}(p)\right)$. Thus (4.59) holds, so $X$ is an isometric mapping. Furthermore, it is clear that $J(p)$ maps $E_{1 p}$ precisely isometrically onto the normal space $N_{p} \subset \mathbb{R}^{n}$ to $S=X(M)$ at $X(p)$, displaying $I I^{0}$ as the second fundamental form of $S$. Thus Theorem 4.8 is established.

Let us specialize Theorem 4.8 to the case where $\operatorname{dim} M=n-1$, so the fibers of $E_{1}$ are one-dimensional. As mentioned above, the Ricci identity (4.55) has no content in that case. We have the following special case of the fundamental theorem of surface theory.

Proposition 4.10. Let $M$ be an ( $n-1$ )-dimensional Riemann manifold; assume $M$ is simply connected. Let there be given a symmetric tensor field $\widetilde{I I}$, of type (0,2). Assume the following Gauss-Codazzi equations hold:

$$
\begin{gather*}
\left\langle R^{M}(X, Y) Z, W\right\rangle=\widetilde{I I}(Y, Z) \widetilde{I I}(X, W)-\widetilde{I I}(X, Z) \widetilde{I I}(Y, W), \\
\left(\nabla_{X}^{M} \widetilde{I I}\right)(Y, Z)-\left(\nabla_{Y}^{M} \widetilde{I I}\right)(X, Z)=0, \tag{4.61}
\end{gather*}
$$

where $\nabla^{M}$ is the Levi-Civita connection of $M$ and $R^{M}$ is its Riemann curvature tensor. Then there is an isometric immersion $X: M \rightarrow \mathbb{R}^{n}$ such that the second fundamental form of $S=X(M) \subset \mathbb{R}^{n}$ is given by $\widetilde{I I}$.

## Exercises

1. Let $S \subset M$, with respective Levi-Civita connections $\nabla^{0}, \nabla$, respective Riemann tensors $R_{s}, R$, and so on, as in the text. Let $\gamma_{s, t}:[a, b] \rightarrow S$ be a two-parameter family of curves. One can also regard $\gamma_{s, t}:[a, b] \rightarrow M$. Apply the formula (3.52) for the second variation of energy in these two contexts, and compare the results, to produce another proof of Gauss' formula (4.14) for $\left\langle\left(R-R_{S}\right)(X, Y) Z, W\right\rangle$ when $X, Y, Z, W$ are all tangent to $S$.
2. With the Ricci tensor Ric given by (3.23) and the sectional curvature $K_{p}(\Pi)$ by (4.32), show that, for $X \in T_{p} M$, of norm 1, if $\Xi$ denotes the orthogonal complement of $X$ in $T_{p} M$, then

$$
\operatorname{Ric}(X, X)=\frac{n-1}{\operatorname{vol} S_{p}(\Xi)} \int_{S_{p}(\Xi)} K_{p}(U, X) d V(U),
$$

where $S_{p}(\Xi)$ is the unit sphere in $\Xi, n=\operatorname{dim} M$, and $K_{p}(U, X)=K_{p}(\Pi)$, where $\Pi$ is the linear span of $U$ and $X$. Show that the scalar curvature at $p$ is given by

$$
S=\frac{n(n-1)}{\operatorname{vol} G_{2}} \int_{G_{2}} K_{p}(\Pi) d V(\Pi),
$$

where $G_{2}$ is the space of 2-planes in $T_{p} M$.
3. Let $\gamma$ be a curve in $\mathbb{R}^{3}$, parameterized by arc length. Recall the Frenet apparatus. At $p=\gamma(t), T=\gamma^{\prime}(t)$ spans $T_{p} \gamma$, and if the curvature $\kappa$ of $\gamma$ is nonzero, unit vectors $N$ and $B$ span the normal bundle $v_{p}(\gamma)$, satisfying the system of ODE

$$
\begin{align*}
T^{\prime} & =\kappa N, \\
N^{\prime} & =-\kappa T \quad+\tau B,  \tag{4.62}\\
B^{\prime} & =-\tau N,
\end{align*}
$$

and furthermore, $B=T \times N, T=N \times B, N=B \times T$. Compare with Exercises $4-6$ in Chap. $1, \S 5$. Let $\nabla$ denote the standard flat connection on $\mathbb{R}^{3}$, and $\nabla^{0}, \nabla^{1}$ the connections induced on $T(\gamma)$ and $v(\gamma)$, as in (4.1), (4.8). Show that

$$
\begin{equation*}
I I(T, T)=\kappa N \tag{4.63}
\end{equation*}
$$

and that

$$
\begin{align*}
\nabla_{T}^{1} N & =\tau B, \\
\nabla_{T}^{1} B & =-\tau N . \tag{4.64}
\end{align*}
$$

Compute the right side of the Weingarten formula

$$
\begin{equation*}
\nabla_{T}-\nabla_{T}^{1}=-\left(I I_{T}\right)^{t} \tag{4.65}
\end{equation*}
$$

and show that (4.63)-(4.65) are equivalent to (4.62).
4. Let $S \subset \mathbb{R}^{3}$ be a surface, with connection $\nabla^{S}$, second fundamental form $I I^{S}$, and unit normal $\nu$. Let $\gamma$ be the curve of Exercise 3, and suppose $\gamma$ is a curve in $S$. Show that

$$
\begin{aligned}
I I^{S}(T, T) & =\kappa\langle N, \nu\rangle \nu \\
& =\kappa N-\nabla_{T}^{S} T .
\end{aligned}
$$

If $A_{\nu}$ denotes the Weingarten map of $S$, as in (4.5), show that

$$
A_{v} T=\kappa T-\tau B \text { and } N=v,
$$

provided $\gamma$ is a geodesic on $S$.
5. Use Theorem 4.4 to show that the Gauss curvature $K$ of a surface $S \subset \mathbb{R}^{3}$ is equal to det $A_{\nu}$. Use the symmetry of $A_{\nu}$ to show that each $T_{p} S$ has an orthonormal basis $T_{1}, T_{2}$ such that $A_{\nu} T_{j}=\kappa_{j} T_{j}$; hence $K=\kappa_{1} \kappa_{2}$. An eigenvector of $A_{\nu}$ is called a direction of principal curvature. Show that $T \in T_{p} S$ is a direction of principal curvature if and only if the geodesic through $p$ in direction $T$ has vanishing torsion $\tau$ at $p$.
6. Suppose $M$ has the property that each sectional curvature $K_{p}(\Pi)$ is equal to $K_{p}$, independent of $\Pi$. Show that

$$
\mathcal{R}=K_{p} I \text { in } \operatorname{End}\left(\Lambda^{2} T_{p}\right),
$$

where $\mathcal{R}$ is as in Exercise 4 of $\S 3$. Show that $K_{p}$ is constant, on each connected component of $M$, if $\operatorname{dim} M \geq 3$. (Hint: To do the last part, use Proposition 3.3.)
7. Show that the formula (4.42) for $R-\widetilde{R}$ is equivalent to the formula (2.17). (This reiterates Exercise 5 of §2.) Also, relate (4.44) and (4.49) to (3.54).
Let $M$ be a compact, oriented hypersurface in $\mathbb{R}^{n}$. Let

$$
N: M \rightarrow S^{n-1}
$$

be given by the outward-pointing normal. This is called the Gauss map.
8. If $n=3$, show that $N^{*} \omega_{0}=K \omega$, where $\omega_{0}$ and $\omega$ are the area forms of $S^{2}$ and $M$, respectively, and $K$ is the Gauss curvature of $M$. Note that the degree of the Gauss map is

$$
\operatorname{Deg}(N)=\frac{1}{4 \pi} \int_{M} N^{*} \omega_{0}
$$

See $\S 19$ of Chap. 1 for basic material on degrees of maps.
9. For general $n$, show that $N^{*} \omega_{0}=J \omega$, with

$$
J=(-1)^{n-1} \operatorname{det} A_{N},
$$

where $\omega$ and $\omega_{0}$ are the volume forms and $A_{N}: T_{p} M \rightarrow T_{p} M$ is the Weingarten map (4.5). Consequently,

$$
\begin{equation*}
\operatorname{Deg}(N)=\frac{(-1)^{n-1}}{A_{n-1}} \int_{M}\left(\operatorname{det} A_{N}\right) d V \tag{4.66}
\end{equation*}
$$

where $A_{n-1}$ is the area of $S^{n-1}$. (Hint: There is a natural identification of $T_{p} M$ and $T_{q}\left(S^{n-1}\right)$ as linear subspaces of $\mathbb{R}^{n}$, if $q=N(p)$. Show that the Weingarten formula gives

$$
\begin{equation*}
\left.D N(p)=-A_{N} \in \operatorname{End}\left(T_{p} M\right) \approx \mathcal{L}\left(T_{p} M, T_{q} S^{n-1}\right) .\right) \tag{4.67}
\end{equation*}
$$

10. Let $S$ be a hypersurface in $\mathbb{R}^{n}$, with second fundamental form $\widetilde{I I}$, as in (4.15). Suppose $\widetilde{I I}$ is proportional to the metric tensor, $\widetilde{I I}=\lambda(x) g$. Show that $\lambda$ is constant, provided $S$ is connected. (Hint: Use the Codazzi equation (4.17), plus the fact that $\nabla^{0} g=0$.)
11. When $S$ is a hypersurface in $\mathbb{R}^{n}$, a point $p$, where $\widetilde{I I}=\lambda g$, is called an umbilic point. If every point on $S$ is umbilic, show that $S$ has constant sectional curvature $\lambda^{2}$. (Hint: Apply Gauss' Theorema Egregium, in the form (4.14).)
12. Let $S \subset \mathbb{R}^{n}$ be a $k$-dimensional submanifold $(k<n)$, with induced metric $g$ and second fundamental form $I I$. Let $\xi$ be a section of the normal bundle $v(S)$. Consider the one-parameter family of maps $S \rightarrow \mathbb{R}^{n}$,

$$
\begin{equation*}
\varphi_{\tau}(x)=x+\tau \xi(x), \quad x \in S, \tau \in(-\varepsilon, \varepsilon) . \tag{4.68}
\end{equation*}
$$

Let $g_{\tau}$ be the family of Riemannian metrics induced on $S$. Show that

$$
\begin{equation*}
\left.\frac{d}{d \tau} g_{\tau}(X, Y)\right|_{\tau=0}=-2\langle\xi, I I(X, Y)\rangle \tag{4.69}
\end{equation*}
$$

More generally, if $S \subset M$ is a submanifold, consider the one-parameter family of submanifolds given by

$$
\begin{equation*}
\varphi_{\tau}(x)=\operatorname{Exp}_{x}(\tau \xi(x)), \quad x \in S, \tau \in(-\varepsilon, \varepsilon) \text {, } \tag{4.70}
\end{equation*}
$$

where $\operatorname{Exp}_{x}: T_{x} M \rightarrow M$ is the exponential map, determined by the Riemannian metric on $M$. Show that (4.69) holds in this more general case.
13. Let $M_{1} \subset M_{2} \subset M_{3}$ be Riemannian manifolds of dimension $n_{1}<n_{2}<n_{3}$, with induced metrics. For $j<k$, denote by $I I^{j k}$ the second fundamental form of $M_{j} \subset M_{k}$ and by $A^{j k}$ the associated Weingarten map. For $x \in M_{j}$, denote by $N_{x}^{j k}$ the orthogonal complement of $T_{x} M_{j}$ in $T_{x} M_{k}$ and by ${ }^{j k} \nabla^{1}$ the natural connection on $N^{j k}\left(M_{j}\right)$. Let $X$ and $Y$ be tangent to $M_{1}$, and let $\xi$ be a section of $N^{12}\left(M_{1}\right)$. Show that

$$
A_{\xi}^{12} X=A_{\xi}^{13} X
$$

Also show that

$$
{ }^{13} \nabla_{X}^{1} \xi={ }^{12} \nabla_{X}^{1} \xi+I I^{23}(X, \xi), \text { orthogonal decomposition, }
$$

and that

$$
I I^{13}(X, Y)=I I^{12}(X, Y)+I I^{23}(X, Y), \text { orthogonal decomposition. }
$$

Relate this to Exercises 3-5 when $n_{j}=j$.
14. If $S \subset M$ has codimension 1 and Weingarten map $A: T_{p} S \rightarrow T_{p} S$, show that the Gauss equation (4.14) gives

$$
\begin{equation*}
\left\langle\left(R-R_{S}\right)(X, Y) Z, W\right\rangle=\left\langle\left(\Lambda^{2} A\right)(X \wedge Y), Z \wedge W\right\rangle, \quad X, Y, Z, W \in T_{p} S \tag{4.71}
\end{equation*}
$$

Show that (with $N$ a unit normal to $S$ ) the scalar curvatures of $M$ and $S$ are related by

$$
\begin{equation*}
S_{M}-S_{S}=-2 \operatorname{Tr} \Lambda^{2} A+2 \operatorname{Ric}_{M}(N, N) \tag{4.72}
\end{equation*}
$$

## 5. The Gauss-Bonnet theorem for surfaces

If $M$ is a compact, oriented Riemannian manifold of dimension 2, the GaussBonnet theorem says that

$$
\begin{equation*}
\int_{M} K d V=2 \pi \chi(M) \tag{5.1}
\end{equation*}
$$

if $K$ is the Gauss curvature of $M$ and $\chi(M)$ its Euler characteristic. There is an associated formula if $M$ has a boundary. There are a number of significant variants of this, involving, for example, the index of a vector field. We present several proofs of the Gauss-Bonnet theorem and some of its variants here.

We begin with an estimate on the effect of parallel translation about a small closed, piecewise smooth curve. This first result holds for a general vector bundle $E \rightarrow M$ with connection $\nabla$ and curvature

$$
\Omega=\frac{1}{2} R_{\beta j k}^{\alpha} d x_{j} \wedge d x_{k},
$$

with no restriction on $\operatorname{dim} M$.
Proposition 5.1. Let $\gamma$ be a closed, piecewise smooth loop on M. Assume it is parameterized by arc length for $0 \leq t \leq b, \gamma(b)=\gamma(0)$. If $u(t)$ is a section of $E$ over $\gamma$ defined by parallel transport (i.e., $\nabla_{T} u=0, T=\dot{\gamma}$ ), then

$$
\begin{equation*}
u^{\alpha}(b)-u^{\alpha}(0)=-\frac{1}{2} \sum_{j, k, \beta} R_{\beta j k}^{\alpha}\left(\int_{A} d x_{j} \wedge d x_{k}\right) u^{\beta}(0)+O\left(b^{3}\right) \tag{5.2}
\end{equation*}
$$

where $A$ is an oriented 2-surface in $M$ with $\partial A=\gamma$, and the $u^{\alpha}(t)$ are the components of $u$ with respect to a local frame.

Proof. If we put a coordinate system on a neighborhood of $p=\gamma(0) \in M$ and choose a frame field for $E$, then parallel transport is defined by

$$
\begin{equation*}
\frac{d u^{\alpha}}{d t}=-\Gamma^{\alpha}{ }_{\beta k} u^{\beta} \frac{d x_{k}}{d t} . \tag{5.3}
\end{equation*}
$$

As usual, we use the summation convention. Thus

$$
\begin{equation*}
u^{\alpha}(t)=u^{\alpha}(0)-\int_{0}^{t} \Gamma^{\alpha}{ }_{\beta k}(\gamma(s)) u^{\beta}(s) \frac{d x_{k}}{d s} d s . \tag{5.4}
\end{equation*}
$$

We hence have

$$
\begin{equation*}
u^{\alpha}(t)=u^{\alpha}(0)-\Gamma_{\beta k}^{\alpha}(p) u^{\beta}(0)\left(x_{k}-p_{k}\right)+O\left(t^{2}\right) . \tag{5.5}
\end{equation*}
$$

We can solve (5.3) up to $O\left(t^{3}\right)$ if we use

$$
\begin{equation*}
\Gamma^{\alpha}{ }_{\beta j}(x)=\Gamma^{\alpha}{ }_{\beta j}(p)+\left(x_{k}-p_{k}\right) \partial_{k} \Gamma^{\alpha}{ }_{\beta j}+O\left(|x-p|^{2}\right) . \tag{5.6}
\end{equation*}
$$

Hence

$$
\begin{align*}
& u^{\alpha}(t)=u^{\alpha}(0)-\int_{0}^{t}\left[\Gamma^{\alpha}{ }_{\beta k}(p)+\left(x_{j}-p_{j}\right) \partial_{j} \Gamma^{\alpha}{ }_{\beta k}(p)\right]  \tag{5.7}\\
& \cdot {\left[u^{\beta}(0)-\Gamma_{\gamma \ell}^{\beta}(p) u^{\gamma}(0)\left(x_{\ell}-p_{\ell}\right)\right] \frac{d x_{k}}{d s} d s+O\left(t^{3}\right) . }
\end{align*}
$$

If $\gamma(b)=\gamma(0)$, we get

$$
\begin{align*}
u^{\alpha}(b)=u^{\alpha}(0) & -\int_{0}^{b} x_{j} d x_{k}\left(\partial_{j} \Gamma^{\alpha}{ }_{\beta k}\right) u^{\beta}(0)  \tag{5.8}\\
& +\int_{0}^{b} x_{j} d x_{k} \Gamma^{\alpha}{ }_{\beta k} \Gamma^{\beta}{ }_{\gamma j} u^{\gamma}(0)+O\left(b^{3}\right),
\end{align*}
$$

the components of $\Gamma$ and their first derivatives being evaluated at $p$. Now Stokes' theorem gives

$$
\int_{\gamma} x_{j} d x_{k}=\int_{A} d x_{j} \wedge d x_{k}
$$

$$
\begin{equation*}
u^{\alpha}(b)-u^{\alpha}(0)=\left[-\partial_{j} \Gamma_{\beta k}^{\alpha}+\Gamma_{\gamma k}^{\alpha} \Gamma^{\gamma}{ }_{\beta j}\right] \int_{A} d x_{j} \wedge d x_{k} u^{\beta}(0)+O\left(b^{3}\right) \tag{5.9}
\end{equation*}
$$

Recall that the curvature is given by

$$
\Omega=d \Gamma+\Gamma \wedge \Gamma
$$

that is,

$$
\begin{equation*}
R^{\alpha}{ }_{\beta j k}=\partial_{j} \Gamma^{\alpha}{ }_{\beta k}-\partial_{k} \Gamma^{\alpha}{ }_{\beta j}+\Gamma^{\alpha}{ }_{\gamma j} \Gamma^{\gamma}{ }_{\beta k}-\Gamma^{\alpha}{ }_{\gamma k} \Gamma^{\gamma}{ }_{\beta j} . \tag{5.10}
\end{equation*}
$$

Now the right side of (5.10) is the antisymmetrization, with respect to $j$ and $k$, of the quantity in brackets in (5.9). Since $\int_{A} d x_{j} \wedge d x_{k}$ is antisymmetric in $j$ and $k$, we get the desired formula (5.2).

In particular, if $\operatorname{dim} M=2$, then we can write the $\operatorname{End}(E)$-valued 2-form $\Omega$ as

$$
\begin{equation*}
\Omega=\mathcal{R} \mu \tag{5.11}
\end{equation*}
$$

where $\mu$ is the volume form on $M$ and $\mathcal{R}$ is a smooth section of $\operatorname{End}(E)$ over $M$. If $E$ has an inner product and $\nabla$ is a metric connection, then $\mathcal{R}$ is skew-adjoint. If $\gamma$ is a geodesic triangle that is "fat" in the sense that none of its angles is small, (5.2) implies

$$
\begin{equation*}
u(b)-u(0)=-\mathcal{R} u(0)(\text { Area } A)+O\left((\text { Area } A)^{3 / 2}\right) \tag{5.12}
\end{equation*}
$$

If we specialize further, to oriented two-dimensional $M$ with $E=T M$, possessing the Levi-Civita connection of a Riemannian metric, then we take $J: T_{p} M \rightarrow T_{p} M$ to be the counterclockwise rotation by $90^{\circ}$, which defines an almost complex structure on $M$. Up to a scalar this is the unique skew-adjoint operator on $T_{p} M$, and, by (3.34),

$$
\begin{equation*}
\mathcal{R} u=-K J u, \quad u \in T_{p} M, \tag{5.13}
\end{equation*}
$$

where $K$ is the Gauss curvature of $M$ at $p$. Thus, in this case, (5.12) becomes

$$
\begin{equation*}
u(b)-u(0)=K J u(0)(\text { Area } A)+O\left((\text { Area } A)^{3 / 2}\right) \tag{5.14}
\end{equation*}
$$

On the other hand, if a tangent vector $X_{0} \in T_{p} M$ undergoes parallel transport around a geodesic triangle, the action produced on $T_{p} M$ is easily seen to be a rotation in $T_{p} M$ through an angle that depends on the angle defect of the triangle. The argument can be seen by looking at Fig. 5.1. We see that the angle from $X_{0}$ to $X_{3}$ is

$$
\begin{equation*}
(\pi+\alpha)-(2 \pi-\beta-\gamma-\xi)-\xi=\alpha+\beta+\gamma-\pi \tag{5.15}
\end{equation*}
$$
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In this case, formula (5.14) implies

$$
\begin{equation*}
\alpha+\beta+\gamma-\pi=\int K d V+O\left((\text { Area } A)^{3 / 2}\right) \tag{5.16}
\end{equation*}
$$

We can now use a simple analytical argument to sharpen this up to the following celebrated formula of Gauss.

Theorem 5.2. If $A$ is a geodesic triangle in $M^{2}$, with angles $\alpha, \beta$, and $\gamma$, then

$$
\begin{equation*}
\alpha+\beta+\gamma-\pi=\int_{A} K d V \tag{5.17}
\end{equation*}
$$

Proof. Break up the geodesic triangle $A$ into $N^{2}$ little geodesic triangles, each of diameter $O\left(N^{-1}\right)$, area $O\left(N^{-2}\right)$. Since the angle defects are additive, the estimate (5.16) implies

$$
\begin{align*}
\alpha+\beta+\gamma-\pi & =\int_{A} K d V+N^{2} O\left(\left(N^{-2}\right)^{3 / 2}\right)  \tag{5.18}\\
& =\int_{A} K d V+O\left(N^{-1}\right)
\end{align*}
$$

and passing to the limit as $N \rightarrow \infty$ gives (5.17).

Note that any region that is a contractible geodesic polygon can be divided into geodesic triangles. If a contractible region $\Omega \subset M$ with smooth boundary is approximated by geodesic polygons, a straightforward limit process yields the Gauss-Bonnet formula

$$
\begin{equation*}
\int_{\Omega} K d V+\int_{\partial \Omega} \kappa d s=2 \pi \tag{5.19}
\end{equation*}
$$

where $\kappa$ is the geodesic curvature of $\partial \Omega$. We leave the details to the reader. Another proof will be given at the end of this section.

If $M$ is a compact, oriented two-dimensional manifold without boundary, we can partition $M$ into geodesic triangles. Suppose the triangulation of $M$ so produced has

$$
\begin{equation*}
F \text { faces (triangles), } \quad E \text { edges, } \quad V \text { vertices. } \tag{5.20}
\end{equation*}
$$

If the angles of the $j$ th triangle are $\alpha_{j}, \beta_{j}$, and $\gamma_{j}$, then summing all the angles clearly produces $2 \pi V$. On the other hand, (5.17) applied to the $j$ th triangle, and summed over $j$, yields

$$
\begin{equation*}
\sum_{j}\left(\alpha_{j}+\beta_{j}+\gamma_{j}\right)=\pi F+\int_{M} K d V \tag{5.21}
\end{equation*}
$$

Hence $\int_{M} K d V=(2 V-F) \pi$. Since in this case all the faces are triangles, counting each triangle three times will count each edge twice, so $3 F=2 E$. Thus we obtain

$$
\begin{equation*}
\int_{M} K d V=2 \pi(V-E+F) \tag{5.22}
\end{equation*}
$$

This is equivalent to (5.1), in view of Euler's formula

$$
\begin{equation*}
\chi(M)=V-E+F . \tag{5.23}
\end{equation*}
$$

We now derive a variant of (5.1) when $M$ is described in another fashion. Namely, suppose $M$ is diffeomorphic to a sphere with $g$ handles attached. The number $g$ is called the genus of the surface. The case $g=2$ is illustrated in Fig. 5.2. We claim that

$$
\begin{equation*}
\int_{M} K d V=4 \pi(1-g) \tag{5.24}
\end{equation*}
$$

in this case. By virtue of (5.22), this is equivalent to the identity
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$$
\begin{equation*}
2-2 g=V-E+F=\chi(M) \tag{5.25}
\end{equation*}
$$

Direct proofs of this are possible, but we will provide a proof of (5.24), based on the fact that

$$
\begin{equation*}
\int_{M} K d V=C(M) \tag{5.26}
\end{equation*}
$$

depends only on $M$, not on the metric imposed. This follows from (5.22), by forgetting the interpretation of the right side. The point we want to make is, given (5.26)-that is, the independence of the choice of metric-we can work out what $C(M)$ is, as follows.

First, choosing the standard metric on $S^{2}$, for which $K=1$ and the area is $4 \pi$, we have

$$
\begin{equation*}
\int_{S^{2}} K d V=4 \pi \tag{5.27}
\end{equation*}
$$

Now suppose $M$ is obtained by adding $g$ handles to $S^{2}$. Since we can alter the metric on $M$ at will, we can make sure it coincides with the metric of a sphere near a great circle, in a neighborhood of each circle where a handle is attached to the main body $A$, as illustrated in Fig. 5.2. If we imagine adding two hemispherical caps to each handle $H_{j}$, rather than attaching it to $A$, we turn each $H_{j}$ into a new sphere, so by (5.27) we have

$$
\begin{equation*}
4 \pi=\int_{H_{j} \cup \text { caps }} K d V=\int_{H_{j}} K d V+\int_{\text {caps }} K d V \tag{5.28}
\end{equation*}
$$

Since the caps fit together to form a sphere, we have $\int_{\text {caps }} K d V=4 \pi$, so for each $j$,

$$
\begin{equation*}
\int_{H_{j}} K d V=0 \tag{5.29}
\end{equation*}
$$

provided $M$ has a metric such as described above. Similarly, if we add $2 g$ caps to the main body $A$, we get a new sphere, so

$$
\begin{equation*}
4 \pi=\int_{A \cup \mathrm{caps}} K d V=\int_{A} K d V+2 g(2 \pi), \tag{5.30}
\end{equation*}
$$

or

$$
\begin{equation*}
\int_{A} K d V=2 \pi(2-2 g) . \tag{5.31}
\end{equation*}
$$

Together (5.29) and (5.31) yield (5.24), and we get the identity (5.25) as a bonus.
We now give another perspective on Gauss' formula, directly dealing with the fact that $T M$ can be treated as a complex line bundle, when $M$ is an oriented Riemannian manifold of dimension 2. We will produce a variant of Proposition 5.1 which has no remainder term and which hence produces (5.16) with no remainder, directly, so Theorem 5.2 follows without the additional argument given above. The result is the following; again $\operatorname{dim} M$ is unrestricted.

Proposition 5.3. Let $E \rightarrow M$ be a complex line bundle. Let $\gamma$ be a piecewise smooth, closed loop in $M$, with $\gamma(0)=\gamma(b)=p$, bounding a surface A. Let $\nabla$ be a connection on $E$, with curvature $\Omega$. If $u(t)$ is a section of $E$ over $\gamma$ defined by parallel translation, then

$$
\begin{equation*}
u(b)=\left[\exp \left(-\int_{A} \Omega\right)\right] u(0) \tag{5.32}
\end{equation*}
$$

Proof. Pick a nonvanishing section (hence a frame field) $\xi$ of $E$ over $S$, assuming $S$ is homeomorphic to a disc. Any section $u$ of $E$ over $S$ is of the form $u=v \xi$ for a complex-valued function $v$ on $S$. Then parallel transport along $\gamma(t)=$ $\left(x_{1}(t), \ldots, x_{n}(t)\right)$ is defined by

$$
\begin{equation*}
\frac{d v}{d t}=-\left(\Gamma_{k} \frac{d x_{k}}{d t}\right) v \tag{5.33}
\end{equation*}
$$

The solution to this single, first-order ODE is

$$
\begin{equation*}
v(t)=\left[\exp \left(-\int_{0}^{t} \Gamma_{k}(\gamma(s)) \frac{d x_{k}}{d s} d s\right)\right] v(0) \tag{5.34}
\end{equation*}
$$

Hence

$$
\begin{equation*}
v(b)=\left[\exp \left(-\int_{\gamma} \Gamma\right)\right] v(0) \tag{5.35}
\end{equation*}
$$

where $\Gamma=\sum \Gamma_{k} d x_{k}$. The curvature 2-form $\Omega$ is given, as a special case of (5.10), by

$$
\begin{equation*}
\Omega=d \Gamma \tag{5.36}
\end{equation*}
$$

and Stokes' theorem gives (5.32), from (5.35), provided $A$ is contractible. The general case follows from cutting $A$ into contractible pieces.

As we have mentioned, Proposition 5.3 can be used in place of Proposition 5.1, in conjunction with the argument involving Fig. 5.1, to prove Theorem 5.2.

Next, we relate $\int_{M} \Omega$ to the "index" of a section of a complex line bundle $E \rightarrow M$, when $M$ is a compact, oriented manifold of dimension 2 . Suppose $X$ is a section of $E$ over $M \backslash S$, where $S$ consists of a finite number of points; suppose that $X$ is nowhere vanishing on $M \backslash S$ and that, near each $p_{j} \in S, X$ has the following form. There are a coordinate neighborhood $\mathcal{O}_{j}$ centered at $p_{j}$, with $p_{j}$ the origin, and a nonvanishing section $\xi_{j}$ of $E$ near $p_{j}$, such that

$$
\begin{equation*}
X=v_{j} \xi_{j} \text { on } \mathcal{O}_{j}, \quad v_{j}: \mathcal{O}_{j} \backslash p \rightarrow \mathbb{C} \backslash 0 \tag{5.37}
\end{equation*}
$$

Taking a small counterclockwise circle $\gamma_{j}$ about $p_{j}, v_{j} /\left|v_{j}\right|=\omega_{j}$ maps $\gamma_{j}$ to $S^{1}$; consider the degree $\ell_{j}$ of this map, that is, the winding number of $\gamma_{j}$ about $S^{1}$. This is the index of $X$ at $p_{j}$, and the sum over $p_{j}$ is the total index of $X$ :

$$
\begin{equation*}
\operatorname{Index}(X)=\sum_{j} \ell_{j} \tag{5.38}
\end{equation*}
$$

We will establish the following.
Proposition 5.4. For any connection on $E \rightarrow M$, with curvature form $\Omega$ and $X$ as above, we have

$$
\begin{equation*}
\int_{M} \Omega=-(2 \pi i) \cdot \operatorname{Index}(X) \tag{5.39}
\end{equation*}
$$

Proof. You can replace $X$ by a section of $E \backslash 0$ over $M \backslash\left\{p_{j}\right\}$, homotopic to the original, having the form (5.37) with

$$
\begin{equation*}
v_{j}=e^{i \ell_{j} \theta}+w_{j} \tag{5.40}
\end{equation*}
$$

in polar coordinates $(r, \theta)$ about $p_{j}$, with $w_{j} \in C^{1}\left(\mathcal{O}_{j}\right), w_{j}(0)=0$. Excise small disks $\mathcal{D}_{j}$ containing $p_{j}$; let $\mathcal{D}=\cup \mathcal{D}_{j}$. Then, by Stokes' theorem,

$$
\begin{equation*}
\int_{M \backslash \mathcal{D}} \Omega=-\sum_{j} \int_{\gamma_{j}} \Gamma, \tag{5.41}
\end{equation*}
$$

where $\gamma_{j}=\partial \mathcal{D}_{j}$ and $\Gamma$ is the connection 1-form with respect to the section $X$, so that, with $\nabla_{k}=\nabla_{D_{k}}, D_{k}=\partial / \partial x_{k}$ in local coordinates,

$$
\begin{equation*}
\nabla_{k} X=\Gamma_{k} X \tag{5.42}
\end{equation*}
$$

Now (5.37) gives (with no summation)

$$
\begin{equation*}
\Gamma_{k} v_{j} \xi_{j}=\left(\partial_{k} v_{j}+v_{j} \widetilde{\Gamma}_{j k}\right) \xi_{j} \tag{5.43}
\end{equation*}
$$

on $\overline{\mathcal{D}}_{j}$, where $\widetilde{\Gamma}_{j k} d x_{k}$ is the connection 1-form with respect to the section $\xi_{j}$. Hence

$$
\begin{equation*}
\Gamma_{k}=v_{j}^{-1} \partial_{k} v_{j}+\widetilde{\Gamma}_{j k} \tag{5.44}
\end{equation*}
$$

with remainder term $\widetilde{\Gamma}_{j k} \in C^{1}\left(\mathcal{O}_{j}\right)$. By (5.40), we have

$$
\begin{equation*}
\int_{\gamma_{j}} \Gamma=2 \pi i \ell_{j}+O(r) \tag{5.45}
\end{equation*}
$$

if each $\mathcal{D}_{j}$ has radius $\leq C r$. Passing to the limit as the disks $\mathcal{D}_{j}$ shrink to $p_{j}$ gives (5.39).

Since the left side of (5.39) is independent of the choice of $X$, it follows that the index of $X$ depends only on $E$, not on the choice of such $X$. In Chap. 10, this formula is applied to a meromorphic section of a complex line bundle, and in conjunction with the Riemann-Roch formula it yields important information on Riemann surface theory.

In case $M$ is a compact, oriented Riemannian 2-manifold, whose tangent bundle can be given the structure of a complex line bundle as noted above, (5.39) is equivalent to

$$
\begin{equation*}
\int_{M} K d V=2 \pi \operatorname{Index}(X) \tag{5.46}
\end{equation*}
$$

for any smooth vector field $X$, nonvanishing, on $M$ minus a finite set of points. This verifies the identity

$$
\begin{equation*}
\operatorname{Index}(X)=\chi(M) \tag{5.47}
\end{equation*}
$$

in this case.

As a further comment on the Gauss-Bonnet formula for compact surfaces, let us recall from Exercise 8 of $\S 4$ that if $M$ is a compact, oriented surface in $\mathbb{R}^{3}$, with Gauss map $N: M \rightarrow S^{2}$, then

$$
\begin{equation*}
\operatorname{Deg}(N)=\frac{1}{4 \pi} \int_{M} N^{*} \omega_{0}=\frac{1}{4 \pi} \int_{M} K d V . \tag{5.48}
\end{equation*}
$$

Furthermore, in $\S 20$ of Chap. 1, Corollary 20.5 yields an independent proof that, in this case,

$$
\begin{equation*}
\operatorname{Deg}(N)=\frac{1}{2} \operatorname{Index}(X) \tag{5.49}
\end{equation*}
$$

for any vector field $X$ on $M$ with a finite number of critical points. Hence (5.48)(5.49) provide another proof of (5.1), at least for a surface in $\mathbb{R}^{3}$. This line of reasoning will be extended to the higher-dimensional case of hypersurfaces of $\mathbb{R}^{n+1}$, in the early part of $\S 8$, as preparation for establishing the general Chern-Gauss-Bonnet theorem.

To end this section, we provide a direct proof of the formula (5.19), using an argument parallel to the proof of Proposition 5.3. Thus, assuming that $M$ is an oriented surface, we give $T M$ the structure of a complex line bundle, and we pick a nonvanishing section $\xi$ of $T M$ over a neighborhood of $\overline{\mathcal{O}}$. Let $\gamma=\partial \mathcal{O}$ be parameterized by arc length, $T=\gamma^{\prime}(s), 0 \leq s \leq b$, with $\gamma(b)=\gamma(0)$. The geodesic curvature $\kappa$ of $\gamma$, appearing in (5.19), is given by

$$
\begin{equation*}
\nabla_{T} T=\kappa N, \quad N=J T \tag{5.50}
\end{equation*}
$$

If we set $T=u \xi$, where $u: \overline{\mathcal{O}} \rightarrow \mathbb{C}$, then, parallel to (5.33), we have (5.50) equivalent to

$$
\begin{equation*}
\frac{d u}{d s}=-\sum \Gamma_{k} \frac{d x_{k}}{d s} u+i \kappa u . \tag{5.51}
\end{equation*}
$$

The solution to this single, first-order ODE is (parallel to (5.34))

$$
\begin{equation*}
u(t)=\left[\exp \left(i \int_{0}^{t} \kappa(s) d s-\int_{0}^{t} \Gamma_{k}(\gamma(s)) \frac{d x_{k}}{d s} d s\right)\right] u(0) . \tag{5.52}
\end{equation*}
$$

Hence

$$
\begin{equation*}
u(b)=\left[\exp \left(i \int_{\gamma} \kappa(s) d s-\int_{\mathcal{O}} \Omega\right)\right] u(0) \tag{5.53}
\end{equation*}
$$

By (5.13), we have

$$
\begin{equation*}
\Omega=-i K d V, \tag{5.54}
\end{equation*}
$$

and since $u(b)=u(0)$, we have

$$
\begin{equation*}
\exp \left(i \int_{\gamma} \kappa(s) d s+i \int_{\mathcal{O}} K d V\right)=1 \tag{5.55}
\end{equation*}
$$

or

$$
\begin{equation*}
\int_{\mathcal{O}} K d V+\int_{\gamma} \kappa(s) d s=2 \pi v \tag{5.56}
\end{equation*}
$$

for some $v \in \mathbb{Z}$. Now if $\mathcal{O}$ were a tiny disc in $M$, it would be clear that $v=1$. Using the contractibility of $\mathcal{O}$ and the fact that the left side of (5.56) cannot jump, we have $v=1$, which proves (5.19).

## Exercises

1. Given a triangulation of a compact surface $M$, within each triangle construct a vector field, vanishing at seven points as illustrated in Fig. 5.3, with the vertices as attractors, the center as a repeller, and the midpoints of each side as saddle points. Fit these together to produce a smooth vector field $X$ on $M$. Show directly that

$$
\operatorname{Index}(X)=V-E+F .
$$

2. Let $L \rightarrow M$ be a complex line bundle, and let $u$ and $v$ be sections of $L$ with a finite number of zeros. Show directly that $u$ and $v$ have the same index. (Hint: Start with $u=f v$ on $M \backslash Z$, where $Z$ is the union of the zero sets and $f: M \backslash Z \rightarrow \mathbb{C} \backslash 0$.)
3. Let $M_{1}$ and $M_{2}$ be $n$-dimensional submanifolds of $\mathbb{R}^{k}$. Suppose a curve $\gamma$ is contained in the intersection $M_{1} \cap M_{2}$, and assume


Figure 5.3 Vector Field on a Triangulation

$$
p=\gamma(s) \Longrightarrow T_{p} M_{1}=T_{p} M_{2} .
$$

Show that parallel translations along $\gamma$ in $M_{1}$ and in $M_{2}$ coincide. (Hint: If $T=\gamma^{\prime}(s)$ and $X$ is a vector field along $\gamma$, tangent to $M_{1}$ (hence to $M_{2}$ ), show that $\nabla_{T}^{M_{1}} X=$ $\nabla_{T}^{M_{2}} X$, using Corollary 4.2.)
4. Let $\mathcal{O}$ be the region in $S^{2} \subset \mathbb{R}^{3}$ consisting of points in $S^{2}$ of geodesic distance $<r$ from $p=(0,0,1)$, where $r \in(0, \pi)$ is given. Let $\gamma=\partial \mathcal{O}$. Construct a cone, with vertex at $(0,0, \sec r)$, tangent to $S^{2}$ along $\gamma$. Using this and Exercise 3, show that parallel translation over one circuit of $\gamma$ is given by

$$
\text { counterclockwise rotation by } \theta=2 \pi(1-\cos r) \text {. }
$$

(Hint: Flatten out the cone, as in Fig. 5.4. Notice that $\gamma$ has length $\ell=2 \pi \sin r$.) Compare this calculation with the result of (5.32), which in this context implies

$$
u(\ell)=\left[\exp i \int_{\mathcal{O}} K d V\right] u(0) .
$$

5. Let $\gamma:[a, b] \rightarrow \mathbb{R}^{3}$ be a smooth, closed curve, so $\gamma(a)=\gamma(b)$ and $\gamma^{\prime}(a)=\gamma^{\prime}(b)$. Assume $\gamma$ is parameterized by arc length, so $\gamma^{\prime}(t)=T(t)$ and $T:[a, b] \rightarrow S^{2}$; hence $T$ is a smooth, closed curve in $S^{2}$. Note that the normal space to $\gamma$ at $p=\gamma(t)$ is naturally identified with the tangent space to $S^{2}$ at $T(t)=q$ :

$$
v_{p}(\gamma)=T_{q} S^{2}
$$

a) Show that parallel translation along $\gamma$ of a section of the normal bundle $\nu(\gamma)$, with respect to the connection described in Exercise 3 of $\S 4$, coincides with parallel translation along the curve $T$ of vectors tangent to $S^{2}$. (Hint: Recall Exercise 3 of $\S 1$.)
b) Suppose the curvature $\kappa$ of $\gamma$ never vanishes, so the torsion $\tau$ is well defined, as in (4.62). Show that parallel translation once around $\gamma$ acts on $\nu_{p}(\gamma)$ by multiplication by

$$
\exp \left(-i \int_{\gamma} \tau(s) d s\right)
$$



Figure 5.4 Cone Tangent to a Sphere

Here we use the complex structure on $\nu_{p}(\gamma)$ given by $J N=B, J B=-N$. (Hint: Use (4.64).) Compare the results of parts $a$ and $b$.

## 6. The principal bundle picture

An important tool for understanding vector bundles is the notion of an underlying structure, namely that of a principal bundle. If $M$ is a manifold and $G$ a Lie group, then a principal $G$-bundle $P \xrightarrow{p} M$ is a locally trivial fibration with a $G$-action on $P$ such that $G$ acts on each fiber $P_{x}=p^{-1}(x)$ in a simply transitive fashion. An example is the frame bundle of an oriented Riemannian manifold $M, F(M) \rightarrow$ $M$, where $F_{x}(M)$ consists of the set of ordered oriented orthonormal bases of the tangent space $T_{x}$ to $M$ at $x$. If $n=\operatorname{dim} M$, this is a principal $\mathrm{SO}(n)$-bundle.

If $P \rightarrow M$ is a principal $G$-bundle, then associated to each representation $\pi$ of $G$ on a vector space $V$ is a vector bundle $E \rightarrow M$. The set $E$ is a quotient space of the Cartesian product $P \times V$, under the equivalence relation

$$
\begin{equation*}
(y, v) \sim\left(y \cdot g, \pi(g)^{-1} v\right), \quad g \in G . \tag{6.1}
\end{equation*}
$$

We have written the $G$-action on $P$ as a right action. One writes $E=P \times_{\pi} V$. The space of sections of $E$ is naturally isomorphic to a certain subspace of the space of $V$-valued functions on $P$ :

$$
\begin{equation*}
C^{\infty}(M, E) \approx\left\{u \in C^{\infty}(P, V): u(y \cdot g)=\pi(g)^{-1} u(y), g \in G\right\} \tag{6.2}
\end{equation*}
$$

We describe how this construction works for the frame bundle $F(M)$ of an oriented Riemannian manifold, which, as mentioned above, is a principal $\operatorname{SO}(n)-$ bundle. Thus, a point $y \in F_{x}(M)$ consists of an $n$-tuple $\left(e_{1}, \ldots, e_{n}\right)$, forming an ordered, oriented orthonormal basis of $T_{x} M$. If $g=\left(g_{j k}\right) \in \mathrm{SO}(n)$, the $G$-action is given by

$$
\begin{equation*}
\left(e_{1}, \ldots, e_{n}\right) \cdot g=\left(f_{1}, \ldots, f_{n}\right), \quad f_{j}=\sum_{\ell} g_{\ell j} e_{\ell} \tag{6.3}
\end{equation*}
$$

One can check that $\left(f_{1}, \ldots, f_{n}\right)$ is also an oriented orthonormal basis of $T_{x} M$ and that $(y \cdot g) \cdot g^{\prime}=y \cdot\left(g g^{\prime}\right)$, for $g, g^{\prime} \in \mathrm{SO}(n)$. If $\pi$ is the "standard" representation of $\operatorname{SO}(n)$ on $\mathbb{R}^{n}$, given by matrix multiplication, we claim that there is a natural identification

$$
\begin{equation*}
F(M) \times_{\pi} \mathbb{R}^{n} \approx T M \tag{6.4}
\end{equation*}
$$

In fact, if $y=\left(e_{1}, \ldots, e_{n}\right) \in F_{x}(M)$ and $v=\left(v_{1}, \ldots, v_{n}\right) \in \mathbb{R}^{n}$, the map (6.4) is defined by

$$
\begin{equation*}
(y, v) \mapsto \sum_{j} v_{j} e_{j} \in T_{x} M \tag{6.5}
\end{equation*}
$$

We need to show that this is constant on equivalence classes, as defined by (6.1), that is, for any $g \in \operatorname{SO}(n)$,

$$
\begin{equation*}
z=y \cdot g=\left(f_{1}, \ldots, f_{n}\right), \quad w=\pi(g)^{-1} v \Longrightarrow \sum w_{k} f_{k}=\sum v_{j} e_{j} \tag{6.6}
\end{equation*}
$$

In fact, setting $g^{-1}=h=\left(h_{j k}\right)$, we see that

$$
\begin{equation*}
\sum_{k} w_{k} f_{k}=\sum_{j, k, \ell} h_{k j} v_{j} g_{\ell k} e_{\ell}=\sum_{j, \ell} \delta_{\ell j} v_{j} e_{\ell} \tag{6.7}
\end{equation*}
$$

since

$$
\begin{equation*}
\sum_{k} g_{\ell k} h_{k j}=\delta_{\ell j} \tag{6.8}
\end{equation*}
$$

and this implies (6.6).
Connections are naturally described in terms of a geometrical structure on a principal bundle. This should be expected since, as we saw in $\S 1$, a connection on a vector bundle can be described in terms of a "connection 1-form" (1.14), depending on a choice of local frame for the vector bundle.

The geometrical structure giving a connection on a principal bundle $P \rightarrow M$ is the following. For each $y \in P$, the tangent space $T_{y} P$ contains the subspace $V_{y} P$ of vectors tangent to the fiber $p^{-1}(x), x=p(y)$. The space $V_{y} P$, called the "vertical space," is naturally isomorphic to the Lie algebra $\mathfrak{g}$ of $G$. A connection on $P$ is determined by a choice of complementary subspace, called a "horizontal space":

$$
\begin{equation*}
T_{y} P=V_{y} P \oplus H_{y} P \tag{6.9}
\end{equation*}
$$

with the $G$-invariance

$$
\begin{equation*}
g_{*}\left(H_{y} P\right)=H_{y \cdot g} P \tag{6.10}
\end{equation*}
$$

where $g_{*}: T_{y} P \rightarrow T_{y \cdot g} P$ is the natural derivative map.
Given this structure, a vector field $X$ on $M$ has a uniquely defined "lift" $\widetilde{X}$ to a vector field on $P$, such that $p_{*} \widetilde{X}_{y}=X_{x}(x=p(y))$ and $\widetilde{X}_{y} \in H_{y} P$ for each $y \in P$. Furthermore, if $E$ is a vector bundle determined by a representation of $G$ and $u \in C^{\infty}(M, V)$ corresponds to a section $v$ of $E$, the $V$-valued function $\widetilde{X} \cdot u$ corresponds to a section of $E$, which we denote $\nabla_{X} v ; \nabla$ is the covariant derivative on $E$ defined by the connection on $P$ just described. If $V$ has an inner product and $\pi$ is unitary, $E$ gets a natural metric and $\nabla$ is a metric connection on $E$.

If the $\pi_{j}$ are representations of $G$ on $V_{j}$, giving vector bundles $E_{j} \rightarrow M$ associated to a principal bundle $P \rightarrow M$ with connection, then $\pi_{1} \otimes \pi_{2}$ is a representation of $G$ on $V_{1} \otimes V_{2}$, and we have a vector bundle $E \rightarrow M, E=$ $E_{1} \otimes E_{2}$. The prescription above associating a connection to $E$ as well as to $E_{1}$ and $E_{2}$ agrees with the definition in (1.29) of a connection on a tensor product of two vector bundles. This follows simply from the derivation property of the vector field $\widetilde{X}$, acting as a first-order differential operator on functions on $P$.

The characterization (6.9)-(6.10) of a connection on a principal bundle $P \rightarrow M$ is equivalent to the following, in view of the natural isomorphism $V_{y} P \approx \mathfrak{g}$. The splitting (6.9) corresponds to a projection of $T_{y} P$ onto $V_{y} P$, hence to a linear map $T_{y} P \rightarrow \mathfrak{g}$, which gives the identification $V_{y} P \approx \mathfrak{g}$ on the linear subspace $V_{y} P$ of $T_{y} P$. This map can be regarded as a $\mathfrak{g}$-valued 1 -form $\xi$ on $P$, called the connection form, and the invariance property (6.10) is equivalent to

$$
\begin{equation*}
g^{*} \xi=A d_{g^{-1}} \xi, \quad g \in G \tag{6.11}
\end{equation*}
$$

where $g^{*} \xi$ denotes the pull-back of the form $\xi$, induced from the $G$-action on $P$.
The Levi-Civita connection on an oriented Riemannian manifold gives rise to a connection on the frame bundle $F(M) \rightarrow M$ in the following way. Fix $y \in$ $F(M), x=p(y)$. Recall that the point $y$ is an ordered (oriented) orthonormal basis $\left(e_{1}, \ldots, e_{n}\right)$ of the tangent space $T_{x} M$. The parallel transport of each $e_{j}$ along a curve $\gamma$ through $x$ thus gives a family of orthonormal bases for the tangent space to $M$ at $\gamma(t)$, hence a curve $\gamma^{\#}$ in $F(M)$ lying over $\gamma$. The tangent to $\gamma^{\#}$ at $y$ belongs to the horizontal space $H_{y} F(M)$, which in fact consists of all such tangent vectors as the curve $\gamma$ through $x$ is varied. This construction generalizes to other vector bundles $E \rightarrow M$ with connection $\nabla$. One can use the bundle of orthonormal frames for $E$ if $\nabla$ is a metric connection, or the bundle of general frames for a general connection.

Let us restate how a connection on a principal bundle gives rise to connections on associated vector bundles. Given a principal $G$-bundle $P \rightarrow M$, consider a local section $\sigma$ of $P$, over $U \subset M$. If we have a representation $\pi$ of $G$ on $V$, the associated vector bundle $E \rightarrow M$, and a section $u$ of $E$, then we have $u \circ \sigma$ : $U \rightarrow V$, using the identification (6.2). Given a connection on $P$, with connection 1-form $\xi$, we can characterize the covariant derivative induced on sections of $E$ by

$$
\begin{equation*}
\left(\nabla_{X} u\right) \circ \sigma=\mathcal{L}_{X}(u \circ \sigma)+\Gamma(X) u \circ \sigma, \tag{6.12}
\end{equation*}
$$

where $\mathcal{L}_{X}$ acts componentwise on $u \circ \sigma$, and

$$
\begin{equation*}
\Gamma(X)=(d \pi)\left(\xi_{y}(\widehat{X})\right), \quad y=\sigma(x), \quad \widehat{X}=D \sigma(x) X, \tag{6.13}
\end{equation*}
$$

$d \pi$ denoting the derived representation of $\mathfrak{g}$ on $V$. That (6.12) agrees with $\left(\mathcal{L}_{\widetilde{X}} u\right) \circ \sigma$ follows from the chain rule, the fact that $\widehat{X}-\widetilde{X}$ is vertical, and the fact that if $v \in T_{y} P$ is vertical, then, by (6.2), $\mathcal{L}_{v} u=-d \pi(\xi(v)) u$. Note the similarity of (6.12) to (1.7).

Recall the curvature $R(X, Y)$ of a connection $\nabla$ on a vector bundle $E \rightarrow M$, defined by the formula (1.10). In case $E=P \times_{\pi} V$, and $\nabla u$ is defined as above, we have (using the identification in (6.2))

$$
\begin{equation*}
R(X, Y) u=\mathcal{L}_{[\widetilde{X}, \widetilde{Y}]} u-\mathcal{L}_{[\widetilde{X, Y]}} u \tag{6.14}
\end{equation*}
$$

Alternatively, using (6.12) and (6.13), we see that the curvature of $\nabla$ is given by

$$
\begin{align*}
& R(X, Y) u \circ \sigma \\
& \quad=\left\{\mathcal{L}_{X} \Gamma(Y)-\mathcal{L}_{Y} \Gamma(X)+[\Gamma(X), \Gamma(Y)]-\Gamma([X, Y])\right\} u \circ \sigma . \tag{6.15}
\end{align*}
$$

This is similar to (1.13). Next we want to obtain a formula similar to (but more fundamental than) (1.15).

Fix $y \in P, x=p(y)$. It is convenient to calculate (6.15) at $x$ by picking the local section $\sigma$ to have the property that

$$
\begin{equation*}
D \sigma(x): T_{x} M \longrightarrow H_{y} P \tag{6.16}
\end{equation*}
$$

which is easily arranged. Then $\widehat{X}=\widetilde{X}$ at $y$, so $\Gamma(X)=0$ at $y$. Hence, at $x$,

$$
\begin{align*}
R(X, Y) u \circ \sigma & =\left\{\mathcal{L}_{X} \Gamma(Y)-\mathcal{L}_{Y} \Gamma(X)\right\} u \circ \sigma \\
& =(d \pi)\{\widehat{X} \cdot \xi(\widehat{Y})-\widehat{Y} \cdot \xi(\widehat{X})\} u \circ \sigma  \tag{6.17}\\
& =(d \pi)\left\{\left(d \sigma^{*} \xi\right)(X, Y)+\left(\sigma^{*} \xi\right)([X, Y])\right\} u \circ \sigma .
\end{align*}
$$

Of course, $\sigma^{*} \xi=0$ at $x$. Thus we see that

$$
\begin{equation*}
R(X, Y) u=(d \pi)\{(d \xi)(\widetilde{X}, \widetilde{Y})\} u \tag{6.18}
\end{equation*}
$$

at $y$, and hence everywhere on $P$. In other words,

$$
\begin{equation*}
R(X, Y)=(d \pi)(\Omega(\widetilde{X}, \widetilde{Y})) \tag{6.19}
\end{equation*}
$$

where $\Omega$ is the $\mathfrak{g}$-valued 2 -form on $P$ defined by

$$
\begin{equation*}
\Omega\left(X^{\#}, Y^{\#}\right)=(d \xi)\left(\varkappa X^{\#}, \varkappa Y^{\#}\right) \tag{6.20}
\end{equation*}
$$

for $X^{\#}, Y^{\#} \in T_{y} P$. Here, $\varkappa$ is the projection of $T_{y} P$ onto $H_{y} P$, with respect to the splitting (6.9). One calls $\Omega$ the curvature 2 -form of the connection $\xi$ on $P$.

If $V$ and $W$ are smooth vector fields on $P$, then

$$
\begin{equation*}
(d \xi)(V, W)=V \cdot \xi(W)-W \cdot \xi(V)-\xi([V, W]) \tag{6.21}
\end{equation*}
$$

In particular, if $V=\widetilde{X}, W=\widetilde{Y}$ are horizontal vector fields on $P$, then since $\xi(\widetilde{X})=\xi(\widetilde{Y})=0$, we have

$$
\begin{equation*}
(d \xi)(\widetilde{X}, \widetilde{Y})=-\xi([\widetilde{X}, \widetilde{Y}]) \tag{6.22}
\end{equation*}
$$

Hence, given $X^{\#}, Y^{\#} \in T_{y} P$, we have

$$
\begin{equation*}
\Omega\left(X^{\#}, Y^{\#}\right)=-\xi([\widetilde{X}, \widetilde{Y}]) \tag{6.23}
\end{equation*}
$$

$\stackrel{\text { where }}{\sim} \widetilde{X}$ and $\widetilde{Y}$ are any horizontal vector fields on $P$ such that $\widetilde{X}=\varkappa X^{\#}$ and $\widetilde{Y}=\varkappa Y^{\#}$ at $y \in P$. Since $\xi$ annihilates $[\widetilde{X}, \widetilde{Y}]$ if and only if it is horizontal, we see that $\Omega$ measures the failure of the bundle of horizontal spaces to be involutive.

It follows from Frobenius's theorem that, if $\Omega=0$ on $P$, there is an integral manifold $S \subset P$ such that, for each $y \in S, T_{y} S=H_{y} P$. Each translate $S \cdot g$ is also an integral manifold. We can use this family of integral manifolds to construct local sections $v_{1}, \ldots v_{K}$ of $E(K=\operatorname{dim} V)$, linearly independent at each point, such that $\nabla v_{j}=0$ for all $j$, given that $\Omega=0$. Thus we recover Proposition 1.2, in this setting.

The following important result is Cartan's formula for the curvature 2-form.
Theorem 6.1. We have

$$
\begin{equation*}
\Omega=d \xi+\frac{1}{2}[\xi, \xi] . \tag{6.24}
\end{equation*}
$$

The bracket $[\xi, \eta]$ of $\mathfrak{g}$-valued 1 -forms is defined as follows. Suppose, in local coordinates,

$$
\begin{equation*}
\xi=\sum \xi_{j} d x_{j}, \quad \eta=\sum \eta_{k} d x_{k}, \quad \xi_{j}, \quad \eta_{k} \in \mathfrak{g} \tag{6.25}
\end{equation*}
$$

Then we set

$$
\begin{equation*}
[\xi, \eta]=\sum_{j, k}\left[\xi_{j}, \eta_{k}\right] d x_{j} \wedge d x_{k}=\sum_{j<k}\left(\left[\xi_{j}, \eta_{k}\right]+\left[\eta_{j}, \xi_{k}\right]\right) d x_{j} \wedge d x_{k} \tag{6.26}
\end{equation*}
$$

which is a $\mathfrak{g}$-valued 2-form. Equivalently, if $U$ and $V$ are vector fields on $P$,

$$
\begin{equation*}
[\xi, \eta](U, V)=[\xi(U), \eta(V)]+[\eta(U), \xi(V)] \tag{6.27}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\frac{1}{2}[\xi, \xi](U, V)=[\xi(U), \xi(V)] \tag{6.28}
\end{equation*}
$$

Note that if $\pi$ is a representation of $G$ on a vector space $V$ and $d \pi$ the derived representation of $\mathfrak{g}$ on $V$, if we set $A_{j}=d \pi\left(\xi_{j}\right)$, then, for

$$
\begin{equation*}
d \pi(\xi)=\alpha=\sum A_{j} d x_{j} \tag{6.29}
\end{equation*}
$$

we have
(6.30)

$$
\alpha \wedge \alpha=\sum_{j, k} A_{j} A_{k} d x_{j} \wedge d x_{k}=\frac{1}{2} \sum_{j, k}\left(A_{j} A_{k}-A_{k} A_{j}\right) d x_{j} \wedge d x_{k}
$$

Hence

$$
\begin{equation*}
\alpha \wedge \alpha=\frac{1}{2}(d \pi)[\xi, \xi] . \tag{6.31}
\end{equation*}
$$

Thus we see the parallel between (6.24) and (1.15).
To prove (6.24), one evaluates each side on $\left(X^{\#}, Y^{\#}\right)$, for $X^{\#}, Y^{\#} \in T_{y} P$. We write $X^{\#}=\widetilde{X}+X_{v}$, with $\widetilde{X} \in H_{y} P, X_{v} \in V_{y} P$, and similarly write $Y^{\#}=\widetilde{Y}+Y_{v}$. It suffices to check the following four cases:

$$
\begin{equation*}
\Omega(\widetilde{X}, \widetilde{Y}), \quad \Omega\left(\widetilde{X}, Y_{v}\right), \quad \Omega\left(X_{v}, \widetilde{Y}\right), \quad \Omega\left(X_{v}, Y_{v}\right) \tag{6.32}
\end{equation*}
$$

Without loss of generality, one can assume that $\widetilde{X}$ and $\widetilde{Y}$ are horizontal lifts of vector fields on $M$ and that $\xi\left(X_{v}\right)$ and $\xi\left(Y_{v}\right)$ are constant $\mathfrak{g}$-valued functions on $P$. By (6.20) and (6.28), we have

$$
\begin{equation*}
\Omega(\widetilde{X}, \widetilde{Y})=(d \xi)(\widetilde{X}, \widetilde{Y}), \quad \frac{1}{2}[\xi, \xi](\widetilde{X}, \widetilde{Y})=[\xi(\widetilde{X}), \xi(\widetilde{Y})]=0 \tag{6.33}
\end{equation*}
$$

so (6.24) holds in this case. Next, clearly

$$
\begin{equation*}
\Omega\left(\widetilde{X}, Y_{v}\right)=0, \quad\left[\xi(\widetilde{X}), \xi\left(Y_{v}\right)\right]=0 \tag{6.34}
\end{equation*}
$$

while

$$
\begin{equation*}
d \xi\left(\widetilde{X}, Y_{v}\right)=\widetilde{X} \cdot \xi\left(Y_{v}\right)-Y_{v} \cdot \xi(\widetilde{X})-\xi\left(\left[\widetilde{X}, Y_{v}\right]\right) \tag{6.35}
\end{equation*}
$$

Now, having arranged that $\xi\left(Y_{v}\right)$ be a constant $\mathfrak{g}$-valued function on $P$, we have that $\widetilde{X} \cdot \xi\left(Y_{v}\right)=0$. Of course, $Y_{v} \cdot \xi(\widetilde{X})=0$. Also, $\left[\widetilde{X}, Y_{v}\right]=-\mathcal{L}_{Y_{v}} \widetilde{X}$ is horizontal, by (6.10), so $\xi\left(\left[\widetilde{X}, Y_{v}\right]\right)=0$. This verifies (6.24) when both sides act on $\left(\widetilde{X}, Y_{v}\right)$, and similarly we have (6.24) when both sides act on $\left(X_{v}, \widetilde{Y}\right)$. We consider the final case. Clearly,

$$
\begin{equation*}
\Omega\left(X_{v}, Y_{v}\right)=0 \tag{6.36}
\end{equation*}
$$

while

$$
\begin{equation*}
d \xi\left(X_{v}, Y_{v}\right)=X_{v} \cdot \xi\left(Y_{v}\right)-Y_{v} \cdot \xi\left(X_{v}\right)-\xi\left(\left[X_{v}, Y_{v}\right]\right)=-\xi\left(\left[X_{v}, Y_{v}\right]\right) \tag{6.37}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{2}[\xi, \xi]\left(X_{v}, Y_{v}\right)=\left[\xi\left(X_{v}\right), \xi\left(Y_{v}\right)\right]=\xi\left(\left[X_{v}, Y_{v}\right]\right) \tag{6.38}
\end{equation*}
$$

so (6.24) is verified in this last case, and Theorem 6.1 is proved.

We next obtain a form of the Bianchi identity that will play an important role in the next section. Compare with (1.40) and (2.13).

## Proposition 6.2. We have

$$
\begin{equation*}
d \Omega=[\Omega, \xi] \tag{6.39}
\end{equation*}
$$

Here, if $\Omega=\sum \Omega_{j k} d x_{j} \wedge d x_{k}$ in local coordinates, we set

$$
\begin{align*}
{[\Omega, \xi] } & =\sum_{j, k, \ell}\left[\Omega_{j k}, \xi_{\ell}\right] d x_{j} \wedge d x_{k} \wedge d x_{\ell}  \tag{6.40}\\
& =-\sum_{j, k, \ell}\left[\xi_{\ell}, \Omega_{j k}\right] d x_{\ell} \wedge d x_{j} \wedge d x_{k}=-[\xi, \Omega]
\end{align*}
$$

To get (6.39), apply $d$ to (6.24), obtaining (since $d d \xi=0$ )

$$
\begin{equation*}
d \Omega=\frac{1}{2}[d \xi, \xi]-\frac{1}{2}[\xi, d \xi]=[d \xi, \xi] \tag{6.41}
\end{equation*}
$$

which differs from $[\Omega, \xi]$ by $(1 / 2)[[\xi, \xi], \xi]$. We have

$$
\begin{equation*}
[[\xi, \xi], \xi]=\sum_{j, k, \ell}\left[\left[\xi_{j}, \xi_{k}\right], \xi_{\ell}\right] d x_{j} \wedge d x_{k} \wedge d x_{\ell} \tag{6.42}
\end{equation*}
$$

Now cyclic permutations of $(j, k, \ell)$ leave $d x_{j} \wedge d x_{k} \wedge d x_{\ell}$ invariant, so we can replace $\left[\left[\xi_{j}, \xi_{k}\right], \xi_{\ell}\right]$ in (6.42) by the average over cyclic permutations of $(j, k, \ell)$. However, Jacobi's identity for a Lie algebra is

$$
\left[\left[\xi_{j}, \xi_{k}\right], \xi_{\ell}\right]+\left[\left[\xi_{k}, \xi_{\ell}\right], \xi_{j}\right]+\left[\left[\xi_{\ell}, \xi_{j}\right], \xi_{k}\right]=0
$$

so $[[\xi, \xi], \xi]=0$, and we have (6.39).

## Exercises

1. Let $P \xrightarrow{p} M$ be a principal $G$-bundle with connection, where $M$ is a Riemannian manifold. Pick an inner product on $\mathfrak{g}$. For $y \in P$, define an inner product on $T_{y} P=$ $V_{y} P \oplus H_{y} P$ so that if $Z \in T_{y} P$ has decomposition $Z=Z_{v}+Z_{h}$, then

$$
\|Z\|^{2}=\left\|\xi\left(Z_{v}\right)\right\|^{2}+\left\|D p(y) Z_{h}\right\|^{2}
$$

Show that this is a $G$-invariant Riemannian metric on $P$.
2. Conversely, if $P \xrightarrow{p} M$ is a principal $G$-bundle, and if $P$ has a $G$-invariant Riemannian metric, show that this determines a connection on $P$, by declaring that, for each $y \in P$, $H_{y} P$ is the orthogonal complement of $V_{y} P$.
3. A choice of section $\sigma$ of $P$ over an open set $U \subset M$ produces an isomorphism

$$
\begin{equation*}
j_{\sigma}: C^{\infty}(U, E) \longrightarrow C^{\infty}(U, V) \tag{6.43}
\end{equation*}
$$

If $\tilde{\sigma}$ is another section, there is a smooth function $g: U \rightarrow G$ such that

$$
\begin{equation*}
\tilde{\sigma}(x)=\sigma(x) \cdot g(x), \quad \forall x \in U . \tag{6.44}
\end{equation*}
$$

Show that

$$
\begin{equation*}
j_{\tilde{\sigma}} \circ j_{\sigma}^{-1} v(x)=\pi(g(x))^{-1} v(x) . \tag{6.45}
\end{equation*}
$$

4. According to (6.12), if $u \in C^{\infty}(U, E)$ and $v=j_{\sigma} u, \tilde{v}=j_{\tilde{\sigma}} u$, we have

$$
\begin{equation*}
\left(\nabla_{X} u\right) \circ \sigma=X \cdot v+\Gamma(X) v, \quad\left(\nabla_{X} u\right) \circ \tilde{\sigma}=X \cdot \tilde{v}+\widetilde{\Gamma}(X) \tilde{v} \tag{6.46}
\end{equation*}
$$

Show that

$$
\begin{equation*}
\widetilde{\Gamma}(X)=\pi(g(x))^{-1} \Gamma(X) \pi(g(x))+d \pi\left(D \lambda_{g(x)}(g(x)) \circ D g(x) X\right) \tag{6.47}
\end{equation*}
$$

where $D g(x) X \in T_{g(x)} G, \lambda_{g}(h)=g^{-1} h, D \lambda_{g}(g): T_{g} G \rightarrow T_{e} G \approx \mathfrak{g}$. Compare with (1.41). (Hint: Make use of (6.11), plus the identity $(d \pi)\left(A d_{g-1} A\right)=$ $\left.\pi(g)^{-1} d \pi(A) \pi(g), A \in \mathfrak{g}.\right)$
5. Show that, for $X, Y$ vector fields on $M, \Omega(\widetilde{X}, \widetilde{Y})$ satisfies

$$
\begin{equation*}
\Omega(\widetilde{X}, \widetilde{Y})(y \cdot g)=\operatorname{Ad}(g)^{-1} \Omega(\widetilde{X}, \widetilde{Y}) \tag{6.48}
\end{equation*}
$$

Deduce that setting

$$
\begin{equation*}
\Omega^{b}(X, Y)=\Omega(\widetilde{X}, \widetilde{Y}) \tag{6.49}
\end{equation*}
$$

defines $\Omega^{b}$ as a section of $\Lambda^{2} T^{*} \otimes(\operatorname{Ad} P)$, where Ad $P$ is the vector bundle

$$
\begin{equation*}
\operatorname{Ad} P=P \times_{\mathrm{Ad}} \mathfrak{g} \tag{6.50}
\end{equation*}
$$

6. If $\xi_{0}$ and $\xi_{1}$ are connection 1-forms on $P \rightarrow M$, show that $t \xi_{1}+(1-t) \xi_{0}$ is also, for any $t \in \mathbb{R}$. (Hint: If $P_{0}$ and $P_{1}$ are projections, show that $t P_{1}+(1-t) P_{0}$ is also a projection, provided that $P_{0}$ and $P_{1}$ have the same range.)
7. Let $\xi_{0}$ and $\xi_{1}$ be two connection 1-forms for $P \rightarrow M$, and let $\nabla$ be an arbitrary third connection on $P$. Consider

$$
\begin{equation*}
\alpha=\xi_{1}-\xi_{0} \tag{6.51}
\end{equation*}
$$

If $X$ is a vector field on $M$ and $\widetilde{X}$ the horizontal lift determined by $\nabla$, show that

$$
\begin{equation*}
\alpha^{b}(X)=\alpha(\widetilde{X}) \tag{6.52}
\end{equation*}
$$

defines $\alpha^{b}$ as an element of $C^{\infty}\left(M, \Lambda^{1} T^{*} \otimes \operatorname{Ad} P\right)$. Show that $\alpha^{b}$ is independent of the choice of $\nabla$.
8. In the setting of Exercise 7, if $\Omega_{j}$ are the curvatures of the connection 1-forms $\xi_{j}$, show that

$$
\begin{equation*}
\Omega_{1}-\Omega_{0}=d \alpha+\left[\alpha, \xi_{0}\right]+\frac{1}{2}[\alpha, \alpha] . \tag{6.53}
\end{equation*}
$$

Compare with (2.17) and (3.62). If $d^{\nabla} \alpha^{b}$ is the (Ad $\left.P\right)$-valued 2-form defined as in $\S 2$, via the connection $\xi_{0}$, relate $d^{\nabla} \alpha^{b}$ to $d \alpha+\left[\alpha, \xi_{0}\right]$.

## 7. The Chern-Weil construction

Let $P \rightarrow M$ be a principal $G$-bundle, endowed with a connection, as in $\S 6$. Let $\Omega$ be its curvature form, a $\mathfrak{g}$-valued 2 -form on $P$; equivalently, there is the Ad $P$-valued 2 -form $\Omega^{b}$ on $M$. The Chern-Weil construction gives closed differential forms on $M$, whose cohomology classes are independent of the choice of connection on $P$. These "characteristic classes" are described as follows.

A function $f: \mathfrak{g} \rightarrow \mathbb{C}$ is called "invariant" if

$$
\begin{equation*}
f(\operatorname{Ad}(g) X)=f(X), \quad X \in \mathfrak{g}, \quad g \in G \tag{7.1}
\end{equation*}
$$

Denote by $\mathcal{I}_{k}$ the set of polynomials $p: \mathfrak{g} \rightarrow \mathbb{C}$ which are invariant and homogeneous of degree $k$. If $p \in \mathcal{I}_{k}$, there is associated an Ad-invariant $k$-linear function $P$ on $\mathfrak{g}$, called the polarization of $p$, given by

$$
\begin{equation*}
P\left(Y_{1}, \ldots, Y_{k}\right)=\frac{1}{k!} \frac{\partial^{k}}{\partial t_{1} \cdots \partial t_{k}} p\left(t_{1} Y_{1}+\cdots+t_{k} Y_{k}\right), \tag{7.2}
\end{equation*}
$$

such that $p(X)=P(X, \ldots, X)$. Into the entries of $P$ we can plug copies of $\Omega$, or of $\Omega^{b}$, to get $2 k$-forms

$$
\begin{equation*}
p(\Omega)=P(\Omega, \ldots, \Omega) \in \Lambda^{2 k} P \tag{7.3}
\end{equation*}
$$

and

$$
\begin{equation*}
p\left(\Omega^{b}\right)=P\left(\Omega^{b}, \ldots, \Omega^{b}\right) \in \Lambda^{2 k} M . \tag{7.4}
\end{equation*}
$$

Note that if $\pi: P \rightarrow M$ is the projection, then

$$
\begin{equation*}
p(\Omega)=\pi^{*} p\left(\Omega^{b}\right) \tag{7.5}
\end{equation*}
$$

we say $p(\Omega)$, a form on $P$, is "basic," namely, the pull-back of a form on $M$. The following two propositions summarize the major basic results about these forms.

Proposition 7.1. For any connection $\nabla$ on $P \rightarrow M, p \in \mathcal{I}_{k}$, the forms $p(\Omega)$ and $p\left(\Omega^{b}\right)$ are closed. Hence $p\left(\Omega^{b}\right)$ represents a deRham cohomology class

$$
\begin{equation*}
\left[p\left(\Omega^{b}\right)\right] \in \mathcal{H}^{2 k}(M, \mathbb{C}) \tag{7.6}
\end{equation*}
$$

If $q \in \mathcal{I}_{j}$, then $p q \in \mathcal{I}_{j+k}$ and $(p q)(\Omega)=p(\Omega) \wedge q(\Omega)$. Furthermore, if $f: N \rightarrow M$ is smooth and $\nabla_{f}$ the connection on $f^{*} P$ pulled back from $\nabla$ on $P$, which has curvature $\Omega_{f}=f^{*} \Omega$, then

$$
\begin{equation*}
p\left(\Omega_{f}^{b}\right)=f^{*} p\left(\Omega^{b}\right) \tag{7.7}
\end{equation*}
$$

Proposition 7.2. The cohomology class (7.6) is independent of the connection on $P$, so it depends only on the bundle.

The map $\mathcal{I}_{*} \rightarrow \mathcal{H}^{2 *}(M, \mathbb{C})$ is called the Chern-Weil homomorphism. We first prove that $d p(\Omega)=0$ on $P$, the rest of Proposition 7.1 being fairly straightforward. If we differentiate with respect to $t$ at $t=0$ the identity

$$
\begin{equation*}
P(\operatorname{Ad}(\operatorname{Exp} t Y) X, \ldots, \operatorname{Ad}(\operatorname{Exp} t Y) X)=p(X) \tag{7.8}
\end{equation*}
$$

we get

$$
\begin{equation*}
\sum P(X, \ldots,[Y, X], \ldots, X)=0 \tag{7.9}
\end{equation*}
$$

Into this we can substitute the curvature form $\Omega$ for $X$ and the connection form $\xi$ for $Y$, to get

$$
\begin{equation*}
\sum P(\Omega, \ldots,[\xi, \Omega], \ldots, \Omega)=0 \tag{7.10}
\end{equation*}
$$

Now the Bianchi identity $d \Omega=-[\xi, \Omega]$ obtained in (6.8) shows that (7.10) is equivalent to $d p(\Omega)=0$ on $P$. Since $\pi^{*}: \Lambda^{j} M \rightarrow \Lambda^{j} P$ is injective and (7.5) holds, we also have $d p\left(\Omega^{b}\right)=0$ on $M$, and Proposition 7.1 is proved.

The proof of Proposition 7.2 is conveniently established via the following result, which also has further uses.

Lemma 7.3. Let $\xi_{0}$ and $\xi_{1}$ be any $\mathfrak{g}$-valued 1 -forms on $P$ (or any manifold). Set $\alpha=\xi_{1}-\xi_{0}, \xi_{t}=\xi_{0}+t \alpha$, and $\Omega_{t}=d \xi_{t}+(1 / 2)\left[\xi_{t}, \xi_{t}\right]$. Given $p \in \mathcal{I}_{k}$, we have

$$
\begin{equation*}
p\left(\Omega_{1}\right)-p\left(\Omega_{0}\right)=k d\left[\int_{0}^{1} P\left(\alpha, \Omega_{t}, \ldots, \Omega_{t}\right) d t\right] \tag{7.11}
\end{equation*}
$$

Proof. Since $(d / d t) \Omega_{t}=d \alpha+\left[\xi_{t}, \alpha\right]$, we have

$$
\begin{equation*}
\frac{d}{d t} p\left(\Omega_{t}\right)=k P\left(d \alpha+\left[\xi_{t}, \alpha\right], \Omega_{t}, \ldots, \Omega_{t}\right) \tag{7.12}
\end{equation*}
$$

It suffices to prove that the right side of (7.12) equals $k d P\left(\alpha, \Omega_{t}, \ldots, \Omega_{t}\right)$. This follows by the "Bianchi" identity $d \Omega_{t}=-\left[\xi_{t}, \Omega_{t}\right]$ and the same sort of arguments used in the proof of Proposition 7.1. Instead of (7.8), one starts with

$$
P(\operatorname{Ad}(\operatorname{Exp} t Y) Z, \operatorname{Ad}(\operatorname{Exp} t Y) X, \ldots, \operatorname{Ad}(\operatorname{Exp} t Y) X)=P(Z, X, \ldots, X)
$$

To apply this to Proposition 7.2 , let $\xi_{0}$ and $\xi_{1}$ be the connection forms associated to two connections on $P \rightarrow M$, so $\Omega_{0}$ and $\Omega_{1}$ are their curvature forms. Note that each $\xi_{t}$ defines a connection form on $P$, with curvature form $\Omega_{t}$. Furthermore, $\alpha=\xi_{1}-\xi_{0}$, acting on $X^{\#} \in T_{y} P$, depends only on $\pi_{*} X^{\#} \in T_{x} M$ and gives rise to an $\operatorname{Ad} P$-valued 1-form $\alpha^{b}$ on $M$. Thus the right side of (7.11) is the pull-back via $\pi^{*}$ of the $(2 k-1)$-form

$$
\begin{equation*}
k d\left[\int_{0}^{1} P\left(\alpha^{b}, \Omega_{t}^{b}, \ldots, \Omega_{t}^{b}\right) d t\right] \tag{7.13}
\end{equation*}
$$

on $M$, which yields Proposition 7.2.
We can also apply Lemma 7.3 to $\xi_{1}=\xi$, a connection 1-form, and $\xi_{0}=0$. Then $\xi_{t}=t \xi$; denote $d \xi_{t}+(1 / 2)\left[\xi_{t}, \xi_{t}\right]$ by $\Phi_{t}$. We have the $(2 k-1)$-form on $P$ called the transgressed form:

$$
\begin{equation*}
T p(\Omega)=k \int_{0}^{1} P\left(\xi, \Phi_{t}, \ldots, \Phi_{t}\right) d t \tag{7.14}
\end{equation*}
$$

with

$$
\begin{equation*}
\Phi_{t}=t d \xi+\frac{1}{2} t^{2}[\xi, \xi] . \tag{7.15}
\end{equation*}
$$

Then Lemma 7.3 gives

$$
\begin{equation*}
P(\Omega)=d T p(\Omega) \tag{7.16}
\end{equation*}
$$

that is, $p(\Omega)$ is an exact form on $P$, not merely a closed form. On the other hand, as opposed to $p(\Omega)$ itself, $T p(\Omega)$ is not necessarily a basic form, that is, the pullback of a form on $M$. In fact, $p\left(\Omega^{b}\right)$ is not necessarily an exact form on $M$; typically it determines a nontrivial cohomology class on $M$. Transgressed forms play an important role in Chern-Weil theory.

The Levi-Civita connection on an oriented Riemannian manifold of dimension 2 can be equated with a connection on the associated principal $S^{1}$-bundle. If we identify $S^{1}$ with the unit circle in $\mathbb{C}$, its Lie algebra is naturally identified with $i \mathbb{R}$, and this identification provides an element of $\mathcal{I}_{1}$, unique up to a constant multiple. This is of course a constant times the product of the Gauss curvature and the volume form, and the invariance of Proposition 7.2 recovers the independence (5.26) of the integrated curvature from the metric used on a Riemannian manifold of dimension 2. More generally, for any complex line bundle $L$ over $M$, a manifold of any dimension, $L$ can be associated to a principal $S^{1}$-bundle, and the Chern-Weil construction produces the class $[\Omega] \in \mathcal{H}^{2}(M, \mathbb{C})$. The class $c_{1}(L)=-(1 / 2 \pi i)[\Omega] \in \mathcal{H}^{2}(M, \mathbb{C})$ is called the first Chern class of the line bundle $L$. In this case, the connection 1-form on $P$ can be identified with an ordinary (complex-valued) 1-form, and it is precisely the transgressed form (7.14).

Note that if $\operatorname{dim} M=2$, then (5.39) says that

$$
c_{1}(L)[M]=\operatorname{Index} X,
$$

for any nonvanishing section $X$ of $L$ over $M \backslash\left\{p_{1}, \ldots, p_{K}\right\}$.
For general $G$, there may be no nontrivial elements of $\mathcal{I}_{1}$. In fact, if $p: \mathfrak{g} \rightarrow \mathbb{R}$ is a nonzero linear form, $V=\operatorname{ker} p$ is a linear subspace of $\mathfrak{g}$ of codimension 1, which is Ad $G$-invariant if $p \in \mathcal{I}_{1}$. This means $V$ is an ideal: $[V, \mathfrak{g}] \subset V$. Thus
there are no nontrivial elements of $\mathcal{I}_{1}$ unless $\mathfrak{g}$ has an ideal of codimension 1 . In particular, if $\mathfrak{g}$ is semisimple, $\mathcal{I}_{1}=0$.

When $G$ is compact, there are always nontrivial elements of $\mathcal{I}_{2}$, namely, Adinvariant quadratic forms on $\mathfrak{g}$. In fact, any bi-invariant metric tensor on $G$ gives a positive-definite element of $\mathcal{I}_{2}$. Applying the Chern-Weil construction in this case then gives cohomology classes in $\mathcal{H}^{4}(M, \mathbb{C})$.

One way of obtaining elements of $\mathcal{I}_{k}$ is the following. Let $\pi$ be a representation of $G$ on a vector space $V_{\pi}$, and set

$$
\begin{equation*}
p_{\pi k}(X)=\operatorname{Tr} \Lambda^{k} d \pi(X), \quad X \in \mathfrak{g}, \tag{7.17}
\end{equation*}
$$

where $d \pi(X)$ denotes the representation of $\mathfrak{g}$ on $V_{\pi}$. In connection with this, note that

$$
\begin{equation*}
\operatorname{det}(\lambda I+d \pi(X))=\sum_{j=0}^{M} \lambda^{M-j} \operatorname{Tr} \Lambda^{j} d \pi(X), \quad M=\operatorname{dim} V_{\pi} . \tag{7.18}
\end{equation*}
$$

If $P \rightarrow M$ is a principal $\mathrm{U}(n)$-bundle or $\mathrm{Gl}(n, \mathbb{C})$-bundle, and $\pi$ the standard representation on $\mathbb{C}^{n}$, then consider

$$
\begin{equation*}
\operatorname{det}\left(\lambda-\frac{1}{2 \pi i} \Omega\right)=\sum_{k=0}^{n} c_{k}(\Omega) \lambda^{n-k} \tag{7.19}
\end{equation*}
$$

The classes $\left[c_{k}(\Omega)\right] \in \mathcal{H}^{2 k}(M, \mathbb{C})$ are the Chern classes of $P$. If $E \rightarrow M$ is the associated vector bundle, arising via the standard representation $\pi$, we also call this the $k$ th Chern class of $E$ :

$$
\begin{equation*}
c_{k}(E)=\left[c_{k}(\Omega)\right] \in \mathcal{H}^{2 k}(M, \mathbb{C}) \tag{7.20}
\end{equation*}
$$

The object

$$
\begin{equation*}
c(E)=\sum c_{k}(E) \in \bigoplus_{k=0}^{n} \mathcal{H}^{2 k}(M, \mathbb{C}) \tag{7.21}
\end{equation*}
$$

is called the total Chern class of such a vector bundle.
If $P \rightarrow M$ is a principal $\mathrm{O}(n)$-bundle, and $\pi$ the standard representation on $\mathbb{R}^{n}$, then consider

$$
\begin{equation*}
\operatorname{det}\left(\lambda-\frac{1}{2 \pi} \Omega\right)=\sum_{k=0}^{n} d_{k}(\Omega) \lambda^{n-k} \tag{7.22}
\end{equation*}
$$

The polynomials $d_{k}(\Omega)$ vanish for $k$ odd, since $\Omega^{t}=-\Omega$, and one obtains Pontrjagin classes:

$$
\begin{equation*}
p_{k}(\Omega)=d_{2 k}(\Omega) \in \mathcal{H}^{4 k}(M, \mathbb{R}) \tag{7.23}
\end{equation*}
$$

If $F \rightarrow M$ is the associated vector bundle, arising from the standard representation $\pi$, then $p_{k}(F)$ is defined to be (7.23).

## Exercises

1. If $E$ and $F$ are complex vector bundles over $M$, we can form $E \oplus F \rightarrow M$. Show that

$$
c(E \oplus F)=c(E) \wedge c(F)
$$

where $c(E)$ is the total Chern class given by (7.21), that is,

$$
c(E)=\operatorname{det}\left(I-\frac{1}{2 \pi i} \Omega\right) \in \mathcal{H}^{\operatorname{even}}(M, \mathbb{C})
$$

for a curvature 2-form arising from a connection on $M$.
2. Define the Chern character of a complex vector bundle $E \rightarrow M$ as the cohomology class $\operatorname{Ch}(E) \in \mathcal{H}^{\text {even }}(M, \mathbb{C})$ of

$$
\operatorname{Ch}(\Omega)=\operatorname{Tr} e^{-\Omega / 2 \pi i}
$$

writing $\operatorname{Tr} e^{-\Omega / 2 \pi i} \in \bigoplus_{k \geq 0} \Lambda^{2 k} P$ via the power-series expansion of the exponential function. Show that

$$
\begin{aligned}
& \mathrm{Ch}(E \oplus F)=\mathrm{Ch}(E)+\mathrm{Ch}(F), \\
& \mathrm{Ch}(E \otimes F)=\mathrm{Ch}(E) \wedge \operatorname{Ch}(F)
\end{aligned}
$$

in $\mathcal{H}^{\text {even }}(M, \mathbb{C})$.
3. If $F \rightarrow M$ is a real vector bundle and $E=F \otimes \mathbb{C}$ is its complexification, show that

$$
p_{j}(F)=(-1)^{j} c_{2 j}(E) .
$$

4. Using $\operatorname{so}(4) \approx \operatorname{so}(3) \oplus \operatorname{so}(3)$, construct two different characteristic classes in $\mathcal{H}^{4}(M, \mathbb{C})$, when $M$ is a compact, oriented, four-dimensional manifold.

## 8. The Chern-Gauss-Bonnet theorem

Our goal in this section is to generalize the Gauss-Bonnet formula (5.1), producing a characteristic class derived from the curvature tensor $\Omega$ of a Riemannian metric on a compact, oriented manifold $M$, say $e(\Omega) \in \Lambda^{n}(M)$, such that

$$
\begin{equation*}
\int_{M} e(\Omega)=\chi(M) \tag{8.1}
\end{equation*}
$$

the right side being the Euler characteristic of $M$.
A clue to obtaining $e(\Omega)$ comes from the higher-dimensional generalization of the index formula (5.47), namely,

$$
\begin{equation*}
\operatorname{Index}(X)=\chi(M) \tag{8.2}
\end{equation*}
$$

valid for any vector field $X$ on $M$ with isolated critical points. The relation between these two when $\operatorname{dim} M=2$ is noted at the end of $\S 5$. It arises from the relation between $\operatorname{Index}(X)$ and the degree of the Gauss map.

Indeed, let $M$ be a compact, $n$-dimensional submanifold of $\mathbb{R}^{n+k}, X$ a (tangent) vector field on $M$ with a finite number of critical points, and $\overline{\mathcal{T}}$ a small tubular neighborhood of $M$. By Corollary 20.5 of Chap. 1, we know that if $N: \partial \mathcal{T} \rightarrow S^{n+k-1}$ denotes the Gauss map on $\partial \mathcal{T}$, formed by the outwardpointing normals, then

$$
\begin{equation*}
\operatorname{Index}(X)=\operatorname{Deg}(N) \tag{8.3}
\end{equation*}
$$

As noted at the end of $\S 5$ of this chapter, if $M$ is a surface in $\mathbb{R}^{3}$, with Gauss $\operatorname{map} N_{M}$, then $\operatorname{Deg}\left(N_{M}\right)=(1 / 4 \pi) \int_{M} K d V$, where $K$ is the Gauss curvature of $M$, with its induced metric. If $\mathcal{T}$ is a small tubular neighborhood of $M$ in this case, then $\partial \mathcal{T}$ is diffeomorphic to two oppositely oriented copies of $M$, with approximately the same metric tensor. The outer component of $\partial \mathcal{T}$ has Gauss map approximately equal to $N_{M}$, and the inner component has Gauss map approximately equal to $-N_{M}$. From this we see that (8.2) and (8.3) imply (8.1) with $e(\Omega)=(1 / 2 \pi) K d V$ in this case.

We make a further comment on the relation between (8.2) and (8.3). Note that the right side of (8.3) is independent of the choice of $X$. Thus, any two vector fields on $M$ with only isolated critical points, have the same index. Suppose $M$ has a triangulation $\tau$ into $n$-simplices. There is a construction of a vector field $X_{\tau}$, illustrated in Fig. 5.3 for $n=$ 2, with the property that $X_{\tau}$ has a critical point at each vertex, of index +1 , and a critical point in the middle of each $j$-simplex in $\tau$, of index $(-1)^{j}$, so that

$$
\begin{equation*}
\operatorname{Index}\left(X_{\tau}\right)=\sum_{j=0}^{n}(-1)^{j} v_{j}(M) \tag{8.4}
\end{equation*}
$$

where $v_{j}(M)$ is the number of $j$-simplices in the triangulation $\tau$ of $M$. We leave the construction of $X_{\tau}$ in higher dimensions as an exercise.

A proof that any smooth, paracompact manifold $M$ is triangulable is given in [Wh]. There it is shown that if you imbed $M$ smoothly in $\mathbb{R}^{N}$, produce a fine triangulation of $\mathbb{R}^{N}$, and then perhaps jiggle the imbedding a bit, the intersection provides a triangulation of $M$.

Now, in view of the invariance of $\operatorname{Index}(X)$, it follows that the right side of (8.4) is independent of the triangulation of $M$. Also, if $M$ has a more general cell decomposition, we can form the sum on the right side of (8.4), where $v_{j}$ stands for the number of $j$-dimensional cells in $M$. Each cell can be divided into simplices in such a way that a triangulation is obtained, and the sum on the right side of (8.4) is unchanged under such a refinement. This alternating sum is one definition of the Euler characteristic, but as we have used another definition in $\S \S 8$ and 9 of Chap. 5, namely

$$
\begin{equation*}
\chi(M)=\sum_{j=0}^{n}(-1)^{j} \operatorname{dim} \mathcal{H}^{j}(M), \tag{8.5}
\end{equation*}
$$

we will temporarily denote the right side of (8.4) by $\chi_{c}(M)$.
Now we tackle the question of representing (8.3) as an integrated curvature, to produce (8.1). We begin with the case when $M$ is a compact hypersurface in $\mathbb{R}^{n+1}$. In that case we have, by (4.66),

$$
\begin{equation*}
\operatorname{Deg}(N)=\frac{2}{A_{n}} \int_{M}\left(\operatorname{det} A_{N}\right) d V, \text { for } n \text { even, } \tag{8.6}
\end{equation*}
$$

where $A_{n}$ is the area of $S^{n}$ and $A_{N}: T_{p} M \rightarrow T_{p} M$ is the Weingarten map. The factor 2 arises because $\partial \mathcal{T}$ consists of two copies of $M$. We can express det $A_{N}$ directly in terms of the Riemann curvature tensor $R_{j k \ell m}$ of $M$, using Gauss' Theorema Egregium.

In fact, with respect to an oriented orthonormal basis $\left\{e_{j}\right\}$ of $T_{p} M$, the matrix of $A_{N}$ has entries $A_{j k}=\widetilde{I I}\left(e_{j}, e_{k}\right)$, and by (4.14),

$$
R_{j k \ell m}=\left\langle R\left(e_{\ell}, e_{m}\right) e_{k}, e_{j}\right\rangle=\operatorname{det}\left(\begin{array}{cc}
A_{m k} & A_{m j}  \tag{8.7}\\
A_{\ell k} & A_{\ell j}
\end{array}\right) .
$$

In other words, the curvature tensor captures the action of $\Lambda^{2} A_{N}$ on $\Lambda^{2} T_{p} M$. If $n=2 k$ is even, we can then express $\operatorname{det} A_{N}$ as a polynomial in the components $R_{j k \ell m}$, using

$$
\begin{align*}
\left(\operatorname{det} A_{N}\right) e_{1} \wedge \cdots \wedge e_{n} & =\left(\Lambda^{n} A_{N}\right)\left(e_{1} \wedge \cdots \wedge e_{n}\right)  \tag{8.8}\\
& =\left(A e_{1} \wedge A e_{2}\right) \wedge \cdots \wedge\left(A e_{n-1} \wedge A e_{n}\right)
\end{align*}
$$

Now, by (8.7),

$$
\begin{equation*}
A e_{j} \wedge A e_{k}=\frac{1}{2} \sum R_{\ell m j k} e_{\ell} \wedge e_{m} \tag{8.9}
\end{equation*}
$$

Replacing $(1, \ldots, n)$ in (8.8) with all its permutations and summing, we obtain

$$
\begin{equation*}
\operatorname{det} A_{N}=\frac{1}{2^{n / 2} n!} \sum_{j, k}(\operatorname{sgn} j)(\operatorname{sgn} k) R_{j_{1} j_{2} k_{1} k_{2}} \cdots R_{j_{n-1} j_{n} k_{n-1} k_{n}}, \tag{8.10}
\end{equation*}
$$

where $j=\left(j_{1}, \ldots, j_{n}\right)$ stands for a permutation of $(1, \ldots, n)$. The fact that the quantity (8.10), integrated over $M$, is equal to $\left(A_{n} / 2\right) \chi(M)$ when $M$ is a hypersurface in $\mathbb{R}^{n+1}$ was first established by E . Hopf, as a consequence of his result (8.2). The content of the generalized Gauss-Bonnet formula is that for any compact Riemannian manifold $M$ of dimension $n=2 k$, integrating the right side of (8.10) over $M$ gives $\left(A_{n} / 2\right) \chi(M)$.

One key point in establishing the general case is to perceive the right side of (8.10) as arising via the Chern-Weil construction from an invariant polynomial on the Lie algebra $\mathfrak{g}=\operatorname{so}(n)$, to produce a characteristic class. Now the curvature 2-form can in this case be considered a section of $\Lambda^{2} T^{*} \otimes \Lambda^{2} T^{*}$, reflecting the natural linear isomorphism $\mathfrak{g} \approx \Lambda^{2} T^{*}$. Furthermore, $\Lambda^{*} T^{*} \otimes \Lambda^{*} T^{*}$ has a product, satisfying

$$
\begin{equation*}
\left(\alpha_{1} \otimes \beta_{1}\right) \wedge\left(\alpha_{2} \otimes \beta_{2}\right)=\left(\alpha_{1} \wedge \alpha_{2}\right) \otimes\left(\beta_{1} \wedge \beta_{2}\right) \tag{8.11}
\end{equation*}
$$

If we set

$$
\begin{equation*}
\Omega=\frac{1}{4} \sum R_{j k \ell m}\left(e_{j} \wedge e_{k}\right) \otimes\left(e_{\ell} \wedge e_{m}\right) \tag{8.12}
\end{equation*}
$$

then we form the $k$-fold product, $k=n / 2$, obtaining

$$
\begin{equation*}
\Omega \wedge \cdots \wedge \Omega=2^{-n} \sum_{j, k}(\operatorname{sgn} j)(\operatorname{sgn} k) R_{j_{1} j_{2} k_{1} k_{2}} \cdots R_{j_{n-1} j_{n} k_{n-1} k_{n}}(\omega \otimes \omega), \tag{8.13}
\end{equation*}
$$

with $\omega=e_{1} \wedge \cdots \wedge e_{n}$. Thus, the right side of (8.10), multiplied by $\omega \otimes \omega$, is equal to $2^{n / 2} / n$ ! times the right side of (8.13). (Observe the distinction between the product (8.11) and the product on $\operatorname{End}(E) \otimes \Lambda^{*} T$, used in (7.19) and (7.22), which assigns a different meaning to $\Omega \wedge \cdots \wedge \Omega$.)

Now the Chern-Weil construction produces (8.13), with $\omega \otimes \omega$ replaced by $\omega$, if we use the Pfaffian

$$
\begin{equation*}
\text { Pf }: \operatorname{so}(n) \longrightarrow \mathbb{R}, \quad n=2 k, \tag{8.14}
\end{equation*}
$$

defined as follows. Let $\xi: \operatorname{so}(n) \rightarrow \Lambda^{2} \mathbb{R}^{n}$ be the isomorphism

$$
\begin{equation*}
\xi(X)=\frac{1}{2} \sum X_{j k} e_{j} \wedge e_{k}, \quad X=\left(X_{j k}\right) \in \operatorname{so}(n) \tag{8.15}
\end{equation*}
$$

Then, if $n=2 k$, take a product of $k$ factors of $\xi(X)$ to obtain a multiple of $\omega=e_{1} \wedge \cdots \wedge e_{n}$. Then $\operatorname{Pf}(X)$ is uniquely defined by

$$
\begin{equation*}
\xi(X) \wedge \cdots \wedge \xi(X)=k!\operatorname{Pf}(X) \omega \tag{8.16}
\end{equation*}
$$

Note that if $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is linear, then $T^{*} \xi(X)=\xi\left(T^{t} X T\right)$, so

$$
\begin{equation*}
\operatorname{Pf}\left(T^{t} X T\right)=(\operatorname{det} T) \operatorname{Pf}(X) \tag{8.17}
\end{equation*}
$$

Now any $X \in \operatorname{so}(n)$ can be written as $X=T^{t} Y T$, where $T \in \mathrm{SO}(n)$, that is, $T$ is an orthogonal matrix of determinant 1 , and $Y$ is a sum of $2 \times 2$ skew-symmetric blocks, of the form

$$
Y_{\nu}=\left(\begin{array}{cc}
0 & \lambda_{\nu}  \tag{8.18}\\
-\lambda_{v} & 0
\end{array}\right), \quad \lambda_{\nu} \in \mathbb{R} .
$$

Thus $\xi(Y)=\lambda_{1} e_{1} \wedge e_{2}+\cdots+\lambda_{k} e_{n-1} \wedge e_{n}$, so

$$
\begin{equation*}
\operatorname{Pf}(Y)=\lambda_{1} \cdots \lambda_{k} \tag{8.19}
\end{equation*}
$$

Note that $\operatorname{det} Y=\left(\lambda_{1} \cdots \lambda_{k}\right)^{2}$. Hence, by (8.17), we have

$$
\begin{equation*}
\operatorname{Pf}(X)^{2}=\operatorname{det} X, \tag{8.20}
\end{equation*}
$$

when $X$ is a real, skew-symmetric, $n \times n$ matrix, $n=2 k$. When (8.17) is specialized to $T \in \operatorname{SO}(n)$, it implies that Pf is an invariant polynomial, homogeneous of degree $k$ (i.e., $\operatorname{Pf} \in \mathcal{I}_{k}, k=n / 2$ ).

Now, with $\Omega$ in (8.12) regarded as a $\mathfrak{g}$-valued 2 -form, we have the left side of (8.13) equal to $(1 / k!) \operatorname{Pf}(\Omega)$. Thus we are on the way toward establishing the generalized Gauss-Bonnet theorem, in the following formulation.

Theorem 8.1. If $M$ is a compact, oriented Riemannian manifold of dimension $n=2 k$, then

$$
\begin{equation*}
\chi(M)=(2 \pi)^{-k} \int_{M} P f(\Omega) . \tag{8.21}
\end{equation*}
$$

The factor $(2 \pi)^{-k}$ arises as follows. From (8.10) and (8.13), it follows that when $M$ is a compact hypersurface in $\mathbb{R}^{n+1}$, the right side of (8.6) is equal to $C_{k} \int_{M} \operatorname{Pf}(\Omega)$, with

$$
\begin{equation*}
C_{k}=\frac{2^{k+1}}{A_{n}} \frac{k!}{n!} \tag{8.22}
\end{equation*}
$$

Now the area of the unit sphere is given by

$$
A_{2 k}=\frac{2 \pi^{k+1 / 2}}{\Gamma\left(k+\frac{1}{2}\right)}=\frac{2 \pi^{k}}{\left(k-\frac{1}{2}\right) \cdots\left(\frac{1}{2}\right)},
$$

as is shown in Appendix A of Chap. 3; substituting this into (8.22) gives $C_{k}=$ $(2 \pi)^{-k}$.

We give a proof of this which extends the proof of (5.24), in which handles are added to a surface. To effect this parallel, we consider how the two sides of (8.21) change when $M$ is altered by a certain type of surgery, which we will define in the next paragraph.

First, we mention another ingredient in the proof of Theorem 8.1. Namely, the right side of (8.21) is independent of the choice of metric on $M$. Since different metrics produce different $\mathrm{SO}(2 k)$ frame bundles, this assertion is not a simple
consequence of Proposition 7.2. We will postpone the proof of this invariance until near the end of this section.

We now describe the "surgeries" alluded to above. To perform surgery on $M_{0}$, a manifold of dimension $n$, excise a set $H_{0}$ diffeomorphic to $S^{\ell-1} \times B^{m}$, with $m+\ell-1=n$, where $B^{m}=\left\{x \in \mathbb{R}^{m}:|x|<1\right\}$, obtaining a manifold with boundary $X, \partial X$ being diffeomorphic to $S^{\ell-1} \times S^{m-1}$. Then attach to $X$ a copy of $B^{\ell} \times S^{m-1}$, sewing them together along their boundaries, both diffeomorphic to $S^{\ell-1} \times S^{m-1}$, to obtain $M_{1}$. Symbolically, we write

$$
\begin{equation*}
M_{0}=X \# H_{0}, \quad M_{1}=X \# H_{1} \tag{8.23}
\end{equation*}
$$

We say $M_{1}$ is obtained from $M_{0}$ by a surgery of type $(\ell, m)$.
We compare the way each side of (8.21) changes when $M$ changes from $M_{0}$ to $M_{1}$. We also look at how $\chi_{c}(M)$, defined to be the right side of (8.4), changes. In fact, this definition easily yields

$$
\begin{equation*}
\chi\left(X \# H_{1}\right)=\chi\left(X \# H_{0}\right)-\chi\left(H_{0}\right)+\chi\left(H_{1}\right) . \tag{8.24}
\end{equation*}
$$

For notational simplicity, we have dropped the "c" subscript. It is more convenient to produce an identity involving only manifolds without boundary, so note that

$$
\begin{align*}
& \chi\left(H_{0} \# H_{0}\right)=2 \chi\left(H_{0}\right)-\chi\left(\partial H_{0}\right)  \tag{8.25}\\
& \chi\left(H_{1} \# H_{1}\right)=2 \chi\left(H_{1}\right)-\chi\left(\partial H_{1}\right)
\end{align*}
$$

and, since $\partial H_{0}=\partial H_{1}$, we have

$$
\begin{equation*}
\chi\left(H_{1}\right)-\chi\left(H_{0}\right)=\frac{1}{2} \chi\left(H_{1} \# H_{1}\right)-\frac{1}{2} \chi\left(H_{0} \# H_{0}\right), \tag{8.26}
\end{equation*}
$$

hence

$$
\begin{equation*}
\chi\left(M_{1}\right)=\chi\left(M_{0}\right)+\frac{1}{2} \chi\left(H_{1} \# H_{1}\right)-\frac{1}{2} \chi\left(H_{0} \# H_{0}\right) . \tag{8.27}
\end{equation*}
$$

Note that $H_{0} \# H_{0}=S^{\ell-1} \times S^{m}, H_{1} \# H_{1}=S^{\ell} \times S^{m-1}$. To compute the Euler characteristic of these two spaces, we can use multiplicativity of $\chi$. Note that products of cells in $Y_{1}$ and $Y_{2}$ give cells in $Y_{1} \times Y_{2}$, and

$$
\begin{equation*}
v_{j}\left(Y_{1} \times Y_{2}\right)=\sum_{i+k=j} v_{i}\left(Y_{1}\right) v_{k}\left(Y_{2}\right) \tag{8.28}
\end{equation*}
$$

then from (8.4) it follows that

$$
\begin{equation*}
\chi\left(Y_{1} \times Y_{2}\right)=\sum_{j \geq 0}(-1)^{j} \sum_{i+k=j} v_{i}\left(Y_{1}\right) v_{k}\left(Y_{2}\right)=\chi\left(Y_{1}\right) \chi\left(Y_{2}\right) \tag{8.29}
\end{equation*}
$$

Using the fairly elementary result that

$$
\begin{align*}
\chi\left(S^{j}\right)=2 & \text { if } j \text { is even, }  \tag{8.30}\\
0 & \text { if } j \text { is odd }
\end{align*}
$$

we have $\chi\left(H_{0} \# H_{0}\right)-\chi\left(H_{1} \# H_{1}\right)$ equal to 4 if $\ell$ is odd and $m$ even, -4 if $\ell$ is even and $m$ odd, and 0 if $\ell$ and $m$ have the same parity (which does not arise if $\operatorname{dim} M$ is even).

The change in $\chi_{c}(M)$ just derived in fact coincides with the change in $\chi(M)$, defined by (8.5). This follows from results on deRham cohomology obtained in Chap. 5. In fact (B.8) of Chap. 5 implies (8.24), from which (8.25)-(8.27) follow; (8.52) of Chap. 5 implies (8.29) when $Y_{j}$ are smooth, compact manifolds; and (8.56) and (8.57) of Chap. 5 imply (8.30).

Thus, for $e(M)=\int_{M} e(\Omega)$ to change the same way as $\chi(M)$ under a surgery, we need the following properties in addition to "functoriality." We need

$$
\begin{align*}
& e\left(S^{j} \times S^{k}\right)=0 \quad \text { if } j \text { or } k \text { is odd, } \\
& 4 \text { if } j \text { and } k \text { are even. } \tag{8.31}
\end{align*}
$$

If $e(\Omega)$ is locally defined, we have, upon giving $X, H_{0}$, and $H_{1}$ coherent orientations,

$$
\begin{equation*}
\int_{M_{1}} e(\Omega)=\int_{M_{0}} e(\Omega)-\int_{H_{0}} e(\Omega)+\int_{H_{1}} e(\Omega) \tag{8.32}
\end{equation*}
$$

parallel to (8.24). Place metrics on $M_{j}$ that are product metrics on $(-\varepsilon, \varepsilon) \times S^{\ell-1} \times$ $S^{m-1}$ on a small neighborhood of $\partial X$. If we place a metric on $H_{j} \# H_{j}$ which is symmetric with respect to the natural involution, we will have

$$
\begin{equation*}
\int_{H_{j}} e(\Omega)=\frac{1}{2} \int_{H_{j} \# H_{j}} e(\Omega), \tag{8.33}
\end{equation*}
$$

provided $e(\Omega)$ has the following property. Given an oriented Riemannian manifold $Y$, let $Y^{\#}$ be the same manifold with orientation reversed, and let the associated curvature forms be denoted by $\Omega_{Y}$ and $\Omega_{Y^{\#}}$. We require

$$
\begin{equation*}
e\left(\Omega_{Y}\right)=-e\left(\Omega_{Y^{\#}}\right) \tag{8.34}
\end{equation*}
$$

Now $e(\Omega)=\operatorname{Pf}(\Omega / 2 \pi)$ certainly satisfies (8.34), in view of the dependence on orientation built into (8.16). To see that (8.31) holds in this case, we need only note that $S^{\ell} \times S^{k}$ can be smoothly imbedded as a hypersurface in $\mathbb{R}^{\ell+k+1}$. This can be done via imbedding $S^{\ell} \times I \times B^{k}$ into $\mathbb{R}^{\ell+k+1}$ and taking its boundary (and smoothing it out). In that case, since $\operatorname{Pf}(\Omega / 2 \pi)$ is a characteristic class whose
integral is independent of the choice of metric, we can use the metric induced from the imbedding. We now have (8.31)-(8.33). Furthermore, for such a hypersurface $M=H_{j} \# H_{j}$, we know that the right side of (8.21) is equal to $\chi_{c}\left(H_{j} \# H_{j}\right)$, by the argument preceding the statement of Theorem 8.1, and since (8.29) and (8.30) are both valid for both $\chi$ and $\chi_{c}$, we also have this quantity equal to $\chi\left(H_{j} \# H_{j}\right)$.

It follows that (8.21) holds for any $M$ obtainable from $S^{n}$ by a finite number of surgeries. With one extra wrinkle we can establish (8.21) for all compact, oriented $M$. The idea for using this technique is one the author learned from J. Cheeger, who uses a somewhat more sophisticated variant in work on analytic torsion [Ch].

Assume $M$ is connected. Give $M \times \mathbb{R}$ the product Riemannian metric, fix a point $p \in M$, and, with $q=(p, 0) \in M \times \mathbb{R}$, consider on $M \times \mathbb{R}$ the function $f_{0}(x, t)=\operatorname{dist}((x, t), q)^{2}$. For $R$ sufficiently large, $f_{0}^{-1}(R)$ is diffeomorphic to two copies of $M$, under the map $(x, t) \mapsto x$. For $r>0$ sufficiently small, $f_{0}^{-1}(r)$ is diffeomorphic to the sphere $S^{n}$.

Our argument will use some basic results of Morse theory. A Morse function $f: Z \rightarrow \mathbb{R}$ is a smooth function on a manifold $Z$ all of whose critical points are nondegenerate, that is, if $\nabla f(z)=0$, then $D^{2} f(z)$ is an invertible $v \times v$ matrix, $v=\operatorname{dim} Z$. One also assumes that $f$ takes different values at distinct critical points and that $f^{-1}(K)$ is compact for every compact $K \subset \mathbb{R}$. Now the function $f_{0}$ above may not be a Morse function on $Z=M \times \mathbb{R}$, but there will exist a smooth perturbation $f$ of $f_{0}$ which is a Morse function. A proof is given in Proposition 4.3 of Appendix B. The new $f$ will share with $f_{0}$ the property that $f^{-1}(r)$ is diffeomorphic to $S^{n}$ and $f^{-1}(R)$ is diffeomorphic to two copies of $M$. Note that an orientation on $M$ induces an orientation on $M \times \mathbb{R}$, and hence an orientation on any level set $f^{-1}(c)$ that contains no critical points. In particular, $f^{-1}(R)$ is a union of two copies of $M$ with opposite orientations. The following is a basic tool in Morse theory.

Proposition 8.2. If $c_{1}<c_{2}$ are regular values of a Morse function $f: Z \rightarrow \mathbb{R}$ and there is exactly one critical point $z_{0}$, with $c_{1}<f\left(z_{0}\right)<c_{2}$, then $M_{2}=$ $f^{-1}\left(c_{2}\right)$ is obtained from $M_{1}=f^{-1}\left(c_{1}\right)$ by a surgery. In fact, if $D^{2} f\left(z_{0}\right)$ has signature $(\ell, m), M_{2}$ is obtained from $M_{1}$ by a surgery of type $(m, \ell)$.

This is a consequence of the following result, known as the Morse lemma.
Theorem 8.3. Let $f$ have a nondegenerate critical point at $p \in Z$. Then there is a coordinate system $\left(x_{1}, \ldots, x_{n}\right)$ centered at $p$ in which

$$
\begin{equation*}
f(x)=f(p)+x_{1}^{2}+\cdots+x_{\ell}^{2}-x_{\ell+1}^{2}-\cdots-x_{\ell+m}^{2} \tag{8.35}
\end{equation*}
$$

near the origin, where $\ell+m=v=\operatorname{dim} Z$.
Proof. Suppose that in some coordinate system $D^{2} f(p)$ is given by a nondegenerate, symmetric, $v \times v$ matrix $A$. It will suffice to produce a coordinate system in which

$$
\begin{equation*}
f(x)=f(p)+\frac{1}{2} A x \cdot x \tag{8.36}
\end{equation*}
$$

near the origin, since going from here to (8.35) is a simple exercise in linear algebra. We will arrange (8.36) by an argument, due to Palais, similar to the proof of Darboux' theorem in Chap. 1, §14.

Begin with any coordinate system centered at $p$. Let

$$
\begin{equation*}
\omega_{1}=d f, \quad \omega_{0}=d g, \quad \text { where } g(x)=\frac{1}{2} A x \cdot x \tag{8.37}
\end{equation*}
$$

with $A=D^{2} f(0)$ in this coordinate system. Set $\omega_{t}=t \omega_{1}+(1-t) \omega_{0}$, which vanishes at $p$ for each $t \in[0,1]$. The nondegeneracy hypothesis on $A$ implies that the components of each $\omega_{t}$ have linearly independent gradients at $p$; hence there exists a smooth, time-dependent vector field $X_{t}$ (not unique), such that

$$
\begin{equation*}
\left.\omega_{t}\right\rfloor X_{t}=g-f, \quad X_{t}(p)=0 . \tag{8.38}
\end{equation*}
$$

Let $\mathcal{F}_{t}$ be the flow generated by $X_{t}$, with $\mathcal{F}_{0}=I d$. Note that $\mathcal{F}_{t}$ fixes $p$. It is then an easy computation using (8.38), plus the identity $\left.\left.\mathcal{L}_{X} \omega=d(\omega\rfloor X\right)+(d \omega)\right\rfloor X$, that

$$
\begin{equation*}
\frac{d}{d t}\left(\mathcal{F}_{t}^{*} \omega_{t}\right)=0 \tag{8.39}
\end{equation*}
$$

Hence $\mathcal{F}_{1}^{*} \omega_{1}=\omega_{0}$, so $f \circ \mathcal{F}_{1}=g$ and the proof of Proposition 8.3 is complete.
From Theorem 8.2, it follows that, given any compact, oriented, connected $M$, of dimension $n$, a finite number of surgeries on $S^{n}$ yields two copies of $M$, with opposite orientations, say $M$ and $M^{\#}$. Hence (8.21) holds with $M$ replaced by the disjoint union $M \cup M^{\#}$. But, in view of (8.34), both sides of the resulting identity are equal to twice the corresponding sides of (8.21); for $\chi_{c}$ this follows easily from (8.4), and for $\chi$ it follows immediately from (8.5). We hence have the Chern-Gauss-Bonnet formula and also the identity $\chi(M)=\chi_{c}(M)$, modulo the task of showing the invariance of the right side of (8.21) under changes of metric on $M$.

We turn to the task of demonstrating such invariance. Say $g_{0}$ and $g_{1}$ are two Riemannian metric tensors on $M$, with associated $\mathrm{SO}(n)$-bundles $P_{0} \rightarrow$ $M, P_{1} \rightarrow M$, having curvature forms $\Omega_{0}$ and $\Omega_{1}$. We want to show that $\operatorname{Pf}\left(\Omega_{1}^{b}\right)-\operatorname{Pf}\left(\Omega_{0}^{b}\right)$ is exact on $M$. To do this, consider the family of metrics $g_{t}=t g_{1}+(1-t) g_{0}$ on $M$, with associated $\mathrm{SO}(n)$-bundles $P_{t} \rightarrow M$, for $t \in[0,1]$. These bundles fit together to produce a principal $\operatorname{SO}(n)$-bundle $\widetilde{P} \rightarrow M \times[0,1]$. We know there exists a connection on this principal bundle. Let $T=\partial / \partial t$ on $M \times[0,1]$, and let $\widetilde{T}$ denote its horizontal lift (with respect to a connection chosen on $\widetilde{P}$ ). The flow generated by $\widetilde{T}$ commutes with the $\mathrm{SO}(n)$-action on $\widetilde{P}$. Flowing along one unit of time then yields a diffeomorphism $\Phi: P_{0} \rightarrow P_{1}$, commuting with the $\mathrm{SO}(n)$-action, hence giving an isomorphism of $\mathrm{SO}(n)$-bundles. Now applying Proposition 7.2 to the original connection on $P_{0}$ and to that pulled back from $P_{1}$ gives the desired invariance.

Before Chern's work, H. Hopf had established Theorem 8.1 when $M$ is a compact hypersurface in $\mathbb{R}^{2 k+1}$. Then C. Allendoerfer [Al] and W. Fenchel [Fen] proved (8.21) for the case when $M$ is isometrically imbedded in $\mathbb{R}^{n+k}$, by relating the integral on the right to the integral over $\partial \mathcal{T}$ of the Gauss curvature of the boundary of a small tubular neighborhood $\mathcal{T}$ of $M$, and using the known result that $\chi(\partial \mathcal{T})=2 \chi(M)$. At that time it was not known that every compact Riemannian manifold could be isometrically imbedded in Euclidean space. By other means, Allendoerfer and A.Weil [AW] proved Theorem 8.1, at least for real analytic metrics, via a triangulation and local isometric imbedding. Chern then produced an intrinsic proof of Theorem 8.1 and initiated a new understanding of characteristic classes.

In Chern's original paper [Cher], it is established that $\int_{M} \operatorname{Pf}(\Omega / 2 \pi)$ is equal to the index of a vector field $X$ on $M$, by a sophisticated variant of the argument establishing Proposition 5.4, involving a differential form on the unit-sphere bundle of $M$ related to, but more complicated than, the transgressed form (7.14). An exposition of this argument can also be found in [Poo] and in [Wil]. When dim $M=2$, one can identify the unit-sphere bundle and the frame bundle, and in that case the form coincides with the transgressed form and the argument becomes equivalent to that used to prove Proposition 5.4. An exposition of the proof of Theorem 8.1 using tubes can be found in [Gr].

The Chern-Gauss-Bonnet theorem can also be considered as a special case of an index theorem for an elliptic differential operator. A proof in that spirit is given in Chap. 10, §7. More material on the Pfaffian is also developed there.

We mention a further generalization of the Gauss-Bonnet formula. If $E \rightarrow X$ is an $\mathrm{SO}(2 k)$-bundle over a compact manifold $X$ (say of dimension $n$ ), with metric connection $\nabla$ and associated curvature $\Omega$, then $\operatorname{Pf}(\Omega / 2 \pi)$ is defined as a $(2 k)$ form on $X$. This gives a class $\operatorname{Pf}(E) \in \mathcal{H}^{2 k}(X)$, independent of the choice of connection on $E$, as long as it is a metric connection. There is an extension of Theorem 8.1, describing the cohomology class of $\operatorname{Pf}(E)$ in $\mathcal{H}^{2 k}(X)$. Treatments of this can be found in [KN] and in [Stb].

## Exercises

1. Verify that when $\Omega$ is the curvature 2 -form arising from the standard metric on $S^{2 k}$, then

$$
\int_{S^{2 k}} \operatorname{Pf}\left(\frac{\Omega}{2 \pi}\right)=2
$$

2. Generalize Theorem 8.1 to the nonorientable case. (Hint: If $M$ is not orientable, look at its orientable double cover $\widetilde{M}$. Use (8.4) to show that $\chi(\widetilde{M})=2 \chi(M)$.) Using (8.16) as a local identity, define a measure $\widetilde{\operatorname{Pf}}(\Omega)$ in the nonorientable case.
3. Let $M$ be a compact, complex manifold of complex dimension $n$ (i.e., real dimension $2 n$ ). Denote by $\mathcal{T}$ its tangent bundle, regarded as a complex vector bundle, with fibers $\mathcal{T}_{p}$ of complex dimension $n$. Show that

$$
\int_{M} c_{n}(\mathcal{T})=\chi(M)
$$

where $c_{n}(\mathcal{T})$ is the top Chern class, defined by (7.19) and (7.20).
4. If $M_{j}$ are compact Riemannian manifolds with curvature forms $\Omega_{j}$ and $M_{1} \times M_{2}$ has the product metric, with curvature form $\Omega$, show directly that

$$
\pi_{1}^{*} \operatorname{Pf}\left(\Omega_{1}\right) \wedge \pi_{2}^{*} \operatorname{Pf}\left(\Omega_{2}\right)=\operatorname{Pf}(\Omega)
$$

where $\pi_{j}$ projects $M_{1} \times M_{2}$ onto $M_{j}$. If $\operatorname{dim} M_{j}$ is odd, set $\operatorname{Pf}\left(\Omega_{j}\right)=0$. Use this to reprove (8.31) when $e(\Omega)=\operatorname{Pf}(\Omega)$.
5. Show directly that the right sides of (8.2) and (8.3) both vanish when $M$ is a hypersurface of odd dimension in $\mathbb{R}^{n+1}$.
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## Index

## A

Abelian differential, 329
adjoint, 10
Â-genus, 315
almost complex structure, 322, 516
integrable, 517, 526
angular momentum, 141
anticommutation relation, 285
asymptotic expansion, 11, 62
Atiyah-Singer index formula, 325
Atiyah-Singer index theorem, 492

## B

Bergman kernel function, 490, 493
Bergman metric, 493
Bergman projection, 490
Bessel equation, 240, 243
Bessel function, 150
Bianchi's identity, 543, 545, 547, 551, 592, 595
Blumenthal's 01 law, 393
boundary problem
regular, 47
Brownian motion, 363, 421
Brownian scaling, 383

Chern class, 316, 324, 329, 597, 608
Chern-Gauss-Bonnet formula, 316
Chern-Gauss-Bonnet theorem, 607
Chern-Weil construction, 594
Clifford algebra, 283, 288
Clifford connection, 287
Clifford module, 284
Clifford multiplication, 287
Codazzi's equation, 563
commutator, 14
$\bar{\partial}$-complex, 465
complex manifold, 517
conditional expectation, 384
cone, 149
conic set, 30
connection, 540, 587
coefficients, 541
1-form, 541, 587
metric, 542
Coulomb force, 135
covariant derivative, 540, 588
curvature, 303, 541, 549, 589
2-form, 541, 589
principal, 572
scalar, 304

## D

deformation tensor, 305
deRham complex, 460
derivation, 543
diffraction, 161
diffusion, 437
Dirac operator, 299, 322
twisted, 299, 307
Dirac-type operator, 283
Dirichlet boundary condition, 101, 109
Dirichlet problem, 42, 375, 472
distribution
tempered, 95
divergence theorem, 288
divisor, 331
domain of holomorphy, 486
dominated convergence theorem, 397
Duhamel's principle, 452
duplication formula, 156

## E

Egorov's theorem, 26
eigenvalue, 106, 404
Einstein tensor, 552
elliptic, 15
strongly, 17
elliptic complex, 460
elliptic regularization, 480
elliptic system, 351, 353, 355
energy
conservation, 199
local decay, 199
Euler characteristic, 316, 329, 574, 598, 599
Euler's formula, 578
exterior derivative, 284, 460

## F

Feynman-kac formula, 370, 412
filtration, 293
finite propagation speed, 102, 115, 204, 216
first exit time, 379, 394
first hitting time, 399
flux, 185
Fokker-Planck equation, 443
Fourier inversion formula, 2
Fourier transform, 94, 188, 203
Fredholm, 225, 306
Friedrichs method, 99, 101
Frobenius's theorem, 463
fundamental solution, 114, 161
fundamental theorem
of surface theory, 570

## G

gamma function, 156
Gårding's inequality, 23, 511
Gauss-Bonnet formula, 320, 329, 343
generalized, 598
Gauss-Bonnet theorem, 574
Gauss-Codazzi equation, 563
Gauss curvature, 306, 553, 564, 572
Gaussian integral, 61, 77
Gauss map, 558, 572, 599
Gegenbauer polynomial, 118
genus, 329
Green function, 181
Green's formula, 39, 381
Gronwall's inequality, 24, 435

## H

half-estimate, 472
Hankel function, 179, 240
Hankel transform, 150
harmonic oscillator, $80,126,314,345,374$
homotopic maps, 346
harmonic polynomial, 117
heat equation, $107,114,307,363$
Heisenberg group, 4, 515
Hermite polynomial, 127
Hermite semigroup, 128
Hessian, 546
Hodge decomposition, 483
Hodge Laplacian, 285
Hodge star operator, 286
Hurwitz' formula, 337
Huygens principle, 116, 206, 213, 218
hydrogen atom, 135
hyperbolic
strictly, 25
symmetric, 23
symmetrizable, 25
hyperbolic space, 123
hypergeometric equation
confluent, 147
hypergeometric function, 140, 156, 170
confluent, 146
hypoelliptic, 448, 506

## I

ill-posed, 254
index, 225, 306, 598
of a vector field, 574
index formula, 307
local, 309
inverse problem, 248, 254
uniqueness, 250
Ito's formula, 420, 423, 425, 440

## K

Kähler manifold, 526
Killing field, 305, 558
conformal, 306
Kohn Laplacian, 509
Kolmogorov diffusion equation, 441
Kolmogorov diffusion equation backward, 444
Kolmogorov's inequality, 382

## L

Langevin equation, 421, 437
Laplace operator, 106, 186, 507
layer potential, 36,218
Legendre function, 160
Legendre polynomial, 119, 121, 248
Lenz vector, 141
Levi-Civita connection, 287, 548
Levi form, 295, 497, 507, 518, 527
Lidskii's theorem, 275
Lie algebra, 128
Limiting absorption principle, 179
line bundle
holomorphic, 326
Lippman-Schwinger equation, 186

## M

mapping property, 82,83
Markov property, 385
strong, 389, 395, 407
martingale, 386, 427
maximal inequality, 387
maximum principle, 43, 109, 184
strong, 105
mean value property, 396
Mehler-Dirichlet formula, 119
Mehler's formula, 130, 315, 374, 448
Mellin transform, 145, 169
microlocal, 31
monotone convergence theorem, 375
Morrey's inequality, 469, 518
Morse lemma, 605

## N

negligible, 412
Neumann boundary condition, 101, 111
Neumann operator, 41, 56, 195, 227, 241, 252, 468, 505, 531
Neumann problem, 44
$\bar{\partial}$-Neumann problem, 467
Newlander-Nirenberg theorem, 524
Nijenhuis tensor, 526

## 0

optical theorem, 194, 235
oscillatory integral, 6

## P

Palatini identity, 559
parallel transport, 540
parametrix, 16, 54, 63, 71, 107
Pfaffian, 318, 601
Picard iteration, 430
plurisubharmonic, 471
Poisson bracket, 14, 71
Poisson integral, 42, 113, 381, 473
Pontrjagin class, 316, 597
principal bundle, 586
principal symbol, 3, 33, 300
pseudodifferential operator, 2, 225, 506
pseudolocal, 6

## Q

quadratic differential, 337
quantum mechanics, 141

## R

radiation condition, 177
Radon inversion formula, 212
Radon transform, 211, 218
reciprocity relation, 196
regular boundary point, 397
Wiener criterion, 407
regularity, 16
microlocal, 31
Rellich formula, 47
representation, 143
Ricci tensor, 76, 305, 320, 551
Riemann-Lebesgue lemma, 201

Riemann-Roch formula, 329, 343
Riemann's inequality, 332
Riemann surface, 325
Riemann tensor, 76, 549
Rodrigues formula, 121

## S

scalar curvature, 76, 552
scattering, 177
scattering amplitude, 183, 192, 224, 245, 248, 412
scattering character, 217, 232
scattering cross section, 196
scattering operator, 192, 208, 224, 245
scattering phase, 237
scattering pole, 223, 232
Schrödinger operator, 104
Schwartz kernal, 5
second fundamental form, 529, 560
sectional curvature, 565
self-adjoint, 92,186
essentially, 102
semigroup, 438
Lax-Phillips, 215
signature, 286, 320
Sobolev space, 19
spectral measure, 98
spectral representation, 97, 203
spectral theorem, 92, 186
spherical function, 120
$\operatorname{spin}^{c}$ structure, 320
spin manifold, 297
spinor, 294, 297
$\operatorname{spin}^{c}$ structure, 321
stationary phase method, 235
stochastic diffferential equation, 421, 430
stochastic integral, 412, 414, 423
equation, 430, 437
Stone's theorem, 97
Stone-Weierstrass theorem, 108, 190, 365, 376, 393
stopping time, 389, 395
strongly pseudoconvex, 471
subelliptic estimate, 476, 480
subordination identity, 374
supermartingale, 426
supertrace, 310
surgery, 602
symbol, 2, 531
symmetric space
Hermitian, 526

## T

Tauberian theorem, 107, 120, 239
Theorema Egregium, 558, 563
Toeplitz operator, 490
trace, 62
trace class, 21
trace formula, 232
translation representation, 211
transport equation, 28, 51, 57
triangulation, 578, 599
Trotter product formula, 370, 413, 448

## U

uncertainty principle, 145
uniformization theorem, 335
unitary group, 102
unitary operator, $93,188,198$
unitary trick, 97

## V

Vector bundle, 540, 586

## W

wave equation, 114, 161, 197
wave front set, 30
wave operators, 205
completeness of, 208
Schrödinger, 209
Weingarten formula, 561
Weingarten map, 507, 531, 561, 572
Weitzenbock formula, 301, 313
Weyl calculus, 67, 131, 338
white noise, 421
Whittaker's equation, 139
Wiener measure, 364, 365
Wronskian, 147, 246

## Z

Zaremba's principle, 43
zeta function, 134

