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We consider in this paper 3D quasilinear wave equations satisfying the null condition,

for which we construct classical solutions blowing up at infinity. This is done using

conformal inversion and local techniques for constructing blowup solutions. It turns

out that we are dealing with non genuinely nonlinear points; hence, we are forced to

consider weakly nonlinear points, the definition of which involves a new set of invari-

ant quantities. These new invariants are of interest in themselves, and we extend their

definition to first-order general systems as well.

1 Introduction

In this paper, we investigate smooth solutions of quasilinear wave equations in R3
x ×

[0,+∞[

�u+ Q2(u)+ Q3(u)+ Q4(u)= 0,

where

Q2(u)= gαβγ2 (∂γu)(∂2
αβu),
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5362 S. Alinhac

Q3(u)= gαβγ δ3 (∂γu)(∂δu)(∂
2
αβu),

Q4(u)= gαβγ δε4 (∂γu)(∂δu)(∂εu)(∂
2
αβu).

Here and in the whole paper, the coefficients g are assumed to be real constants. We

assume moreover that Q2 satisfies the null condition. Our aim is to understand the

behavior at infinity and the stability of global C ∞ solutions, not necessarily small.

We know from the results of Christodoulou [9] and Klainerman [11] (see also [10])

that small solutions are global and stable, with a smooth free representation (see [7] for

basic definitions)

u(x, t)= 1

r
F (r − t, ω,1/r), r = |x|, x = rω.

In a recent work [8], we give sufficient conditions for global C ∞ large solutions to be

stable, or to have a smooth free representation. Results for systems are given in [6]. Here,

we concentrate instead on the construction of global smooth solutions which blowup at

infinity.

It turns out (as pointed out by Christodoulou) that a convenient tool to study

quasilinear wave equations is the conformal inversion

X = x

t2 − r2
, T = − t

t2 − r2
.

This transformation reduces the problem of the behavior of u at infinity to a local prob-

lem of smoothness, up to the boundary {|X| + T = 0} of a cone T = {|X|<−T, T < 0}, for

the solution v of a new quasilinear wave equation. The function v is related to u by

u(x, t)= (T2 − R2)v(X, T).

To obtain a solution ublowing up at infinity, the idea is then to use previously developed

techniques of construction of local blowup solutions, in the context of the equation for v.

More precisely, we use the “geometric blowup” techniques developed in [1, 2]. Hence the

paper is divided into two parts: finite time blowup and blowup at infinity.

The first part of this paper gives a self-contained treatment of the geomet-

ric blowup construction in two cases: the genuinely nonlinear case and some linearly

degenerate case. The proofs that we give here are more unified and transparent than

previously published proofs. But this is not the only reason: in view of the application

we have in sight, we have to face two new features:
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(i) The v-equation is of general form, with coefficients depending on (X, T, v, ∂v),

a case not considered in [5], where the goal was simply to illustrate a new phenomenon.

Since the computations are rather heavy, we have to get a geometric understanding

of the required conditions (to construct blowup solutions) in this general setting. This

leads us to discover new nonlinear invariants, defining what we call a “weakly nonlin-

ear point.’ Such a point is a point which is not genuinely nonlinear, but not uniformly

linearly degenerate either. We believe that this concept should turn out to be useful in

other context as well (see Appendix for a definition applicable to any first-order system

for a simple eigenvalue).

(ii) In many cases (in particular, if Q3 = Q4 = 0), the v-equation presents at the

boundary a nongenuinely nonlinear point, as observed in [8]. This forces us to consider

this apparently “non-generic” case.

The statements summarizing the blowup constructions in the genuinely nonlin-

ear case and in the weakly nonlinear case are given in Theorems I.1 and I.2 in Section 4.

In the second part, we apply the results of Part I to the equation on v (that

is, after conformal inversion). The issue is to decide whether there can be solutions v

with smooth data which blowup at boundary points. We give two theorems summariz-

ing the blowup constructions for the v equation: Theorems 10.1 and 10.3 (along with

Corollary 10.4).

The corresponding theorem for u is Theorem 10.8. We can state roughly what we

obtain as follow: let m0
∞ be a “point at infinity” given by

ω= x/r =ω0, r − t = σ 0, r → +∞.

Under various conditions on the coefficients gi at (ω0,−1), we construct a C ∞ function u

in a neighborhood of m0
∞ such that

(i) u and ∂αu have continuous (up to z= 1/r = 0) free representations

u(x, t)= 1

r
F (r − t, ω,1/r), (∂αu)(x, t)= 1

r
Fα(r − t, ω,1/r),

(ii) For some continuous a �= 0 and B,

u′′ = 1

j

1

r
(aωtω + O(1/r))+ B/r,
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where j(m)→ 0 as m → m0
∞. The precise behavior of j is described in Theorems 10.1 and

10.3 according to the various cases. Since u exists only locally, the fact that u actually

blows up at infinity from smooth data has to be precisely explained: it is reflected in the

fact that the point corresponding to m0
∞ is a hyperbolic blowup point for v, as explained

after Theorem 10.1. We admit that it would be more satisfying to get a solution uexisting

everywhere (corresponding to a solution v existing in a strip T1 ≤ T ≤ T2 for instance), but

we do not know how to do that for now.

Finally, in Section 10.3, we show, in the spirit of [12] and [14], that blowup at

infinity for u is related to the existence of some incomplete null geodesic for the metric

corresponding to the linearized u-equation.

Part I: Finite Time Blowup for a Second-Order Equation

As explained in Section 1, the construction of blowup solutions at infinity requires

applying the technique of [5] to quasilinear equations obtained by conformal inversion.

These equations do not fit into the framework of [5], for two reasons: first, they have

variable coefficients, a case not considered in [5] where the goal was simply to illus-

trate a phenomenon. Secondly, there is a high degeneracy at the points of interest to us;

this requires a more intrinsic understanding of the assumptions to be made than that

was done in [5]. In this part, we extend the theory of [5], keeping the same notation for

convenience.

2 Notation

Let a quasilinear equation with real analytic coefficients be

P (u)=Σ1≤i, j≤n+1 pij(x,u, ∂u)∂2
i ju+ r(x,u, ∂u)= 0, pij = pji, pn+1,n+1 �= 0,

where the variables are

x1, y= (x2, . . . , xn), t = xn+1, x = (x1, y, t), ∂u= (∂1u, . . . , ∂n+1u),

with dual variables

ξ1, η= (ξ2, . . . , ξn), τ = ξn+1, ξ = (ξ1, η, τ ).

The principal symbol is

p(x,u,U, ξ)=Σpij(x,u,U )ξiξ j = pijξiξ j, U = (U1, . . . ,Un+1).
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The variables ξ and U are indexed below since ξi stands for ∂i and Ui stands for ∂iu. We

do not write sums for summation over repeated indices. We assume given a real base

point m = (x,u,U , ξ ) (with x = 0 for convenience) where

ξ
1
= −1, p(m)= 0, (∂τ p)(m) �= 0.

We denote by τ = λ(x,u,U, ξ1, η) the corresponding simple root of p. The derivatives with

respect to U will be denoted by D

D j p= ∂U j p,

and the derivatives with respect to ξi will be denoted by ∂ i
ξ .

3 Some Nonlinear Invariants

In this section only, the splitting of variables x = (x1, y, t) does not play a role, so we use

x only, especially in Lemmas 3.2 and 3.5.

3.1

Definition 3.1. We define the function q associated to the symbol p= p(x,u,U, ξ) by

q(x,u,U, ξ)= ξi D
i p(x,u,U, ξ).

The function q corresponds exactly to the function q defined in Appendix for first-order

systems, if one transforms the operator into such a system. The function q for systems,

in turn, is inspired by the concept of “genuinely nonlinear eigenvalue” introduced by Lax

[13] for 1D systems. �

Lemma 3.2. The function q is invariant by the change of coordinates. More precisely,

if y= φ(x) are the new variables with dual variables η and u= v(φ), the function q̃ cor-

responding to the new equation P̃ (v)= 0 is given by

q̃(y, v,V, η)= q(φ−1(y), v, tφ′(φ−1(y))V, tφ′(φ−1(y))η).

Here, (φ′)i j = ∂ jφ
i. �
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Lemma 3.3. The function q is invariant by the change of unknown function. More pre-

cisely, if u= φ(v) gives the new equation P̃ (v)= 0, the corresponding function q̃ is

q̃(x, v,V, ξ)= (φ′(v))2q(x, φ(v), φ′V, ξ). �

The straightforward proofs of these lemmas are left to the reader.

To handle linearly degenerate cases, one needs to introduce the following

objects, the meaning of which will be explained after the definition at the end of this

section.

3.2

Definition 3.4. We define the symmetric matrix C ij associated to the functions p,q, and

the function C associated to the functions p,q, and to r = r(x,u,U ) by

C (p,q, r)= C = {p,q} + (∂uq)(U∂ξ p)− (∂up)(U∂ξq)− r(ξDq),

C ij(p,q)= C ij = ∂ i
ξ pD jq − ∂ i

ξqD j p+ ∂
j
ξ pDiq − ∂

j
ξ qDi p− 2pij(ξDq)

for 1 ≤ i, j ≤ n+ 1. Here, { f, g} is the usual Poisson bracket

{ f, g} = (∂ξ f)(∂xg)− (∂ξg)(∂x f). �

Remarkably enough, these coefficients turn out to be, in some sense, indicated

in the Lemmas 3.5 and 3.6, invariant with respect to both changes of variables and

unknown functions.

Lemma 3.5. Under the change of variables y= φ(x),

(i) C̃ ij = (∂kφ
i)(∂lφ

j)C kl , or, equivalently, C̃ = (φ′)C (tφ′),

(ii) C̃ = C + 1
2 (∂

2
klφ

jVj)C kl . �

Proof. Let y= φ(x). With the notation of Lemma 3.2, in the new equation on v, the lower

order terms are

r̃ = pij(∂2
i jφ

k)∂kv + r.
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(a) Let us first prove (i): ∂ i
η p̃= ∂

j
ξ p∂ jφ

i, ∂ i
ηq̃ = ∂

j
ξ q∂ jφ

i,

Di p̃= D j p∂ jφ
i, Diq̃ = D jq∂ jφ

i.

In particular, we note ηDq̃ = ηi D jq∂ jφ
i = ξ j D jq = ξDq. Hence

C̃ ij = ∂k
ξ p∂kφ

i Dlq∂lφ
j − ∂k

ξ q∂kφ
i Dl p∂lφ

j + ∂k
ξ p∂kφ

j Dlq∂lφ
i

− ∂k
ξ q∂kφ

j Dl p∂lφ
i − 2pkl∂kφ

i∂lφ
j(ηDq̃)= (∂kφ

i)(∂lφ
j)C kl .

(b) To prove (ii), we note

∂i p̃= ∂ j p∂i((φ
−1) j)+ [∂i(∂kφ

j(φ−1))](Dk pVj + (∂k
ξ p)η j)

and similarly for q̃. Since ∂i((φ
−1)l)= (φ−1)′li = ((φ′)−1)li = ((tφ′)−1)il ,

∂i p̃= ∂ j p((tφ′)−1)i j + ∂2
klφ

j((tφ′)−1)il(D
k pVj + (∂k

ξ p)η j).

Hence

∂ i
η p̃∂iq̃ = ∂

j
ξ p∂ jφ

i∂iq̃ = ∂
j
ξ p∂kq(∂ jφ

i)((tφ′)−1)ik

+ ∂
q
ξ p(∂qφ

i)∂2
klφ

j((tφ′)−1)il(D
kqVj + ∂k

ξ qη j)

= ∂ i
ξ p∂iq + (∂2

klφ
jη j)(∂

l
ξ p)(∂k

ξ q)+ (∂2
klφ

jVj)(∂
l
ξ p)(Dkq).

Finally,

{ p̃, q̃} = {p,q} + (∂2
klφ

jVj)(∂
l
ξ pDkq − ∂ l

ξqDk p).

Note that

V∂η p̃= Vi∂
j
ξ p∂ jφ

i = U j∂
j
ξ p= U∂ξ p.

Thus it remains to compute { p̃, q̃} − r̃(ηDq̃). Taking into account the expression for r̃, we

get

{ p̃, q̃} − r̃(ηDq̃)= {p,q} − r(ξDq)+ E,
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E = (∂2
klφ

jVj)(∂
l
ξ pDkq + ∂ l

ξqDk p− pkl),

E = 1
2 (∂

2
klφ

jVj)C
kl . �

Lemma 3.6. Under the change of unknown function u= φ(v),

(i) C̃ ij = (φ′)4C ij,

(ii) At a point where p= q = 0, C̃ = (φ′)3C + 1
2 (φ

′)(φ′′)UiU jC ij. �

Proof.

(a) According to the proof of Lemma 3.3,

Di p̃= φ′2 Di p, q̃ = φ′2q.

Hence ξDq̃ = φ′3ξDq, C̃ ij = φ′4C ij.

(b) The change in C is more subtle. First,

V∂ξ p̃= φ′Vi∂
i
ξ p= U∂ξ p,V∂ξ q̃ = φ′U∂ξq.

Next, ∂v p̃= φ′′ p+ φ′2∂up+ φ′φ′′Vi Di p, and similarly for q̃. Hence, at a point

where p= q = 0, taking into account the additional term in r̃,

C̃ = φ′3{p,q} + φ′3[∂uq(U∂ξ p)− ∂up(U∂ξq)] − φ′3r(ξDq)

+ φ′φ′′[(U Dq)(U∂ξ p)− (U Dp)(U∂ξq)− (ξDq)pijUiU j]

= φ′3C + 1
2φ

′φ′′UiU jC
ij. �

Finally, we give here some algebraic relations between the coefficients C ij.

Lemma 3.7. At a point where p= q = 0, for all j, ξiC ij = 0. �

Proof. We have

ξiC
ij = D jq(ξ∂ξ p)− D j p(ξ∂ξq)+ (∂

j
ξ p)(ξDq)− (∂

j
ξ q)(ξDp)− 2(ξDq)(ξi pij).
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Using the homogeneity of p and q in ξ , this reduces to ξiC ij = (ξDq)(∂ j
ξ p− 2ξi pij). But

p= pijξiξ j, hence ∂ j
ξ p= 2pijξi. �

The invariants C and C are new to us: we did not find them in the literature.

They probably have a geometric interpretation in terms of contact structures. The above

invariance lemmas allow us to define two concepts.

Definition 3.8. A genuinely nonlinear point m = (x,u,U , ξ) is a point where p(m)= 0,

q(m) �= 0. �

This concept is in fact, in a slightly less general form, due to Lax [13].

Definition 3.9. A weakly nonlinear point m is a point where p(m)= q(m)= 0, and the

coefficients C , C ij are not all zero. �

Thus, the coefficients C , C measure the nonuniformity in the linear degeneracy

of the point. They were found by brute force computations, when trying to construct

blowup solutions for such points. Recall that these concepts make sense for a quasilin-

ear equation P (u)= 0, and are invariant under a change of coordinates and a change of

unknown function u.

3.3 Example and comments

In the simplest 1D case

∂2
t u− c2(∂xu, ∂tu)∂

2
xu= 0,

we have q = −2cξ2q̃, with q̃ = ξ∂1c + τ∂2c. At the characteristic point, τ = εcξ (ε = ±1),

q = 0 is equivalent to ∂1c + εc∂2c = 0. We have then

C 11(p, q̃)= cξ2(−c∂2
1 c + c3∂2

2 c + 2(∂1c)2),

C 12(p, q̃)= −2εξ2(−c∂2
1 c + c3∂2

2 c + 2(∂1c)2),

C 22 = ξ2

c
(−c∂2

1 c + c3∂2
2 c + 2(∂1c)2).

Hence, since C = 0, the point is weakly nonlinear if

−c∂2
1 c + c3∂2

2 c + 2(∂1c)2 �= 0.
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In general, note first that the condition that all C ij vanish is invariant by a change of

coordinate or unknown function. The coefficients C ij can be viewed as Zijq, where the

fields Z are defined by

Zij = ∂ i
ξ pD j − D j p∂ j

ξ + ∂
j
ξ pDi − Di p∂ i

ξ − 2pijξD.

The fields Zij are “vertical” fields (in the sense that they have no (x, t) component) tangent

to {p= 0} at a point where p= q = 0. The field Hp + (U∂ξ p)∂u − (∂up)U∂ξ − rξD, which

defines C in contrast, is always nonvertical, since ∂τ p �= 0.

4 Main Results About Blowup

We come back now to the framework of Section 2.

Theorem I.1 (genuinely nonlinear case). Assume that q(m) �= 0. Let μ< τ , and define

D = {(x1, y, t), t ≤ 0} ∪ {(x1, y, t), t ≥ 0, x1 ≤ yη + μt}.

There exists, locally near the origin in D, a solution u of P (u)= 0 such that

(i) u∈ C 1(D),
(ii) u is C ∞ in D except at the origin,

(iii) u′′ = S/j + R, where S is symmetric of rank one, and R and S are C ∞ in D. The

function j vanishes only at the origin, j ≥ C |t| for t ≤ 0, j ≥ C t2/3 for t ≥ 0 and

j ∼ C |t| for some curve reaching the origin. �

According to [4], the blowup of u is a “geometric blowup of cusp type,” the precise

description of which is given at the end of the proof of Theorem I.1 in Section 6. Note

that, in comparison with previous works, the existence domain of the solution has been

extended to a region in {t ≥ 0}. In the case of Burgers equation, for instance, we can

extend the solution from the left all the way to the right branch of the blowup cusp

tangent to the characteristic (and similarly, from the right all the way to the other branch

of the cusp to the left of the characteristic). Here, however, we do not quite reach the

characteristic, since the position of the “cusp” with respect to the characteristic plane

is not clear.
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Theorem I.2 (weakly nonlinear case). Assume that m is a weakly nonlinear point for

the equation P (u)= 0. Then there exists, close to the origin, a solution u of P (u)= 0 such

that

(i) u∈ C 1 and u∈ C ∞ outside the origin,

(ii) u′′ = S/j + R, where S is symmetric of rank one, and R and S are C ∞. For some

c> 0, j ≥ c|x|2 with j ∼ c|x|2 on some curve reaching the origin. �

As for Theorem I.1, the precise description of j is given at the end of the proof in

Section 7.

Theorem I.1 has been essentially proved in [3, 4]; however, in these versions of

the theorem, the function u is only constructed for t ≤ 0. The extension here is crucial

for applications in Part II. Theorem I.2 is proved in [5] in the special case where the coef-

ficients pij and r depend only on ∂u, under non geometric assumptions. The goal there

was to illustrate the existence of unstable higher order blowup, while the general case

we consider here is required for the applications in Part II. However, we give in Sec-

tions 5–7 a simplified and more transparent proof of both theorems, in a self-contained

way, for the convenience of the reader.

Remark: Two challenging examples

The typical cases to which the given Theorems I.1 and I.2 do not apply are the totally

linearly degenerate cases where q ≡ 0 on p= 0. For example

(1 + ∂1u)∂2
t u− ∂2

1 u− (∂tu)∂
2
t1u= 0

in one space variable, q ≡ 0. Setting as usual v0 = ∂tu,, v1 = ∂1u, this equation can be

reduced to a first-order quasilinear 2 × 2 system. The identical vanishing of q reflects

then in the fact that both eigenvalues of this system are linearly degenerate, hence no

blowup can occur, as easily seen by elementary computations. Now, if we add some

variable, we get

(1 + ∂1u)∂2
t u− ∂2

1 u− ∂2
2 u− (∂tu)∂

2
t1u= 0,

an equation for which we do not know how to construct blowup solutions, if at all.

Another similar 2D example has been already mentioned in [5]:

�u+ (∂1u)∂2
2 u− (∂2u)∂2

12u= 0.
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Here again, q ≡ 0, and we do not know how to construct blowup solutions for which the

linearized equation is hyperbolic.

5 Generalities about the Proof of the Theorems: Geometric Blowup and the Blowup

System

Associated to a real function φ, we introduce the change of variables Φ

Φ : (s, y, t) → (x1 = φ(s, y, t), y, t), φ(0)= 0,

and set

w= u(Φ), v= (∂1u)(Φ).

We have the obvious “auxiliary equation”

A≡ ∂sw − v∂sφ = 0.

Writing

∂̄ = (0, ∂y, ∂t), φ̂ = (−1, ∂yφ, ∂tφ),

we get

(∂u)(Φ)= ∂̄w − vφ̂,

(∂2
i ju)(Φ)= ∂̄2

i jw − v∂̄2
i jφ − (φ̂i ∂̄ jv + φ̂ j ∂̄iv)+ φ̂iφ̂ j

(
∂sv

∂sφ

)
.

Hence the equation P (u)= 0 is satisfied as soon as the functions (v,w, φ) satisfy the

blowup system

A= 0, E ≡Σpij(φ, y, t, w, v, ∂yw − v∂yφ, ∂tw − v∂tφ)φ̂iφ̂ j = 0,

R≡Σpij(φ, y, t, w, v, ∂yw − v∂yφ, ∂tw − v∂tφ)[∂̄
2
i jw − v∂̄2

i jφ − (φ̂i ∂̄ jv + φ̂ j ∂̄iv)]

+ r(φ, y, t, w, ∂yw − v∂yφ, ∂tw − v∂tφ)= 0.

To satisfy the eikonal equation E = 0, we choose the root τ = λ, that is, we ask

∂tφ = λ(φ, y, t, w, v, ∂yw − v∂yφ, ∂tw − v∂tφ,−1, ∂yφ).
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Since ∂t and ∂1 are characteristic directions for the blowup system, we perform the

change of variables

T = s + t, S = t − s, y= y, ∂t = ∂T + ∂S, ∂s = ∂T − ∂S.

The system A= 0, E = 0 is then equivalent to

∂Tw − ∂Sw= v(∂Tφ − ∂Sφ), ∂Tφ + ∂Sφ = λ

(
φ, y,

T + S

2
, w, v, By,2BS,−1, ∂yφ

)
,

or, equivalently,

∂Tw= ∂Sw + (λ− 2∂Sφ)v, ∂Tφ = −∂Sφ + λ.

Here and in the sequence, we note BS = ∂Sw − v∂Sφ, By = ∂yw − v∂yφ. The residual

equation R= 0 becomes

R= pn+1,n+1[(∂T + ∂S)
2w − v(∂T + ∂S)

2φ − 2(∂Tφ + ∂Sφ)(∂Tv + ∂Sv)]

+ 2Σ2≤i≤npi,n+1[∂i(∂T + ∂S)w − v∂i(∂T + ∂S)φ

− (∂iφ)(∂T + ∂S)v + (∂iv)(∂T + ∂S)φ] + 2p1,n+1(∂T + ∂S)v

+Σi, j≤npij[∂̄2
i jw − v∂̄2

i jφ − (φ̂i ∂̄ jv + φ̂ j ∂̄iv)] = 0.

Using the above equations giving ∂Tw and ∂Tφ, we can eliminate all T-derivatives of w

and φ from this equation R= 0. It is always understood that the coefficients pij and λ

are taken at the point (
φ, y,

T + S

2
, w, v, By,2BS,−1, ∂yφ

)
.

In the sequence, to avoid any confusion, we will sometimes denote by [ f ] a function

taken at this point. If a function f depends also on τ and is taken for τ = [λ], we note

simply f̄ . The following lemma gives the expressions for the second-order derivatives of

φ and w (compare with [5, Lemma 2.1]).

Lemma 5.1. From the equations of the blowup system, we obtain

∂S[λ] = ∂1λ∂Sφ + 1
2∂tλ+ ∂uλ∂Sw +Λ∂Sv + DλBSy + 2Dn+1λBSS + ∂ηλ∂

2
Syφ,

∂yj [λ] = ∂1λ∂yjφ + ∂yjλ+ ∂uλ∂yjw +Λ∂yjv + DλByj y + 2Dn+1λByj S + ∂ηλ∂
2
yj yφ,
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5374 S. Alinhac

∂T [λ] = ∂1λ∂Tφ + 1
2∂tλ+ ∂uλ∂Tw +Λ∂Tv + DλBSy + 2Dn+1λBSS

+ (λ− 2∂Sφ)(Dλ∂yv + 2Dn+1λ∂Sv)+ ∂ηλ(−∂2
Syφ + ∂y[λ]),

∂T [λ] = ∂1λ(∂Tφ + ∂ηλ∂yφ)+ ∂yλ∂ηλ+ 1
2∂tλ+ ∂uλ(∂Tw + ∂ηλ∂yw)

+Λ(∂Tv + ∂ηλ∂yv)+ (λ− 2∂Sφ)(Dλ∂yv + 2Dn+1λ∂Sv)+ 2Dn+1λBSS

+ (Dλ+ 2Dn+1λ∂ηλ)BSy + Dλ∂ηλByy − ∂2
Syφ∂ηλ+ ∂ηλ∂ηλ∂

2
yyφ,

∂2
T Sφ = −∂2

Sφ + ∂S[λ], ∂2
Tyφ = −∂2

Syφ + ∂y[λ],

∂2
T Sw= ∂2

Sw + (λ− 2∂Sφ)∂Sv + v(∂S[λ] − 2∂2
Sφ),

∂2
Tyw= ∂2

Syw + (λ− 2∂Sφ)∂yv + v(∂y[λ] − 2∂2
Syφ).

Here,

BSS = ∂2
Sw − v∂2

Sφ, BSy = ∂2
Syw − v∂2

Syφ, Byy = ∂2
yyw − v∂2

yyφ,

Λ= [D1λ] − ∂yφ[Dλ] − 2∂Sφ[Dn+1λ].

The following lemma clarifies the equation R= 0. �

Lemma 5.2. The equation R= 0 can be written as

− ¯(∂τ p)(∂Tv + ∂Sv)−Σ2≤i≤n
¯(∂ i
ηp)∂yiv + pn+1,n+1[4BSS + (λ− 2∂Sφ)(3∂Sv + ∂Tv)]

+ 2Σ2≤i≤npi,n+1[2BSyi + (λ− 2∂Sφ)∂yiv] +Σ2≤i, j≤npij Byi yj + r = 0. �

Proof. We have first

∂2
Tw= ∂2

STw + (λ− 2∂Sφ)∂Tv + v(∂T [λ] − 2∂2
STφ),

(∂T + ∂S)
2w= 4BSS + (λ− 2∂Sφ)(3∂Sv + ∂Tv)+ v(∂T + ∂S)[λ],

(∂T + ∂S)
2w − v(∂T + ∂S)

2φ = 4BSS + (λ− 2∂Sφ)(3∂Sv + ∂Tv),

For 2 ≤ i ≤ n,

∂i(∂T + ∂S)w − v∂i(∂T + ∂S)φ = 2BSyi + (λ− 2∂Sφ)∂yiv.

 at Florida A
tlantic U

niversity on M
ay 23, 2015

http://im
rn.oxfordjournals.org/

D
ow

nloaded from
 

http://imrn.oxfordjournals.org/


Blowup and Blowup at Infinity for Quasilinear Wave Equations 5375

Hence the residual equation reads

pn+1,n+1[4BSS + (λ− 2∂Sφ)(3∂Sv + ∂Tv)− 2λ(∂Sv + ∂Tv)]

+ 2Σ2≤i≤npi,n+1[2BSyi + (λ− 2∂Sφ)∂yiv − (∂iφ)(∂Tv + ∂Sv)− λ∂yiv]

+ 2p1,n+1(∂Sv + ∂Tv)+Σ2≤i, j≤npij[∂2
i jw − v∂2

i jφ − 2∂iφ∂ jv]

+ 2Σ2≤i≤np1,i∂iv + r = 0.

Now, since

p= pn+1,n+1τ 2 + 2Σ2≤i≤npi,n+1τηi + 2p1,n+1τξ1 +Σ2≤i, j≤npijηiη j + 2Σ2≤i≤np1,iξ1ηi + p11ξ2
1 ,

we have

∂τ p= 2τpn+1,n+1 + 2Σ2≤i≤npi,n+1ηi + 2p1,n+1ξ1,

∂ i
ηp= 2pi,n+1τ + 2Σ2≤ j≤npijη j + 2p1,iξ1.

The residual equation is then

− ¯(∂τ p)(∂Tv + ∂Sv)−Σ2≤i≤n
¯(∂ i
ηp)∂yiv + pn+1,n+1[4BSS + (λ− 2∂Sφ)(3∂Sv + ∂Tv)]

+ 2Σ2≤i≤npi,n+1[2BSyi + (λ− 2∂Sφ)∂yiv] +Σ2≤i, j≤npij Byi yj + r = 0. �

As a consequence of these lemma, we introduce ∂Sφ, ∂yφ, ∂Sw, ∂yw as new

unknowns, and thus obtain a fully nonlinear first-order system in the unknowns

v, φ,w, ∂Sφ, ∂yφ, ∂Sw, ∂yw, resolved with respect to the T-derivative, and for which T = 0

is non-characteristic (at a point where φs = 0). The coefficients being analytic by assump-

tion, we use the Cauchy–Kovalevsky theorem, prescribing the unknowns on {T = 0}, to

solve the system locally near the origin. At the origin, we choose of course

φ = x1 = 0, w= u, v= U1, By = U , 2BS = Un+1, ∂yφ = η.

To obtain a blowup solution, we also choose ∂sφ(0)= 0, which corresponds to λ= 2∂Sφ.

Finally, we observe that the values of v on the one hand, the values of φ,w and the values

 at Florida A
tlantic U

niversity on M
ay 23, 2015

http://im
rn.oxfordjournals.org/

D
ow

nloaded from
 

http://imrn.oxfordjournals.org/


5376 S. Alinhac

of their first derivatives on the other hand, are fixed at the given point. The following

simple lemma relates the functions Λ and q.

Lemma 5.3. The function Λ= [D1λ] − ∂yφ[Dλ] − 2∂Sφ[Dn+1λ] defined in Lemma 5.2 is

related to q by the formula

¯(∂τ p)Λ+ ([λ] − 2∂Sφ) ¯Dn+1 p= q̄. �

Proof. Since

p(x,u,U, ξ)= (τ − λ(x,u,U, ξ1, η))h(x,u,U, ξ),

we obtain, taking derivatives and setting τ = λ,

¯D j p= −h̄D jλ, ¯∂τ p= h̄.

This gives

¯(∂τ p)Λ= ¯[−D1 p+ ∂yφDp+ 2∂SφDn+1 p]

= ¯[ξ1 D1 p+ ηDp+ τDn+1 p] − (λ− 2∂Sφ) ¯Dn+1 p. �

We set F = ∂Tφ − ∂Sφ = [λ] − 2∂Sφ.

Lemma 5.4. The first-order derivatives of F are

∂SF = ∂S[λ] − 2∂2
Sφ, ∂yF = ∂y[λ] − 2∂2

Syφ,

∂T F =Λ(∂Tv − ∂Sv)+ F (∂1λ+ v∂uλ+ Dλ∂yv + 2Dn+1λ∂Sv)− ∂SF + ∂ηλ∂yF . �

Proof. We have

∂T F = ∂2
Tφ − ∂2

STφ = ∂T [λ] − 2∂2
STφ = 2∂2

Sφ + ∂T [λ] − 2∂S[λ].

We express ∂T [λ] using the first formula in Lemma 5.1, noting that

DλBSy + 2Dn+1 BSS = ∂S[λ] −Λ∂Sv − ∂ηλ∂
2
Syφ − ∂1λ∂Sφ − 1

2∂tλ− ∂uλ∂Sw.
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We obtain

∂T F =Λ(∂Tv − ∂Sv)− ∂SF + ∂ηλ∂yF + (λ− 2∂Sφ)(Dλ∂yv + 2Dn+1λ∂Sv)

+ ∂1λ(∂Tφ − ∂Sφ)+ ∂uλ(∂Tw − ∂Sw),

which gives the formula of the lemma, using the equations on w and φ. �

6 Proof of Theorem I.1

Lemma 6.1. In the genuinely nonlinear case, we can choose the initial values of v,w, φ

in such a way that, at the origin,

∂sφ = 0, ∂2
stφ < 0, ∂2

yyφ = 0, ∂2
ssφ = ∂2

syφ = 0, Hesss,y(∂sφ)� 0.
�

Proof. (a) We want first to ensure ∂s F = ∂yF = 0. In the new coordinates, this means

∂T F = ∂SF and ∂yF = 0. According to Lemma 5.4, this is equivalent to ∂yF = 0 and 2∂SF =
(∂Tv − ∂Sv)Λ. Taking Lemma 5.1 into account, we can choose the blocks BSS, BSy and Byy

arbitrarily, impose ∂2
yφ = 0, and then choose ∂2

Sφ and ∂2
Syφ appropriately.

We have then ∂tF = ∂T F + ∂SF = (∂Tv − ∂Sv)Λ. In the genuinely nonlinear case, we

haveΛ �= 0. Using Lemma 5.2, we can choose ∂yv arbitrarily and then choose ∂Sv to obtain

∂tF < 0.

(b) We now compute the hessian of F with respect to (s, y) in the new variables,

using the equation on F that we write here for simplicity ∂T F = g + aF − ∂SF + b∂yF :

∂2
ST F = ∂Sg + a∂SF − ∂2

S F + b∂2
SyF, ∂2

TyF = ∂yg − ∂2
SyF + b∂2

y F,

∂2
T F = ∂T g + a∂T F − ∂2

ST F + b∂2
TyF = ∂T g − ∂Sg + b∂yg + ∂2

S F − 2b∂2
SyF + b2∂2

yyF .

From this we deduce

∂2
ss F = E + 4∂2

S F − 4b∂2
SyF + b2∂2

yyF,

E = ∂T g − 3∂Sg + b∂yg − ag, ∂syF = ∂yg − 2∂2
SyF + b∂2

yyF .
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5378 S. Alinhac

Hence, with arbitrary A, B, the partial hessian of F is

H = A2∂2
s F + 2AB∂2

syF + B2∂2
yyF = A2 E + 2AB∂yg + H0,

H0 = 4A2∂2
S F − 4A∂2

SyF (B + bA)+ ∂2
yyF (B + bA)2.

Setting C = B + bA, we obtain

H = A2(E − 2b∂yg)+ 2AC ∂yg + HessS,yF (−2A,C ).

It remains to compute HessS,yF :

∂2
S [λ] =Λ∂2

Sv + DλBSSy + 2Dn+1λBSSS + ∂ηλ∂
3
SSyφ + · · · ,

∂2
Sy[λ] =Λ∂2

Syv + DλBSyy + 2Dn+1λBSSy + ∂ηλ∂
3
Syyφ + · · · ,

∂2
yy[λ] =Λ∂2

yyv + DλByyy + 2Dn+1λBSyy + ∂ηλ∂
3
yφ + · · · .

and, according to Lemma 5.4

∂2
S F = ∂2

S [λ] − 2∂3
Sφ, ∂2

SyF = ∂2
Sy[λ] − 2∂3

SSyφ, ∂2
yyF = ∂2

yy[λ] − 2∂3
Syyφ.

Here, the dots denote terms involving at most derivatives of order 1 of v and derivatives

of order 2 of w,φ; we also have set (subscripts do not denote derivatives!)

BSSS = ∂3
Sw − v∂3

Sφ, BSSy = ∂3
SSyw − v∂3

SSyφ, etc.

We discuss now the terms in H involving first-order derivatives of g =Λ(∂Tv −
∂Sv): the residual equation written in Lemma 5.2 shows that second-order derivatives

of v depend only on the third-order blocks BSSS, BSSy, etc. and on terms involving at

most first-order derivatives of v and second-order derivatives of w,φ. We proceed as

follows: we choose arbitrarily the third-order blocks and the tangential second-order

derivatives ∂2
Sv, ∂

2
Syv, ∂

2
yyv of v. At this point, the quadratic form A2(E − 2b∂yg)+ 2AC ∂yg

in H is fixed. Now we choose the third-order derivatives ∂3
Sφ, ∂3

SSyφ and ∂3
Syyφ to get

HessS,yF ≥ α. If α is chosen big enough positive, H will be positive definite in the original

variables A, B. �
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To summarize the preceding results, one can describe the behavior of

j = (∂sφ)(Φ
−1) by recalling the fundamental properties of φ:

Φ(s, y, t)= (φ(s, y, t), y, t),

φ(0)= 0, (∂sφ)(0)= 0, (∂tφ)(0)= τ , (∂yφ)(0)= η,

(∂2
s φ)(0)= 0, (∂2

syφ)(0)= 0, (∂2
stφ)(0) < 0, (∂2

yyφ(0))= 0,

Hesss,y (∂sφ)(0)� 0.

According to Lemma 6.1, the surface S = {(s, y, t), ∂sφ(s, y, t)= 0} is given, for t ≥
0, by an equation t =ψ(s, y), with, at the origin,

∂sψ = ∂yψ = 0, Hessψ � 0.

Now, at the origin, since we chose ∂2
yφ = 0,

φ(s, y, t)= y(∂yφ)+ t(∂tφ)+ O(|s| |t| + |y| |t| + t2 + |s|3 + |y|3).

For (y0, t0) given close to (0,0), either the line {y= y0, t = t0} does not meet S, or it meets

S at exactly two points s−(y0, t0)≤ s+(y0, t0) (equality occurs if and only if (y0, t0) belongs

to the apparent contour of S). In this later case, |s±| + |y0| = O(t1/2
0 ). Hence, the value

x = φ(s−, y0, t0) satisfies x = y0(∂yφ)+ t0(∂tφ)+ O(t3/2
0 ). This shows that the imageΦ({∂sφ =

0}) is contained in the region x1 > yη + μt, except for the origin. To obtain the more

precise estimate of j in Theorem I.1, we write

φ(s, y, t)= yη + t(τ + o(1))+ s(h(s, y)+ O(|s|3 + |y|3))+ O(y3),

where h is a positive definite quadratic form. Hence, the condition x1 ≤ yη + μt implies

s(s2 + |y|2)≤ −αt + β|y|3

for some constants α > 0 and β. If 2β|y|3 ≤ αt, then s is negative and

αt ≤ 2|s|(s2 + y2)≤ 2(s2 + y2)3/2,

 at Florida A
tlantic U

niversity on M
ay 23, 2015

http://im
rn.oxfordjournals.org/

D
ow

nloaded from
 

http://imrn.oxfordjournals.org/


5380 S. Alinhac

which implies ∂sφ ≥ C t2/3. If 2β|y|3 ≥ αt, then |y|2 ≥ C t2/3 and also ∂sφ ≥ C t2/3.

7 Proof of Theorem I.2

First, we start with a simple lemma.

Lemma 7.1. Let F be a C 2 function satisfying the differential equation

Z F = g + cF .

We assume here Z = ∂T + ∂S + b∂y, and, at the origin,

g = 0, F = 0, ∂SF = ∂yF = 0, HessS,yF ≥ αid> 0.

Then a necessary condition for Hess F to be positive definite is Zg> 0. This condition is

sufficient if α is big enough with respect to Zg(0), (∂Sg)(0), (∂yg)(0). �

Proof. The necessity is obvious. At the origin, the complete hessian of F , evaluated on

(ξ, η, τ ) is

H = τ 2∂2
T F + 2τξ∂2

T SF + 2τη∂2
TyF + H0(ξ, η),

where H0 is the partial hessian HessSyF . This gives

H = τ 2(∂T g − ∂Sg + b∂yg)+ 2τxi∂Sg + 2τη∂yg + H0(ξ − τ, η + bτ)

= τ 2 Zg + 2∂Sgτ(ξ − τ)+ 2∂ygτ(η + bτ)+ H0(ξ − τ, η + bτ).

This implies the desired conclusion. �

Secondly, we apply this lemma to the equation on F given in Lemma 5.4, with

g =Λ(∂Tv − ∂Sv), since in the weakly nonlinear case, we have Λ= 0. It remains to check
¯(∂τ p)ZΛ= Z [q].

Lemma 7.2. With Z = ∂T + ∂S − (∂ηλ)∂y,

Z [q] = C + 2BSSC n+1,n+1 + 2BSyi C
i,n+1 + 1

2 Byi yj C
ij. �

 at Florida A
tlantic U

niversity on M
ay 23, 2015

http://im
rn.oxfordjournals.org/

D
ow

nloaded from
 

http://imrn.oxfordjournals.org/


Blowup and Blowup at Infinity for Quasilinear Wave Equations 5381

Proof. The exact quantity we have to derive is

[q] = q(φ, y, (S + T)/2, w, v, By,2BS,−1, ∂yφ, [λ]), BS = ∂Sw − v∂Sφ, By = ∂yw − v∂yφ.

Hence

Z [q] = ∂1qZφ + (∂yq)Zy + ∂tq + ∂uqZw + D1qZv

+ DiqZ Byi + 2Dn+1qZ BS + (∂ηq)Z(∂yφ)+ ∂τqZ [λ].

Since λ is homogeneous in ξ of degree 1,

Zφ = ∂Tφ + ∂Sφ − ∂ηλ∂yφ = λ− (∂yφ)∂ηλ= −∂1
ξ λ.

Using the equation on w

Zw= 2∂Sw − (∂ηλ)∂yw,

Z(∂yw)= 2∂2
Syw − (∂ηλ)∂

2
yyw,

Z(∂Sw)= 2∂2
Sw − (∂ηλ)∂

2
Syw.

Similarly,

Z(∂Sφ)= 2∂2
Sφ − (∂ηλ)∂

2
Syφ,

Z(∂yφ)= 2∂2
Syφ − (∂ηλ)∂

2
yyφ.

This gives us

Z BS = 2BSS − (∂ηλ)BSy − (∂Sφ)Zv,

Z By = 2BSy − (∂ηλ)Byy − (∂yφ)Zv.

We can alternatively write

Z(∂yφ)= ∂y[λ] − ∂ηλ∂
2
yyφ = ∂1λ∂yφ + ∂yλ+ ∂uλ∂yw + DiλByyi + 2Dn+1λBSy.
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Finally, we need

Z [λ] = ∂T [λ] + ∂S[λ] − (∂ηλ)∂y[λ]

= ∂1λ∂Sφ + 1
2∂tλ+ (∂uλ)∂Sw + DiλBSyi + 2Dn+1λBSS + ∂ηλ∂

2
Syφ

+ ∂1λ∂Tφ + 1
2∂tλ+ ∂uλ∂Tw + DiλBSyi + 2Dn+1λBSS − (∂ηλ)∂

2
Syφ

= λ∂1λ+ ∂tλ+ 2∂uλ∂Sw + 2DiλBSyi + 4Dn+1λBSS.

Using all these expressions in Z [q], and using the alternative version of Z(∂yφ) for the

coefficient of ∂ηq, we get

E = −∂1
ξ λ∂1q + (∂1λ)(∂yφ)∂ηq + (∂yλ)∂ηq − ∂yq∂ηλ+ ∂tq + (∂uλ)(∂ηq)∂yw

+ (2∂Sw − ∂ηλ∂yw)∂uq + ∂τq(λ∂1λ+ ∂tλ+ 2∂Sw∂uλ),

Z [q] = E + (Zv)(D1q − ∂yiφDiq − 2∂SφDn+1q)+ 4BSS(D
n+1q + Dn+1λ∂τq)

+ 2BSyi (D
iq + Diλ∂τq + Dn+1λ∂ i

ηq − Dn+1q∂ i
ηλ)+ Byi yj (D

iλ∂ j
ηq − Diq∂ j

η λ).

Recall now that the values of v, By and BS have been chosen in such a way that

v= U1, Byi = Ui, 2BS = Un+1, ∂yφ = η, ∂Sφ = λ/2.

This gives us

∂yiw= Ui + U1ηi, 2∂Sw= Un+1 + λU1.

On the other hand, since q is homogeneous in ξ of degree 3,

λ∂τq + ∂yφ∂ηq − ∂1
ξ q = 3q = 0.

Hence we can write

E = −∂1
ξ λ∂1q + ∂1λ∂

1
ξ q + ∂yλ∂ηq − ∂yq∂ηλ+ ∂tq + ∂tλ∂τq + G,

G = (∂uλ)(U∂ηq + Un+1∂τq + U1∂
1
ξ q)+ (∂uq)(Un+1 + λU1 − ∂ i

ηλ(Ui + U1ηi)).
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Blowup and Blowup at Infinity for Quasilinear Wave Equations 5383

Since λ− ηi∂
i
ηλ= −∂1

ξ λ, we get finally

G = (∂uλ)(U∂ξq)+ (∂uq)(Un+1 − Ui∂
i
ηλ− U1∂

1
ξ λ).

To compute Zv, we use the equation on v, which gives

¯(∂τ p)Zv = 4BSS pn+1,n+1 + 4BSyi pi,n+1 + pij Byi yj + r.

It remains now to multiply Z [q] by ¯(∂τ p), and use that, for any derivative ∂,

(∂τ p)∂λ= −∂p.

We obtain

(∂τ p)G = −(∂up)(U∂ξq)+ (∂uq)(Un+1∂τ p+ Ui∂
i
ηp+ U1∂

1
ξ p)= (∂uq)(U∂ξ p)− (∂up)(U∂ξq).

The remaining terms in E become, after multiplication by ∂τ p

∂1q∂1
ξ p− ∂1 p∂1

ξ q + (∂tq)(∂τ p)− (∂t p)(∂τq)+ ∂yq∂ηp− ∂y p∂ηq = {p,q}.

Distributing the terms of Zv, we get the desired formula. �

Finally, according to Lemma 3.7, since ξ1 = −1,

C 1i =
∑
j≥2

ξ jC
ij,

hence

C 11 =
∑
j≥2

ξ jC
1 j =

∑
2≤i, j

ξiξ jC
ij.

This shows that if the coefficients C ,C ij are not all zero, then the coefficients C ,C ij for

2 ≤ i, j cannot be all zero either. Hence the formula of Lemma 7.2 allows us to choose

BSS, BSy, and Byy such that Z [q] �= 0. Hence, ZΛ �= 0 and it is possible to adjust the sign of

∂Tv − ∂Sv to obtain Zg> 0. Since we know from the proof of Lemma 6.1 that it is possible

to choose the third-order derivatives of φ to get HessSy F as big as we want, we finally

obtain Hess F � 0.
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5384 S. Alinhac

To summarize the preceding results, one can describe the behavior of

j = (∂sφ)(Φ
−1) by recalling the fundamental properties of φ:

Φ(s, y, t)= (φ(s, y, t), y, t),

φ(0)= 0, (∂sφ)(0)= 0, (∂tφ)(0)= τ , (∂yφ)(0)= η,

∂(∂sφ)(0)= 0, Hess(∂sφ)(0)� 0.

To prove j ≥ C |x|2 is to prove

∂sφ(s, y, t)≥ C (φ2(s, y, t)+ y2 + t2).

But φ(s, y, t)= O(|s| + |y| + |t|), so this is obvious.

Part II: Blowup at Infinity for Second-Order Equations

We use here the results of Part I to discuss blowup at infinity for an equation in R3
x ×

[0,+∞[ (with x0 = t)

�u+ Q(u)= 0, Q(u)= Q2(u)+ Q3(u)+ Q4(u),

where

Q2(u)= gαβγ2 (∂γu)(∂2
αβu),

Q3(u)= gαβγ δ3 (∂γu)(∂δu)(∂
2
αβu),

Q4(u)= gαβγ δε4 (∂γu)(∂δu)(∂εu)(∂
2
αβu).

Here, the coefficients g are real constants with the obvious symmetries in the indices,

and

g00γ
2 = g00γ δ

3 = g00γ δε
4 = 0.

This last condition means that we normalized the coefficient of ∂2
t to be one. We could

have included higher order Qi(u) as well (i ≥ 5), but these play no role in the discussion
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of blowup at infinity. We assume that g2 (and only g2) satisfies the null condition

ξ2
0 =

∑
ξ2

i ⇒ g2(ξ)≡ gαβγ2 ξαξβξγ = 0.

For X = (X0 = T, X1, X2, X3) we define the functions

g3(X)= gαβγ δ3 XαXβXγ Xδ, g4(X)= gαβγ δε4 XαXβXγ XδXε .

8 Some Results and Notations from [8]

Let u0 and u1 be two C ∞
0 functions of x vanishing for |x| ≥ M. We take t0 > 2M and

consider the Cauchy problem

�u+ Q(u)= 0, u(x, t0)= u0(x), (∂tu)(x, t0)= u1(x).

The solution vanishes for r ≥ M + t − t0, hence its support is contained in

Γ = {(x, t) ∈ R4, t2 > |x|2}.

We use in Γ the conformal inversion I defined by

X = x

t2 − r2
, T = − t

t2 − r2
.

Note that I 2 = id and I (Γ )= Γ . We set

K0 = 2T S − Δ∂T , Ki = 2Xi S + Δ∂i, Δ = T2 − R2, X0 = T, S = T∂T +
∑

Xi∂i.

The fields K0, Ki are the image under I of ∂t, ∂i. To a function u= u(x, t) we associate the

function v= v(X, T) defined by

ũ(X, T)≡ u(I )(X, T)= (T2 − R2)v(X, T).
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5386 S. Alinhac

We have then the relations

(∂αu)(I )= (T2 − R2)K̄αv, K̄α = Kα + 2Xα,

�v = (T2 − R2)−3(�u)(I ).

The function u being the solution of the above Cauchy problem, the function v is the C ∞

solution in T = {(X, T), T0 ≤ T < 0, |X|< |T |} of the Cauchy problem

�v + Q̄(v)= 0, v(X, T0)= v0(X), (∂Tv)(X, T0)= v1(X), T0 = −1/t0.

Here, Q̄ is a nonlinear expression that we shall compute, and v0, v1 are C ∞ functions

compactly supported in |X|< |T0|.
The fundamental question of [8] is this: is v smooth up to the boundary of T ?

If this is the case, we say that no blowup at infinity occurs for u, and that u has

a free representation. In this case, u is also stable. If v is singular at some point

m0 = (X0, T0), |X0| = −T0 of ∂T , we say that u blows up at infinity; in this case, it seems

that u is not stable, though this is only a conjecture.

Now arises the question: is it possible for v to have such a singularity on ∂T ? It

could be, in fact, that, because of the special structure of the new equation on v that we

shall examine soon, the smoothness of the data implies automatically v ∈ C ∞(T̄ ). This is

the case, for instance, for the very special example

�u+ (∂tu)
2 −

∑
(∂iu)

2 = 0,

as discussed in [8, Section 5.1].

To answer this question, we will use the results of Part I to construct explicitly

solutions v which blow up at the boundary of T .

9 The Equation on v

Lemma 9.1. The new equation on v is

�v + Q̄(v)= 0, Q̄(v)= Q̄2(v)+ Q̄3(v)+ Q̄4(v),
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where the nonlinear expressions Q̄i are

Q̄2(v)= 4[2A(X)(Sv + v)+ Y1v]S2v + 4(Sv + v)Y2Sv

+ 2Δ(Sv + v)(gαβγ2 εαεβXγ ∂
2
αβv)+ 4ΔY3Sv + O(Δ2)+ r2(X, v, ∂v),

Q̄3(v)= 16g3(X)(Sv + v)2(S2v + 3Sv + 2v)

+ 16Δ(Sv + v)(S2v + 3Sv + 2v)[gαβγ δ3 XαXβXγ εδ∂δv]

+ 8Δ(Sv + v)2[gαβγ δ3 Xγ Xδ(YαβSv + Yαβv + εαδαβ(Sv + v))] + O(Δ2),

Q̄4(v)= 32Δg4(X)(Sv + v)3(S2v + 3Sv + 2v)+ O(Δ2).

Here, we have used the notation from [8]: εα is −1 for α = 0 and 1 otherwise, and

A(X)= 2g0i0
2 Xi, Y1 = gαβγ2 XαXβεγ ∂γ ,

Y2 = 2gαβγ2 εαXβXγ ∂α, Y3 = gαβγ2 εαεγ Xβ(∂γ v)∂α.

It is proved in [8] that the fields Y1 and Y2 are tangent to the boundary {|X| = −T}. �

Proof.

(a) The formula for Q̄2 is taken from [8].

(b) Since ∂αu is transformed into ΔK̄αv, ∂2
αβu is transformed into ΔK̄α K̄βv. Hence

Q3(u) is transformed into

Δ3gαβγ δ3 (K̄γ v)(K̄δv)K̄α K̄βv.

Since

K̄α K̄βv = 4XαXβ(S
2v + 3Sv + 2v)+ 2Δ(YαβSv + Yαβv + εαδαβ(Sv + v))

+ O(Δ2),Yαβ = εαXβ∂α + εβXα∂β,

we obtain the desired formula for Q̄3 and Q̄4. �

Let p2, p3, p4 be the principal symbols corresponding to the expressions

Q̄2, Q̄3, Q̄4, so that the principal symbol p of the equation on v is p= τ 2 − |ξ |2 + p2 +
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5388 S. Alinhac

p3 + p4. The first-order terms corresponding to the expressions Q̄2, Q̄3, Q̄4 are denoted

by r2, r3, r4, so that the first-order terms r in the equation for v are r = r2 + r3 + r4. Accord-

ing to the general theory of Part I, we note qi = ξD pi, so that q = q2 + q3 + q4. In the fol-

lowing lemma, which gives the expressions of all these symbols, we keep ∂v instead of

V for clarity.

Lemma 9.2. With τ = ξ0 as usual and s = ∑
Xαξα, y2 and y3 the symbols, respectively, of

S, Y2 and Y3,

p2 = 4[2A(X)(Sv + v)+ Y1v]s2 + 4(Sv + v)y2s

+ 2Δ(Sv + v)(gαβγ2 εαεβXγ ξαξβ)+ 4Δy3s + O(Δ2),

p3 = 16g3(X)(Sv + v)2s2 + 16Δ(Sv + v)s2[gαβγ δ3 XαXβXγ εδ∂δv]

+ 16Δ(Sv + v)2s[gαβγ δ3 εαξαXβXγ Xδ] + O(Δ2),

p4 = 32Δg4(X)(Sv + v)3s2 + O(Δ2),

q2 = Δq̃2, q̃2 = 2A(X)s(τ 2 −
∑

ξ2
i )+ O(Δ),

q3 = 32g3(X)(Sv + v)s3 + Δq̃3, q̃3 = 16s3(gαβγ δ3 XαXβXγ εδ∂δv)

+ 16s2(Sv + v)(gαβγ δ3 XαXβXγ εδξδ)+ 32s2(Sv + v)(gαβγ δ3 εαξαXβXγ Xδ)+ O(Δ),

q4 = Δq̃4, q̃4 = 96g4(X)(Sv + v)2s3 + O(Δ).

Note in particular that the boundary {|X| = −T} is characteristic for the linearized

operator on v. �

Proof. The formulas for pi follow immediately from the expressions of Q̄i given in

Lemma 3.2.

(a) From the expression for p2, we get

q2 = 8A(X)s3 + 4s2(y1 + y2)+ 2Δs(gαβγ2 εαεβXγ ξαξβ)+ 4Δs(gαβγ2 εαξαXβεγ ξγ )+ O(Δ2).
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The computation of y1 + y2 has been done in [8] on R= −T . We do it here in general:

y1 + y2 = gαβγ2 XαXβεγ ξγ + 2gγαβ2 XαXβεγ ξγ

= −τ(gαβ0
2 XαXβ + 2g0αβ

2 XαXβ)+ ξi(g
αβi
2 XαXβ + 2giαβ

2 XαXβ).

The coefficient of −τ is, using [8, Lemma 1.2],

4g0i0
2 T Xi + (gij0

2 + 2g0i j
2 )Xi X j = 2T A(X).

The second sum is

A(ξ)(T2 − R2)− 2A(X)(X · ξ)+ 2T [gij0
2 ξi X j + (g0i j

2 + g0 ji
2 )ξi X j]

= A(ξ)(T2 − R2)− 2A(X)(X · ξ).

Hence

y1 + y2 = −2A(X)s + ΔA(ξ).

Now

gαβγ2 εαξα(εβξβXγ + 2Xβεγ ξγ )= −2Tτ A(ξ)+ τ 2 A(X)− 2τ [gij0
2 ξi X j + (g0i j

2 + g0 ji
2 )ξi X j]

+ T(gij0
2 ξiξ j + 2g0i j

2 ξiξ j)+ gijk
2 ξiξ j Xk + 2gijk

2 ξiξkX j

= −2A(ξ)s + A(X)
(
τ 2 −

∑
ξ2

i

)
.

This gives the formula for q̃2.

(b) The formula for q̃3 and q̃4 follow easily from the expressions of p3 and p4. �

10 Main Results

We first give the blowup results for the equation on v, as explained in Section 9. We then

comment how these translate to give information about the equation on u.
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10.1 Blowup for the v-equation

In all following theorems and corollaries, we fix a point m0 = (X0, T0) of ∂T with

R0 + T0 = 0, T0 < 0, X0
1 �= 0.

The constraint X0
1 �= 0 is purely technical, and correspond to the fact that we choose to

have X1 play a special role in the blowup constructions.

Theorem 10.1 (genuinely nonlinear case). Assume that there exists a point

m = (m0, v,V, ξ , τ ) such that p(m)= 0 and g3(m0)(Sv + v)s �= 0 at m. Then one can

construct a solution v of the equation �v + Q̄(v)= 0 in a neighborhood V of m0 in

{|X| ≤ −T}, so that

(i) v ∈ C 1(V), and v ∈ C ∞ away from m0,

(ii) the point m0 is a hyperbolic blowup point for v,

(iii) v′′ = S/j + R, where S is symmetric of rank one, and S and R are C ∞. The

function j vanishes only at m0, and j ≥ C |T0 − T | for T ≤ T0 while j ≥ C |T0 −
T |2/3 for T ≥ T0. �

Remark 10.2. The expression “m0 is a hyperbolic blowup point for v” means that

(i) the linearized operator on v is strictly hyperbolic with respect to T ,

(ii) m0 belongs to a domain of determination of a compact portion of some hyper-

surface {T = T1} (T1 < T0) on which the Cauchy data of v are C ∞.

This theorem follows from an application of Theorem I.1 to the equation �v +
Q̄(v)= 0 at the point m0. The precise description of the way j vanishes at m0 follows

from the proof of Theorem I.1. �

Theorem 10.3 (weakly nonlinear case). Assume g3(m0)= 0. Set

c = 8A(X)s2(τ 2 − |ξ |2)+ 128s4(Sv + v)2Y2(g3)+ 64s4(gαβγ δ3 XαXβXγ εδ∂δv)

+ 64s3(Sv + v)(gαβγ δ3 XαXβXγ εδξδ)+ 384s4g4(Sv + v)2

and assume that there exists a point m = (m0, v,V, ξ , τ ) such that p(m)= 0 and c �= 0 at

m.

 at Florida A
tlantic U

niversity on M
ay 23, 2015

http://im
rn.oxfordjournals.org/

D
ow

nloaded from
 

http://imrn.oxfordjournals.org/


Blowup and Blowup at Infinity for Quasilinear Wave Equations 5391

Then one can construct a solution v of �v + Q̄(v)= 0 in a neighborhood V of m0

in {|X| ≤ −T}, so that

(i) v ∈ C 1(V), and v ∈ C ∞ away from m0,

(ii) the point m0 is a hyperbolic blowup point for v,

(iii) v′′ = S/j + R, where S is symmetric of rank one, and S and R are C ∞. For

some C > 0, d being the distance to m0, j ≥ C d2 and j ∼ C d2 on some curve

reaching the origin. �

Corollary 10.4. Assume only quadratic terms are present (Q3 = Q4 = 0) in the u-

equations. Assume that there exists a point m = (m0, v,V, ξ , τ ) such that p(m)= 0 and

A(m0)s(τ 2 − |ξ |2) �= 0 at m. Then the conclusion of Theorem 10.3 holds. �

Corollary 10.5. Assume g3(m0) �= 0. Then there exists a point m = (m0, v,V, ξ , τ ) satis-

fying the assumptions of Theorem 10.1. �

Corollary 10.6. Assume g3(m0)= 0. Assume that, at m0, the fields Y1 and

Y4 ≡ gαβγ δ3 XαXβXγ εδ∂δ are independent. Then there exists a point m = (m0, v,V, ξ , τ )

satisfying the assumptions of Theorem 10.3. �

Corollary 10.7. Assume only quadratic terms are present in the u-equations. Assume

A(m0) �= 0. Then there exists a point m = (m0, v,V, ξ , τ ) satisfying the assumptions of

Corollary 10.4. �

10.2 Blowup at infinity for the u-equation

It is tedious to completely translate the results of Section 10.1 about v into results

about u. However, we will translate the assumptions of Corollary 10.5–10.7 and describe

roughly the corresponding behavior of u at infinity.

First, for given ω0, σ 0, let us define the “point at infinity” m0
∞ in x-polar coordi-

nates as

ω=ω0, t0 − r0 = σ 0, t = +∞.

We say that m → m0
∞ if

ω→ω0, t − r → σ 0, t → +∞.
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A neighborhood of m0
∞ is defined by

|ω − ω0|< C1, |t − r − σ 0|< C2, t> C3.

Theorem 10.8. Let m0
∞ be a given point at infinity, and note ω0

0 = −1. Assume that one

of the following three assumptions is true:

(i) g3(ω
0,−1) �= 0,

(ii) g3(ω
0,−1)= 0, A(ω0,−1) �= 0 and the fields

Y1 = gαβγ2 ω0
αω

0
βεγ ∂γ , Y4 = gαβγ δ3 ω0

αω
0
βω

0
γ εδ∂δ

are independent,

(iii) Q3 = Q4 ≡ 0 and A(ω0,−1) �= 0.

Then there exists a C ∞ function u defined in an appropriate neighborhood of

m0
∞, such that

(a) u and ∂u have a free representation

u(x, t)= 1

r
F (r − t, ω,1/r), (∂αu)(x, t)= 1

r
Fα(r − t, ω,1/r),

where F ∈ C 1, Fα ∈ C 0 up to z= 1/r = 0,

(b) For some continuous a �= 0 and B,

u′′(x, t)= 1

j

1

r
(aωtω + O(1/r))+ B/r,

where j(m) > 0, j(m)→ 0 as m → m0
∞,

(c) u is in the domain of determination of a hyperboloid for which the Cauchy

data of u have a free representation.

The behavior of j at infinity depends on which of the assumptions (i), (ii), or

(iii) is made; these assumptions correspond to the assumptions of Corollary 10.5–10.7,

respectively. �
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Remark 10.9.

(i) The property (c) in Theorem 10.8 is a rough way of translating the fact that v

has a hyperbolic blowup at m0 with smooth data, as pointed out in the proofs

of Theorems 10.1 and 10.3.

(ii) The function j in Theorem 10.8 is, with the notation of Section 10.1,

j(I )= (∂sφ)(Φ
−1). �

10.3 Null incomplete geodesics

We believe it interesting to look at the metric corresponding to the linearized u-equation,

to see if blowup at infinity for u is related to the existence of some incomplete null

geodesic. It turns out that the u-blowup corresponding to the strong v-blowup asso-

ciated with a weakly nonlinear point (as in Theorem I.2) is connected with such a

geodesic.

Proposition 10.10. Let the solution u of �u+ Q(u)= 0 correspond to a solution v of

�v + Q̄(v)= 0. Assume that v blows up at the point m0 as in Theorem 10.3. Then there

exists an incomplete null geodesic for the metric associated to the linearized equation

of �u+ Q(u)= 0. �

Proof. (a) We denote here the v-equation by pij∂2
i jv + r = 0, and use the notation of

Section 5. First, we observe that the bicharacteristics for the linearized v-equation

are not well defined in a standard way, since v is not C 2. However, once v is

constructed by the procedure explained in Section 5, the linearized operator on

v corresponds, by the change of variables Φ, to the linear operator with prin-

cipal symbol (∂sφ)
−1q, with q = ∂sφpij ξ̄i ξ̄ j − 2pijφ̂i ξ̄ jζ, where ζ is the dual variable

of s.

We investigate the null bicharacteristic of q starting from a point (0, ζ 0, ξ̄0) with

ζ 0 �= 0, pijφ̂i ξ̄
0
j = 0. Denoting by a prime the derivation with respect to the parameter, we

have

(∂sφ)
′ = (∂2

s φ)s
′ + (∂2

syφ)y
′ + (∂2

stφ)t
′ = 0,

(∂sφ)
′′ = (∂2

s φ)
′s′ + (∂2

syφ)
′y′ + (∂2

stφ)
′t′,
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(∂sφ)
′′ = Hess(∂sφ)(s

′, y′, t′).

Since s′ = 0 but t′ = −2ζpn+1,iφ̂i �= 0, we have (∂sφ)
′′ > 0. If we denote by X(σ1) the bichar-

acteristic curve for the symbol q, and by Y(σ2) the bicharacteristic curve for (∂sφ)
−1q,

we have X(σ1)= Y(ψ(σ1)), with dψ
dσ1

= (∂sφ)(X(σ1)). This gives ψ(σ1)= cσ 3
1 + O(σ 4

1 ). Since

X(σ1)= X0σ1 + O(σ 2
1 ), we finally get Y(σ2)= Y0σ

1/3
2 + O(σ 2/3

2 ).

(b) The image by Φ of the curve Y(σ2) is a curve W(σ2)= W0σ
1/3
2 + O(σ 2/3

2 ), with

W0 =Φ ′X0 = −2ζ(Σ j≥2 pijφ̂iφ̂ j, pijφ̂ j).

Note that W0 �= 0.

c. We return now to the u-equation. The transform �̃ by conformal inversion of

the symbol � of the linearized equation on u is related to the symbol p of the linearized

equation on v by the formula �̃= Δ2 p,Δ = R2 − T2. The null geodesic W(σ2) for the lin-

earized v-equation and the null geodesic Z(σ3) for �̃ are related by Z(h(σ2))= W(σ2) with
dh
dσ2

= Δ−2(W(σ2)). Since Δ(W(σ2))= Δ0σ
1/3
2 + O(σ 2/3

2 ), dh
dσ2

is integrable, hence the geodesic

is incomplete. �

11 The Genuinely Nonlinear Case

Theorem 10.1 is an immediate application of Theorem I.1, taking into account the

expressions of q2,q3 and q4 given in Lemma 9.2. To prove Corollary 10.5, assume that

at the given point m0 = (X0, T0), R0 = −T0, g3 �= 0 and X0
1 �= 0. We choose ηi = −X0

i /X0
1.

We have to select the root τ in such a way that s �= 0. Since the values of v and ∂v are

at our disposal, we can take them small enough (with Sv + v �= 0) to make sure that

�v + Q̄(v) is hyperbolic with respect to T and that τ is close enough to ±|ξ |. We have

s = −R0τ − (R0)2/X0
1, and |ξ | = R0/|X0

1|, hence s = −R0[τ + (sgnX0
1)|ξ |]. So, we choose τ of

the same sign as X0
1. The constructed blowup solution exists for T ≤ T0 and, for T ≥ T0,

according to Theorem I.1, in the region

X1 − X0
1 + (1/X0

1)
∑
2≤i

(Xi − X0
i )X

0
i ≤μ(T − T0).

This region contains a neighborhood of m0 in {|X| ≤ −T}. Since the boundary ∂T is

characteristic for the linearized operator on v, we do have a hyperbolic blowup at m0.

The behavior of j follows from Theorem I.1.
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12 The Weakly Nonlinear Case

We assume now g3(m0)= 0, s �= 0. Hence q = 0. We need to examine the coefficients C and

C ij at the point under consideration.

Lemma 12.1. At m0, all coefficients C ij vanish. The coefficient C is

C = 8A(X)s2(τ 2 − |ξ |2)+ 128s4(Sv + v)2Y2(g3)+ 64s4(gαβγ δ3 XαXβXγ εδ∂δv)

+ 64s3(Sv + v)(gαβγ δ3 XαXβXγ εδξδ)+ 384s4g4(Sv + v)2.
�

Proof. The function q is the sum of three functions; q2 and q4 contain the factor Δ, and

q3 is a linear combination of g3 and Δ. Since g3 = Δ = 0 at m0, all derivatives of q with

respect to either U or ξ vanish, hence all coefficients C ij vanish. Similarly, C = {p,q}.
Hence

C = {p,Δ}(q̃2 + q̃3 + q̃4)+ 32s3(Sv + v){p, g3}.

Now

{τ 2 − |ξ |2,Δ} = 4τT + 4
∑

ξi Xi = 4s,

and, if Z is a vector field tangent to R + T = 0 with symbol z, {z,Δ} = Z(Δ)= 0. Hence

{p2,Δ} = 4[2A(X)(Sv + v)+ Y1v]{s2,Δ} + 4(Sv + v){y2s,Δ} = 0,

{p3,Δ} = {p4,Δ} = 0.

Also

{τ 2 − |ξ |2, g3} = 2(τ∂T g3 −
∑

ξi∂ig3),

{p2, g3} = 4[2A(X)(Sv + v)+ Y1v]{s2, g3} + 4(Sv + v){y2s, g3},

{p3, g3} = {p4, g3} = 0.
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5396 S. Alinhac

Finally, if f is a homogeneous function of degree ν, {s, f} = ν f , hence

{s2, g3} = 2s{s, g3} = 8g3 = 0,

{y2s, g3} = 4y2g3 + s{y2, g3} = sY2(g3),

{p2, g3} = 4(Sv + v)sY2(g3).

Since

∂αg3 = 2[gαβγ δ3 + gβγ δα3 ]XβXγ Xδ,

we see that

{τ 2 − |ξ |2, g3} = −4[gαβγ δ3 + gβγ δα3 ]εαξαXβXγ Xδ = −4(I + I I ),

q̃3 = 16s3(gαβγ δ3 XαXβXγ εδ∂δv)+ 16s2(Sv + v)(2I + I I )+ O(Δ).

Hence

4sq̃3 + 32s3(Sv + v){p, g3} = 128s4(Sv + v)2Y2(g3)+ 64s4(gαβγ δ3 XαXβXγ εδ∂δv)

+ 64s3(Sv + v)I I.

This gives the desired formula. �

Theorem 10.3 follows immediately from Lemma 12.1 and Theorem I.2. We now

prove Corollary 10.6: according to the assumptions, we can choose V such that, at m,

Y1v �= 0 and Y4v= 0. We choose then v such that Sv + v = 0 at m. Thus

p= τ 2 − |ξ |2 + 4(Y1v)s
2, C = 8As2(τ 2 − |ξ |2)+ 64s4(Y4v).

As in the proof of Corollary 10.5, taking V small enough, we can choose (η, τ ) such that

p= 0 and s �= 0. Then

C = 8s4[8(Y4v)− A(Y1v)] = −8s4 A(Y1v) �= 0.
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The case of Corollary 10.7 is not included in the assumptions of Corollary 10.6, since

g3 ≡ 0. If Y1 is not zero at m0, we take V with Y1v �= 0 and then Sv + v = 0. Thus

p= τ 2 − |ξ |2 + 4(Y1v)s
2, C = 8As2(τ 2 − |ξ |2).

As before, we can choose m such that p= 0, s �= 0 and then, automatically, C �= 0. If Y1

vanishes at m0, we get

p= τ 2 − |ξ |2 + 4s(Sv + v)[As + y2], C = 8As2(τ 2 − |ξ |2).

We know from [8, Section 5], that y1 + y2 = −2As. Hence As + y2 = −As. We take (v,V)

such that Sv + v �= 0 but small enough, so that we can solve p= 0 with a root (η, τ ) for

which s �= 0. Then C �= 0 and this finishes the proof.

13 Proof of Theorem 10.8

Set ω0 = −1, ωi = xi/r as usual. If m0 = (X0, T0) satisfies R0 = −T0, then X0
α = −T0ωα, so

that the values at m0 of all coefficients and vector fields which are homogeneous in X

can be deduced from the values at ω0. On the other hand, since

σ ≡ r − t = (T − R)−1, ω=ω, z≡ 1/r = (T + R)
T − R

R
,

the functions (σ, ω, z) are local coordinates close to m0, for which z= 0 describes ∂T .

Hence, the fact that the constructed function v is C 1 reflects in the fact that u and ∂αu

have continuous (up to z= 0) free representations

u(x, t)= 1

r
F (σ, ω, z), (∂αu)(x, t)= 1

r
Fα(σ, ω, z).

From the theory of Section 5, we see that

(∂2
αβv)=

∂sv

∂sφ
btb + C ,

where ∂v, b and c are smooth, ∂sv �= 0, b = φ̂. Now

(∂2
αβu)(I )= 4ΔXαXβS2v + O(Δ2).
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5398 S. Alinhac

We have

S2v= 1

∂sφ

∑
XαXβφ̂αφ̂β + C 0 = 1

∂sφ
(s(φ̂))2 + C 0.

By construction, we arranged s(φ̂) �= 0 at m. Hence

u′′ = a

rj
(ωtω + O(1/r))+ B/r,

with a �= 0, where by an abuse of notation, j = j(I ).

Appendix: The Case of First-Order Systems

In this appendix, we present the concept of weakly nonlinear point in the framework of

a first-order general system. We also state and prove the analog of Theorem I.2. We post-

poned this part at the end of the paper in order not to interrupt the natural continuation

between Parts I and II.

Notation

We consider in Rn+1
x a first-order quasilinear system

L(u)≡ An+1(x,u)∂tu+
∑

1≤i≤n

Ai(x,u)∂iu+ B(x,u)= 0.

Here, the coordinates notations are the same as in Section 2, u= u(x)= (u1, . . . ,uN) ∈ RN ,

the matrices Ai are smooth real functions of (x,u), B is a smooth real vector in RN . Note

that it is natural to index the u-coordinates below, since the reduction in a scalar wave

equation in some unknown v to a system is done by setting ui = ∂iv. According to this,

we vectors in RN
u will be indexed above, etc. We set

A(x,u, ξ)=
∑

1≤i≤n+1

Ai(x,u)ξi.

Let m = (x,u, ξ), ξ
1
= −1 such that A(m) has a simple eigenvalue λ= 0, with associated

left and right eigenvectors r, �. For m close to m, let λ(m) the small eigenvalue of A(m)

with λ(m)= 0, and r(m), �(m) be the associated right and left eigenvectors, normalized

to satisfy t�r ≡ 1. We assume t�An+1r �= 0 at m.

We complete r into a basis of RN by vectors rk,2 ≤ k≤ N; similarly, we assume

that we can choose �k,2 ≤ k≤ N such that t�kA(m) complete t�An+1 into a basis of RN .
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Note that the system we consider is not necessarily symmetric (since the sym-

metry is destroyed by the change of unknown functions, Lemmas A.3 and A.6 would

not make sense). For a symmetric hyperbolic system, that is, with An+1 � 0, we can

take �= r, �k = rk, and t�An+1r �= 0 and the other assumptions are automatically verified.

We denote

∂ i
u = ∂ui , ∂ i

ξ = ∂ξi .

Some nonlinear invariants

Definition A.1. The function q(x,u, ξ) associated to the symbol A is defined by

q(x,u, ξ)= (r · ∇uλ)(x,u, ξ). �

This definition is obviously inspired by Lax [13].

Lemma A.2. The function q is invariant under the change of coordinates. More pre-

cisely, if y= φ(x) are the new variables with dual variables η and u= v(φ), the function

q̃ corresponding to the new system L̃(v)= 0 is given by

q̃(y, v, η)= q(φ−1(y), v, tφ′(φ−1(y))η). �

Lemma A.3. The function q is invariant by the change of unknown functions u(x)=
φ(x, v(x)). More precisely,

q̃(x, v, ξ)= q(x, φ(x, v), ξ). �

Definition A.4. Associated to the system, we define the vectors

C i = (C i1,C i2, . . . ,C iN), 1 ≤ i ≤ n+ 1

and the function C by

C i1 = (∂ i
ξλ)(r∂uq)− (∂ i

ξq)(r∂uλ)− (t�Air)(r∂uq),

C ik = (∂ i
ξλ)(r

k∂uq)− (∂ i
ξq)(r

k∂uλ)− (t�Airk)(r∂uq),k≥ 2,

C = {λ,q} − t�B(r∂uq).
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Here, { f, g} is the usual Poisson bracket

{ f, g} = (∂ξ f)(∂xg)− (∂ξg)(∂x f). �

Lemma A.5. Under the change of variables y= φ(x)

C̃ ij =
∑

∂kφ
iC kj, C̃ = C . �

Proof. Since

∂ i
ηλ̃= ∂ jφ

i∂
j
ξ λ, Ãi =

∑
∂ jφ

i Aj,

the formula for the C̃ ij is immediate. The invariance of C results from the invariance of

the Poisson bracket. �

Lemma A.6. Under the change of unknown function u(x)= φ(x, v(x)), if we define r̃k =
(φ′
v)

−1(x, v)rk,

C̃ ij = C ij,

C̃ = C +
∑

αi jC
ij

for some coefficients αi j. �

Proof. Through this change of function, the ξ-derivatives do not change, and the fields

rk∂u are invariants. Since t�̃= t�φ′
v, the scalars t�Airk do not change either. This gives the

result for C̃ ij. Now

∂iλ̃= ∂iλ+ ∂iφ j∂
j

uλ,

and similarly for q. Hence

{λ̃, q̃} = {λ,q} + I,

I = (∂ i
ξ λ)∂iφ j∂

j
uq − (∂ i

ξq)∂iφ j∂
j

uλ.

If we express the j basis vector ej in RN
u as ej = β

j
krk, we get

I =
∑

(∂iφ j)β
j
kC ik +

(∑
∂iφ j

t�Aiej
)
(r∂uq).
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Now, the additional term in B̃ gives

t�̃B̃ = t�B +
∑

t�Ai(∂iφ je
j). �

Lemma A.7. We have, at a point m where p= q = 0,

(i) For all i, 1 ≤ i ≤ n+ 1, C i1 = 0,

(ii) For all j, 1 ≤ j ≤ N, ξiC ij = 0. �

Proof. Since (A− λ)r = 0,

(A− λ)(∂ i
ξr)+ Air − (∂ i

ξ λ)r = 0.

Multiplying to the left by t�, we get t�Air = ∂ i
ξλ, which proves (i).

We have

ξiC
ij = (r j∂uq)(ξi∂

i
ξ λ)− (r j∂uλ)(ξi∂

i
ξq)− (r∂uq)

(
t�

∑
ξi Ai

)
r j.

Taking into account the homogeneity in ξ of λ and q,

ξi∂
i
ξ λ= λ= 0, ξi∂

i
ξq = 0,

and also, by definition, t�A= 0. �

These invariance lemmas lead us to introduce the following definitions.

Definition A.8. A point m = (x,u, ξ) is a genuinely nonlinear point if

p(m)= 0, q(m)= (r∂uλ)(m) �= 0. �

This definition has been introduced by Lax for the case n= 1.

Definition A.9. A point m = (x,u, ξ) is a weakly nonlinear point if

p(m)= 0, q(m)= 0

and the coefficients C ij, C are not all zero. �
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Note that this definition does not depend on the choice of the vectors rk,k≥ 2.

This concept seems to be new in the literature. Recall that it is invariant under the

change of coordinates and unknown function.

Examples and comments

• The simplest example is the 1D scalar (N = 1) Burgers-type equation

∂tu+ c(x, t,u)∂xu= 0.

Then q = ξ∂uc, and

C = ξ(∂t + c∂x)(∂uc).

A weakly nonlinear point is thus such that

∂uc = 0, (∂t + c∂x)(∂uc) �= 0.

• Consider now a 2 × 2 system in 1D in diagonal form

∂tu1 + λ1(u)∂xu1 = 0,

∂tu2 + λ2(u)∂xu2 = 0.

Assume for instance that τ + λ1(u)ξ = 0. Then λ= τ + λ1(u)ξ , and q = ξ∂1λ1. We

have then

C 12 = ξλ1∂
2
12λ1, C 22 = ξ∂2

12λ1.

Hence a weakly nonlinear point, characteristic for the first mode, is such that

∂1λ1 = 0, ∂2
12λ1 �= 0.

As for the case of a scalar second order equation, we have C ij = Zijq, where

the fields

Zij = ∂ i
ξ λrk∂u − (rk∂uλ)∂

i
ξ − (t�Airk)r∂u

are vertical fields tangent to {λ= 0} at a point where λ= q = 0.
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Blowup for quasilinear systems

Theorem A.10. Assume that m (with x = 0) is a weakly nonlinear point for the system

under consideration. Then there exists, close to the origin, a solution of L(u)= 0 such

that

(i) u∈ C 0 and u∈ C ∞ outside the origin,

(ii) u′ = S
j + R, where S has rank one, R and S are C ∞. For some c> 0, j ≥ c|x|2

with j ∼ c|x|2 on some curve reaching the origin. �

Proof. The proof of this theorem is of course very similar to the one of Theorem 10.3.

However, we give it here completely, for the convenience of the reader.

(a) Let us go back to the general theory, analogous to but simpler than the cor-

responding theory sketched in Section 5. We follow here, with some modifications, the

notations and the approach of this section. First, note that, close to m, λ= 0 is equivalent

to τ =μ(x,u, ξ1, η), since

∂τλ(m)= t�An+1r �= 0

by assumption.

With φ(s, y, t) and Φ as before, we set

u(φ(s, y, t), y, t)= v(s, y, t).

Hence, with the same notations for ∂̄ and φ̂,

(∂u)(Φ)= ∂̄v − φ̂
∂sv

∂sφ
.

The new system is

−(∂sφ)
−1[φ̂i Ai(φ, y, t, v)]∂sv + Ai(φ, y, t, v)∂̄iv + B(φ, y, t, v)= 0.

We impose now the eikonal equation λ(φ, y, t, v,−1, ∂yφ, ∂tφ)= 0, which is equivalent to

∂tφ =μ(φ, y, t, v,−1, ∂yφ).
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Multiplying to the left successively by t�(φ, y, t, v, φ̂) and t�k, we obtain the equivalent

system

t�[Ai ∂̄iv + B] = 0,

t�kA(φ, y, t, v, φ̂)∂sv − (∂sφ)
t�k[Ai ∂̄iv + B] = 0, k≥ 2.

Using now the new coordinates T = s + t, S = t − s, we obtain the N + 1 × N + 1 blowup

system

∂Tφ + ∂Sφ =μ(φ, y, (S + T)/2,−1, ∂yφ),

t�An+1(∂Tv + ∂Sv)+ t�[Ai∂yiv + B] = 0,

t�kA(∂Tv − ∂Sv)− (∂Tφ − ∂Sφ)
t�k[Ai∂yiv + An+1(∂Tv + ∂Sv)+ B] = 0.

Defining

f = t�[Ai∂yiv + 2An+1∂Sv + B],

we rewrite the last N equations as

M(∂Tv − ∂Sv)= t(− f, g), gk = (∂Tφ − ∂Sφ)
t�k[Ai∂yiv + An+1(∂Tv + ∂Sv)+ B], k≥ 2,

where M is the N × N matrix with lines (t�An+1, t�kA). Note that, by construction, this

matrix is invertible at m, and that

Mr = (t�An+1r,0, . . . ,0).

One can solve the blowup system using the Cauchy–Kovalesky theorem, with arbitrary

analytic data on {T = 0}, satisfying

v(0)= v, φ(0)= 0, ∂yφ(0)= η.

We carry out the analysis just as in Section 5, setting F (S, y, T)= ∂Tφ − ∂Sφ. Straightfor-

ward computations on the eikonal equation give then

Z F ≡ ∂T F + ∂SF − ∂ημ∂yF = F ∂1μ+ (∂uμ)(∂Tv − ∂Sv).
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We choose ∂Sφ(0)= 2μ= 2τ to get F (0)= 0.

(b) In accordance with Lemma 7.1, we now compute Z [q] at m, where

[q] = q(φ, y, (S + T)/2, v,−1, ∂yφ, [μ]).

We have first

Z [q] = ∂1qZφ + ∂yqZy + ∂tq + ∂uqZv + ∂ i
ξqZ(∂yiφ)+ ∂τqZ [μ].

Next,

Zφ = −∂1
ξ μ,

Z(∂yiφ)= ∂yi [μ] − ∂
j
ξ μ∂

2
yi yj
φ

= ∂1μ∂yiφ + ∂yiμ+ ∂uμ∂yiv,

Z [μ] = −∂1
ξ μ∂1μ− (∂yμ)(∂ημ)+ ∂tμ+ ∂uμZv + (∂ημ)(∂1μ∂yφ + ∂yμ+ ∂uμ∂yv)

=μ∂1μ+ ∂tμ+ ∂uμZv + (∂ημ)(∂uμ)∂yv.

Hence, since q = 0 at m, we get at m

Z [q] = −∂1
ξ μ∂1q + ∂1μ∂

1
ξ q + ∂ηq∂yμ− ∂ημ∂yq + ∂tq + ∂τq∂tμ

+ ∂uqZv + ∂uμ[(∂ηq + ∂τq∂ημ)∂yv + ∂τqZv).

Now, inverting M, we obtain at m

∂Tv − ∂Sv = − f
t�An+1r

r,

hence

Zv = − f
t�An+1r

r + 2∂Sv − ∂ημ∂yv.

(c) Since λ(x,u,−1, η, μ)≡ 0, we get, for any derivative ∂,

(∂τλ)∂μ= −∂λ.
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Hence, remembering that ∂τλ= t�An+1r,

(∂τλ)Z [q] = {λ,q} + E(∂uq∂τλ− ∂uλ∂τq)+ (∂ηλ∂uq − ∂ηq∂uλ)∂yv,

where

E = 2∂Sv − f

∂τλ
r.

Now, using the explicit expression of f ,

E = −
t�Ai∂yiv + t�B

∂τλ
r + 2

(
∂Sv − r

t�An+1∂Sv

∂τλ

)
.

Decomposing ∂Sv and ∂yiv on the basis r, rk

∂Sv= αr + αkr
k, ∂yiv= βir + βikr

k,

we have

∂Sv − r
t�An+1∂Sv

∂τλ
= (∂τλ)

−1[αk(r
k∂τλ− rt�An+1rk)],

(∂ηλ∂uq − ∂ηq∂uλ)∂yv − t�Ai∂yiv(r∂uq)= (r∂uq)βi(∂
i
ηλ− t�Air)+ βik[∂ i

ηλrk∂uq

− ∂ i
ηqrk∂uλ− (r∂uq)(t�Airk)].

To summarize, using the notations of Section A.1, and noting that ∂ i
ηλ= t�Air

(∂τλ)Z [q] = C +
∑

2≤i≤n

βikC ik + 2

∂τλ
αkC n+1,k.

(d) We proceed now as follows: according to Lemma A.7, the assumption of the

theorem implies that the coefficients C and C ij (i from 2 to n, k from 2 to N) are not all

zero. Hence we can choose ∂Sv, ∂yv, more precisely the coefficients αk and βi, βik, to get

Z [q] �= 0. After that, we choose ∂2
yφ arbitrarily, and then ∂2

Syφ and ∂2
Sφ such that

∂SF = ∂yF = 0.

 at Florida A
tlantic U

niversity on M
ay 23, 2015

http://im
rn.oxfordjournals.org/

D
ow

nloaded from
 

http://imrn.oxfordjournals.org/


Blowup and Blowup at Infinity for Quasilinear Wave Equations 5407

Since (∂Tv − ∂Sv)∂uλ vanishes at m, this implies also ∂T F = 0. Inverting M, we obtain with

an irrelevant coefficient ∗
∂Tv − ∂Sv = − f

t�An+1r
r + ∗F,

hence, since F has a critical point,

Z [(∂Tv − ∂Sv)∂uμ] = Z
[
− f

∂τλ
r∂uμ

]

= f

(∂τλ)2
Z(r∂uλ).

It remains to observe that

f = known quantity + 2(t�An+1r)α,

thus we can choose α to get f �= 0 with the right sign, so that finally Z [(∂Tv − ∂Sv)∂uμ]> 0.

(e) The last step is analogous to that in Section 7: we can choose the third-order

derivatives of φ such that the partial hessian of F with respect to (S, y) is positive defi-

nite big enough. �
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of Mathematics 117 (1995): 987–1017.

[3] Alinhac, S. “Rank two singular solutions for quasilinear wave equations.” International

Mathematics Research Notices 18 (2000): 955–84.

[4] Alinhac, S. “A minicourse on global existence and blowup of classical solutions to multidi-

mensional quasilinear wave equations.” www.math.sciences.univ-nantes.fr/edpa and Actes

Coll. Forges les Eaux (2002).

[5] Alinhac, S. “Exceptional blowup solutions to quasilinear wave equations I, II.” International

Mathematics Research Notices 2006, ID 26203 (2006): 1–17 and The Asian Journal of Math-

ematics 11 (2007): 39–46.

[6] Alinhac, S. “Semilinear hyperbolic systems with blowup at infinity.” Indiana University

Mathematics Journal 55 (2006): 1209–32.

[7] Alinhac, S. Hyperbolic Partial Differential Equations. New York: Springer, 2009.

[8] Alinhac, S. “Stability of large solutions to quasilinear wave equations.”

Indiana University Mathematics Journal 58 (2010): 2543–74.

 at Florida A
tlantic U

niversity on M
ay 23, 2015

http://im
rn.oxfordjournals.org/

D
ow

nloaded from
 

http://imrn.oxfordjournals.org/


5408 S. Alinhac

[9] Christodoulou, D. “Global solutions for nonlinear hyperbolic equations for small data.” Com-

munications on Pure and Applied Mathematics 39 (1986): 267–282.
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