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## Foreword

The content of this book corresponds to a one-semester course taught at the University of Paris-Sud (Orsay) in the spring 1994. It is accessible to students or researchers with a basic elementary knowledge of Partial Differential Equations, especially of hyperbolic PDE (Cauchy problem, wave operator, energy inequality, finite speed of propagation, symmetric systems, etc.).

This course is not some final encyclopedic reference gathering all available results. We tried instead to provide a short synthetic view of what we believe are the main results obtained so far, with self-contained proofs. In fact, many of the most important questions in the field are still completely open, and we hope that this monograph will give young mathematicians the desire to perform further research.

The bibliography, restricted to papers where blowup is explicitly discussed, is the only part we tried to make as complete as possible (despite the new preprints circulating everyday); the references are generally not mentioned in the text, but in the Notes at the end of each chapter.

Basic references corresponding best to the content of these Notes are the books by Courant and Friedrichs [CFr], Hörmander [Hö1] and [Hö2], Majda [Ma] and Smoller [Sm], and the survey papers by John [Jo6], Strauss [St] and Zuily [Zu].

Finally, I would like to thank all my colleagues and students who helped me improve this text, especially C. Zuily.

## INTRODUCTION

This book deals with the phenomenon of blowup of classical solutions of global Cauchy problems for hyperbolic equations or systems.

1. We will consider either quasilinear systems of the form

$$
\begin{equation*}
\partial_{t} u+\sum_{j=1}^{n} A_{j}(u) \partial_{j} u+B(u)=0 \tag{1}
\end{equation*}
$$

or quasilinear wave equations of the form

$$
\begin{equation*}
\partial_{t}^{2} u+\sum_{0 \leq i, j \leq n} g_{i j}(\nabla u) \partial_{i j}^{2} u+F(u, \nabla u)=0 \tag{2}
\end{equation*}
$$

The systems are assumed to be symmetric (or else at least strictly hyperbolic), and the principal parts of the equations are close to the wave operator

$$
\partial_{t}^{2}-\Delta_{x}
$$

By "global" Cauchy problem we mean that the given initial values are smooth with compact support. This seems to be the easiest case to consider because decay and decoupling tend to make the solution simpler with time. The case of periodic data or problems with boundaries is much more intricate and will not be considered here.

Our attention will not be restricted to the case of one space dimension ( $n=1$ ), though of course more results are available in this case. On the contrary, we will try to emphasize multidimensional results which appear to us as the first contours of a foggy landscape still to be described.
2. The striking feature of nonlinear global Cauchy problems with smooth data is that in general the solution will not remain smooth for all time (thus, "global" refers to space variables only). This phenomenon is called "blowup" for convenience, though it is generally hard to say what exactly "blows up".

The first concept which can be defined in this context is the "lifespan" $\bar{T}$ of the solution, that is, the biggest time up to which the smooth solution exists. Even the simplest question whether $\bar{T}<\infty$ or $\bar{T}=\infty$ is not yet properly understood for multidimensional problems (that is, $n \geq 2$ ).

If $\bar{T}<\infty$, it remains to say where the solution stops being smooth, and what is the exact mechanism of the blowup; one can also try to continue the solution as a weak (that is, nonclassical) solution after $\bar{T}$. We will not discuss this later aspect.

Even when we know $\bar{T}=\infty$, the qualitative behavior of the solution for large times is often poorly understood.
3. Our approach is based on the display and study of two local blowup mechanisms, which we call the "Ordinary Differential Equation mechanism" and the "Geometric Blowup mechanism".

The simplest occurrence of the first is the blowup of the solution of a system of Ordinary Differential Equations, such as $y^{\prime}=y^{2}, y(0)>0$, for example. The classical example of the second is provided by scalar quasilinear equations, which can be handled by the method of characteristics. Thus the first chapter of this book is devoted to explaining what these mechanisms are.

The first mechanism is characterized by a nonlinear self-increase of the solution in an influence domain leading to the blowup locus (where the solution itself becomes infinite). Besides the systems of ODE, we study semilinear hyperbolic systems in one space variable and wave equations in higher dimensions. By calling this mechanism the "ODE mechanism", we do not mean that some ODE are responsible for the blowup, but that it is analogous to what happens for ODE, intervals being replaced more generally by influence domains.

The "Geometric Blowup mechanism" is defined in the very general context of quasi-linear systems in any number of dimensions. It is a generalization of the "focusing of rays" known for scalar equations. Its main feature is that the solution remains continuous at the blowup locus, only its gradient becoming infinite there.

We end this first chapter with a brief discussion of occurrences where these two mechanisms are combined, or compete.

The remaining chapters deal with global situations, for which we try to show that the solution behaves, locally near blowup points, according to the previously displayed local models.
4. Before distinguishing the various cases, we discuss in Chapter II the concept of lifespan and the striking fact that a smooth solution does not become gradually nonclassical, but undergoes a brutal change of regularity at time $\bar{T}$ (the lifespan). This brutal change is usually described as the "blowup criterion" in the literature. This result can be viewed as a nonlinear propagation of regularity (from the past to the future), and is obtained using energy methods.

After that, we address the question: "blowup or not ?" We give typical examples (Burgers' equation, semilinear and quasilinear wave equations, Euler system) and a very rough classification of the many methods used to give positive answers to this question. We distinguish the "functional methods" and the "comparison and averaging methods". We will see that in general these methods hardly provide more than just a "yes", giving in particular no information on the blowup mechanism at time $\bar{T}$.
5. In Chapter III, we study specifically semilinear wave equations (mostly the case where $F(u, \nabla u)=F(u)$, for rather special $F$ ).

In this case, a more refined concept than the lifespan can be introduced: the maximal influence domain. The shape of this domain and the behavior of the solution when approaching its boundary is a rich field to study. Of course, this boundary is space-like or characteristic, and one expects the solution on it to become infinite.

In the most favorable cases, the presently available results give the picture of a blowup taking place uniformly (that is, everywhere and with a constant rate) on a differentiable space-like surface, very close to the description by the ODE mechanism discussed in Chapter I. We close the chapter by just quoting a typical example of a sharp estimate of the lifespan.
6. Chapter IV is devoted to quasilinear systems or equations in one space dimension.

For $2 \times 2$ systems, assuming that Riemann invariants can be used to diagonalize the system, finite time blowup is established unless all the eigenvalues are linearly degenerate. If blowup occurs after the decoupling of the two modes, it is just a well understood scalar phenomenon; if it occurs before, we show that it is of a geometrical nature in the sense of Chapter I.

For general systems with genuinely nonlinear eigenvalues, no diagonalization is available, and the waves do not "decouple". A satisfying picture is only obtained for sufficiently small data (an assumption which ensures in particular that blowup occurs only after a partial, first order, decoupling of the waves). The proof uses crucially $L^{1}$ estimates in the space variable, which do not seem to be available in the higher dimensional case. Here again, it is possible to show that blowup occurs according to the geometric mechanism displayed in Chapter I.

It seems however reasonable to conjecture that the geometric mechanism also gives the correct description for general genuinely nonlinear systems and arbitrary "generic" data (not necessarily small).

We incorporate also in this chapter the case of rotationally invariant wave equations and data, which can be handled using essentially the same tools as in the one-dimensional case (method of characteristics, $L^{1}$ estimates).
7. In the last chapter, we first develop the approximation technique known as "nonlinear geometrical optics" in one- and multidimensional situations, restricting our attention to the Cauchy problem with small data. We explain how the "slow time" appears (sometimes many of them) in asymptotic expansions, and how the main terms, after an initial "free" period where the nonlinear interactions are not strongly felt, are governed by simple nonlinear equations (the "reduced equations"). A rather complete picture can thus be obtained for general systems in one space dimension.

In higher dimensions, we discuss only wave equations, for which relevant information can be obtained close to the boundary of the support of
the solution. This technique, in addition to providing a large time description of the behavior of solutions, is a powerful tool for establishing precise lower bounds for the lifespans. We formulate these consequences and sketch their proofs.

Finally, combining nonlinear geometrical optics, geometric blowup and energy estimates, one can prove, for quasilinear wave equations, the existence of an "asymptotic lifespan" at which the second order derivatives of the solution become very large. Again, these results are beyond the scope of this volume, but we give an outline of the main steps.

## CHAPTER I

## The Two Basic Blowup Mechanisms

## Introduction

In this chapter, we display examples of local solutions of systems or equations which blow up at a certain point.

The first class of examples (part A) involves systems of Ordinary Differential Equations (ODE) or semilinear equations or systems. In these cases, the solution $u$ itself becomes infinite at a point $x^{0}$ by a process of "self-increase" in an influence domain leading to this point. In all the given examples, the constructed $u$ is in fact infinite on a portion of hypersurface through $x^{0}$. We like to think of these various examples as occurrences of a single blowup mechanism which for convenience we call the ODE mechanism. It should be emphasized here that this mechanism has in general nothing to do with ODEs; the name comes only from the fact that ODEs are the simplest example.

In contrast with the first class of examples, the second class (part B) involves only quasilinear systems or equations. The solution $u$ under consideration has a limit $u^{0}$ at the given point $x^{0}$, and only $\nabla u$ becomes infinite at this point. Typical examples of this situation are obtained when solving scalar conservation laws by the method of characteristics; blowup is then due to focusing of characteristics at $x^{0}$. Similar examples can be obtained for any quasilinear system whose principal symbol has a branch of real zeroes. The constructed $u$ are either singular on a portion of hypersurface through $x^{0}$ or only at $x^{0}$ itself. We call the blowup mechanism at hand the "geometric blowup" mechanism, because it is independent of the existence of any "characteristics", existence which would be implicitly assumed if we used the term "focusing".

Finally, there are occurrences of blowups involving simultaneously the two mechanisms. We analyze one in part C.

## A. The ODE mechanism

## 1. Systems of ODE

Let for simplicity $F(t, Y)$ be of class $C^{1}$ on the whole of $\mathbb{R} \times \mathbb{R}^{N}$, and consider the system

$$
\begin{equation*}
Y^{\prime}=F(t, Y), a<t<b, Y(t) \in \mathbb{R}^{N} \tag{1.1}
\end{equation*}
$$

The following theorem holds.
Theorem 1.1. Let $Y$ be a $C^{1}$ solution of (1.1) for $a<t<b$. Assume that $|Y(t)| \leq M$ for $t$ close to $b, t<b$. Then $Y$ can be continued as a $C^{1}$ solution of (1.1) on an interval $a<t<b+\varepsilon$ for some $\varepsilon>0$.

Proof of Theorem 1.1. If $Y$ is bounded, so is $F(t, Y)$, hence $Y^{\prime}$. Thus $Y(t)$ has a limit $Y(b)$ when $t \rightarrow b$; by the equation, $Y^{\prime}$ has also a limit, and $Y$ is of class $C^{1}$ for $a<t \leq b$. By solving (1.1) locally near $b$ with initial data $Y(b)$, we obtain the desired continuation.

In other words, either "nothing happens" at $b$, or $|Y|$ is unbounded. A stronger description of the blowup behavior would be, according to the equation,

$$
\begin{equation*}
\int^{b}|F(s, Y(s))| d s=\infty \tag{1.2}
\end{equation*}
$$

Of course, if $F \in C^{\infty}$ and $Y$ is $C^{\infty}$ for $a<t<b$ and does not blow up at $b, Y$ can be continued beyond $b$ as a $C^{\infty}$ solution of (1.1).

Example. Consider, for $t<T$, the solution $y(t)=[(k-1)(T-t)]^{-\frac{1}{k-1}}$ ( $k \geq 2$ ) of the equation $y^{\prime}=y^{k}$. Note that the speed of blow up decreases with $k$.

For more complicated equations or systems, it is often possible to analyze the structure of the singularity by guessing the main singular term (say, for instance, $C(T-t)^{-\lambda}$ ), and then setting $y(t)=C(t)(T-t)^{-\lambda}$; this procedure leads to an equation in $C$ with a singular point at $T$, which can be studied by standard techniques (see for example Wasow [Wa], Chapter $9)$.

## 2. Strictly hyperbolic semilinear systems in the plane

Let us consider in the plane with coordinates $(x, t)$, a system of the form

$$
\begin{equation*}
L u=\partial_{t} u+A(x, t) \partial_{x} u=F(x, t, u), \quad u \in \mathbb{R}^{N} \tag{2.1}
\end{equation*}
$$

where the $(N \times N)$ matrix $A$ and $F$ are $C^{\infty}$ functions of their arguments and $A$ has real distinct eigenvalues $\lambda_{1}(x, t)<\ldots<\lambda_{N}(x, t)$. We assume $A, F$ and $u$ real.

By a smooth change of unknowns $u=P(x, t) v$, we can replace $A$ by the diagonal matrix $P^{-1} A P$; thus, we assume $A$ diagonal.

We define the real field $L_{j}$ by

$$
L_{j}=\partial_{t}+\lambda_{j}(x, t) \partial_{x},
$$

and call an integral curve of $L_{j}$ a $j$-characteristic.
We will call a domain $D=D_{t_{0}}^{t_{1}}=\left\{(x, t), t_{0} \leq t \leq t_{1}, \gamma_{0}(t) \leq x \leq\right.$ $\left.\gamma_{1}(t)\right\}$ an influence domain for $L$ of its basis $\left\{a \leq x \leq b, t=t_{0}\right\}$ if $x=\gamma_{0}(t)$ (resp. $\left.x=\gamma_{1}(t)\right)$ is the integral curve of $L_{N}$ (resp. $L_{1}$ ) through the point $\left(a, t_{0}\right)$ (resp. $\left.\left(b, t_{0}\right)\right)$. The name is justified by the fact that any $j$-characteristic through a point $(x, t) \in D$ meets the line $\left\{t=t_{0}\right\}$ at a point $\left(x_{j}(x, t), t_{0}\right)$ inside the basis segment.

The following Theorem is analogous to Theorem 1.1.
Theorem 2.1. Let $u$ be a $C^{\infty}$ solution of (2.1) in $D \cap\left\{t<t_{1}\right\}$. Assume $|u| \leq M$. Then $u$ can be extended as a function in $C^{\infty}(D)$.

Theorem 2.1 is a consequence of the following precise local existence theorem which we state and prove for convenience.

Theorem 2.2. Let $D=D_{0}^{T}$ be an influence domain as above with basis $[a, b]$ in $\{t=0\}$ and $u_{0} \in C^{\infty}([a, b]),\left|u_{0}\right| \leq M$. Set

$$
K=\left\{(x, t, v), t=0, a \leq x \leq b, v \in[-M,+M]^{N}\right\}
$$

Choose $K_{0}$ a compact neighborhood of $K$ and let $F_{0}$ be the supremum of $|F|$ over $K_{0}$. Then there exists $\eta>0$, depending only on $F_{0}, K_{0}$ and the distance from $K$ to the complement of $K_{0}$, such that the system (2.1) has a $C^{\infty}$ solution $u$ with initial value $u(x, 0)=u_{0}(x)$ in $D_{0}^{\eta}$.

Proof of Theorem 2.2.
a. Define $u^{0}(x, t)=u^{0}(x)$ as a smooth extension of $u_{0}$, and successively $u^{n+1}$ as the $\left(C^{\infty}\right)$ solution in $D$ of $L u^{n+1}=F\left(x, t, u^{n}\right)$ with value $u_{0}$ on $\{t=0\}$. Writing the $i$-component

$$
u_{i}^{n+1}(x, t)=\left(u_{0}\right)_{i}\left(x_{i}(x, t)\right)+\int_{0}^{t} F_{i}\left(m_{i}(s), u^{n}\left(m_{i}(s)\right) d s\right.
$$

where $m_{i}(s)$ describes the $i$-characteristic through $(x, t)$, we see that if $\eta$ is such that $\eta\left(1+\sqrt{N} F_{0}\right)$ is less than the distance of $K$ to the complement of $K_{0}$, the graph of the function $u^{1}$ on $D_{0}^{\eta}$ is contained in $K_{0}$, and so are the graphs of all the $u^{n}$. In particular, $\left|u^{n}(x, t)\right| \leq M_{0}$.
b. Let us pause here to emphasize that this rough way of choosing $\eta$ to obtain a uniform bound on the $\left|u^{n}\right|$ gives relevant estimates in practical cases; for example, for the ODE $y^{\prime}=y^{2}$ with initial value $a>0$, we can take $K_{0}=[-1,+1] \times[a-A, a+A], F_{0}=(a+A)^{2}$, hence $\eta=\frac{A}{(a+A)^{2}} ;$ maximizing on $A$ gives $\eta=\frac{1}{4 a}$, while the true value is $\frac{1}{a}$.
c. We fix now an $\eta$ as in (a) and prove that $\partial_{x, t}^{\alpha} u^{n}$ is bounded in $D_{0}^{\eta}$ independently of $n$.

We have first, with $\partial$ any $x$ - or $t$-derivative,

$$
L_{j} \partial u_{j}^{n+1}=-\partial \lambda_{j} \partial_{x} u_{j}^{n+1}+\partial F_{j}+F_{j}^{\prime} \partial u^{n}
$$

Hence, with $M_{1}^{n}(t)=\max \left|\partial u^{n}\right|$ in $D_{0}^{t}$, we obtain

$$
\begin{equation*}
M_{1}^{n+1}(t) \leq C+C \int_{0}^{t}\left(M_{1}^{n+1}(s)+M_{1}^{n}(s)\right) d s \tag{2.3}
\end{equation*}
$$

with $C$ independent of $n$.
We take $M_{1} \geq 2 C$ such that $M_{1}^{0}(t)=M_{1}^{0}(0) \leq M_{1}$. Assume now

$$
M_{1}^{n}(t) \leq M_{1} \exp M_{1} t
$$

for some $n \geq 0$. Then (2.3) implies

$$
\begin{equation*}
M_{1}^{n+1}(t) \leq C \exp M_{1} t+C \int_{0}^{t} M_{1}^{n+1}(s) d s \tag{2.4}
\end{equation*}
$$

Setting $z(t)=\exp -C t \int_{0}^{t} M_{1}^{n+1}(s) d s$, we deduce from (2.4)

$$
z^{\prime}(t) \leq C \exp \left(M_{1}-C\right) t, z(0)=0
$$

hence

$$
M_{1}^{n+1}(t) \leq \frac{C M_{1}}{M_{1}-C} \exp M_{1} t \leq M_{1} \exp M_{1} t
$$

because $M_{1} \geq 2 C$. Thus $\left|\partial u^{n}\right| \leq M_{1} \exp M_{1} \eta$.
Assume now, with obvious notations, $M_{k}^{n}(t) \leq M_{k} \exp M_{k} t$ for some $k \geq 1$. We observe first that $\left|\partial^{\alpha} u^{n}(x, 0)\right| \leq C_{k+1}$ for all $|\alpha|=k+1$ and all $n$. This is obvious if the derivatives are purely tangential; otherwise, it can be computed, using the equation, in terms of derivatives of $u^{n}$ involving one less $t$-derivative, or of derivatives of $u^{n-1}$ of order at most $k$. We can now repeat the preceding argument to obtain a uniform estimate $M_{k+1}^{n}(t) \leq M_{k+1} \exp M_{k+1} t$.
d. Finally, set $N^{n}(t)=\max \left|u^{n+1}(., t)-u^{n}(., t)\right|$; we have $N^{n}(t) \leq$ $C \int_{0}^{t} N^{n-1}(s) d s$, hence $N^{n}(t) \leq 2 M_{0} C^{n} \frac{t^{n}}{n!}$ and the sequence $u^{n}$ converges uniformly in $D_{0}^{\eta}$.

The limit $u$ is the desired solution.
It is important to notice here that the constant $M$ does not allow a control of the smallness of $u-u_{0}$; this would require comparing the values of $u_{0}$ at various nearby points, which can be as far apart as $2 M$.

Proof of Theorem 2.1. We apply Theorem 2.2 in $D$ with an initial value on $t=t_{2}<t_{1}$ equal to $u\left(., t_{2}\right)$; we can take a compact $K_{0}$ independent of $t_{2}$, thus the corresponding $\eta$ does not depend on $t_{2}$ either and we can choose $t_{2}=t_{1}-\frac{\eta}{2}$.

When the two curves $\gamma_{0}$ and $\gamma_{1}$ meet at one point $\left(x_{1}, t_{1}\right)$ of $D$, the behavior of $u$ in $D$ near this point depends only on the values of $u$ on the base of the "backward cone" $D$. The situation is very analogous to the ODE situation described in (1), intervals ending at $b$ being replaced by cones of influence with vertex $\left(x_{1}, t_{1}\right)$.

Let us remark that, in the framework of Theorem 2.1, if $u$ is not bounded in $D$, then in general all components of $u$ blow up simultaneously at points where $u$ blows up. The reason for this can be seen in the following simple example.

Example. Consider the system

$$
\left(\partial_{t}+\partial_{x}\right) u_{1}=u_{1}^{2},\left(\partial_{t}-\partial_{x}\right) u_{2}=u_{1}
$$

with $t_{0}=0, t_{1}=1, a=-1, b=+1, u_{2}(x, 0)=0, u_{1}(x, 0)$ having a maximum at $a$ with value 1 . We have immediately

$$
u_{1}(x, t)=\frac{u_{1}(x-t, 0)}{1-t u_{1}(x-t, 0)}
$$

thus $u_{1}(1-t, t)$ blows up like $\frac{C}{(1-t)}$ when $t \rightarrow 1$. Hence $u_{2}$ also blows up.
In this example, we can see that $u_{1}$ blows up "by itself", while $u_{2}$, satisfying a linear differential equation with $u_{1}$ as a source term, is forced to blow up by $u_{1}$.

## 3. Semilinear wave equations

The analogy observed between the one- and the two-dimensional situations handled in the previous sections is not really a surprise because they both involve integrating differential equations along curves. With the following theorem, we turn now to truly multidimensional situations.

Theorem 3.1. Consider the wave equation

$$
\begin{equation*}
\left(\partial_{t}^{2}-\Delta_{x}\right) u=\varepsilon \frac{2(m+1)}{(m-1)^{2}} u^{m}+\sum_{-\infty}^{m-1} a_{j}(x, t) u^{j}, \quad \varepsilon= \pm 1 \tag{3.1}
\end{equation*}
$$

where $m$ is an integer, $m \geq 2$, the $a_{j}{ }^{\prime} s$ are given analytic functions near some point $m_{0}=\left(x_{0}, t_{0}\right)$ and the sum is finite. Fix $S$ an analytic space-like hypersurface through $m_{0}$ with equation $\{t=\psi(x)\}$ (that is, $|\nabla \psi|^{2}<1$ ). Then, for $\varepsilon=+1$, equation (3.1) has singular solutions defined for $t>\psi(x)$ which, near $m_{0}$, blow up precisely on $S$, and satisfy

$$
\begin{equation*}
\lim _{t \rightarrow \psi(x)}(t-\psi(x))^{\frac{2}{(m-1)}} u(x, t)=\left(1-|\nabla \psi(x)|^{2}\right)^{\frac{1}{(m-1)}} . \tag{3.2}
\end{equation*}
$$

Remark. We will see that for $\varepsilon=-1$, the construction of singular solutions breaks down. In fact, for $m$ not too large, one can prove that no blowup occurs.

Proof of Theorem 3.1.
a. Set $\tau=(t-\psi)^{\frac{1}{m-1)}}$ and look for $u$ of the form $u=\tau^{-2} v(x, \tau)$. By substitution in (3.1), we find an equation for $v$ of the form $\left(3.3 \chi 1-|\nabla \psi|^{2}\right)\left(\tau \partial_{\tau}-2\right)\left(\tau \partial_{\tau}-m-1\right) v-2 \varepsilon(m+1) v^{m}=$

$$
=\tau g\left(x, \tau, v, \tau v_{\tau}, \nabla_{x} \tau v_{\tau}\right)+(m-1)^{2} \tau^{2 m-2} \Delta v .
$$

b. Let us pause here to explain some elementary facts about Fuchsian PDE.

An ordinary differential equation with smooth coefficients $a_{k}$ of the form

$$
t^{m} y^{(m)}+\sum_{0 \leq k \leq m-1} a_{k}(t) t^{\mu_{k}} y^{(k)}=0
$$

is said to have a regular singular point at the origin $t=0$ (or to be Fuchsian) if the weights $k-\mu_{k}$ of the terms $t^{\mu_{k}}\left(\frac{d}{d t}\right)^{k}$ in the equation are all less than or equal to zero. Such an equation is reduced to a first order system by adapting the usual procedure and setting

$$
Y_{0}=y, Y_{1}=t y^{\prime}, \ldots, Y_{m-1}=\left(t \frac{d}{d t}\right)^{m-1} y
$$

We obtain a system

$$
t \frac{d}{d t} Y+A(t) Y=0
$$

For more details, consult [Wa], Chapter II.
Consider now an operator

$$
t^{m} \partial_{t}^{m}+\sum_{k<m, k+|\alpha| \leq m} a_{k, \alpha}(x, t) \partial_{t}^{k} \partial_{x}^{\alpha}
$$

We call it Fuchsian if we can write $a_{k, \alpha}(x, t)=t^{\mu_{k, \alpha}} b_{k, \alpha}$ with $b_{k, \alpha}$ smooth and

$$
\mu_{k, \alpha} \geq k
$$

with strict inequality if $|\alpha| \geq 1$.
This definition is motivated by the case of ODE and by the following example: the integral curves of the field $t \partial_{t}+t^{\mu} \partial_{x}$ do not meet $\{t=0\}$ (except for the $x$-axis itself), unless $\mu>0$. Thus, for $\mu=0$, the Cauchy problem is certainly not locally well-posed with respect to the initial surface $\{t=0\}$.

Again, such an operator can be reduced to a system

$$
t \partial_{t} Y+A Y=t F\left(x, t, Y, \nabla_{x} Y\right)
$$

For such systems, the Cauchy problem is known to be well-posed in the analytic case (see [BG]).
c. We come back now to (3.3), and see that this equation is Fuchsian.

If we try to insert $v=v_{0}+\tau v_{1}+\ldots$ into (3.3), we obtain first

$$
\left(1-|\nabla \psi|^{2}\right) v_{0}-\varepsilon v_{0}^{m}=0,
$$

which gives, if $\varepsilon=+1, v_{0}=\left(1-|\nabla \psi|^{2}\right)^{\frac{1}{m-1}}$ as announced in (3.2). If $\varepsilon=-1$, only $v_{0}=0$ is a solution, and the construction does not work.

We can go on like this and compute recursively $v_{1}, \ldots, v_{2 m+1}$, but not $v_{2 m+2}$; in fact, if we set

$$
v=\sum_{0}^{2 m+1} v_{j}(x) \tau^{j}+\tau^{2 m+2} w(x, \tau)
$$

we obtain for $w$ the equation

$$
\begin{array}{r}
\left(1-|\nabla \psi|^{2}\right)\left(\tau \partial_{\tau}\right)\left(\tau \partial_{\tau}+3 m+1\right) w=\phi(x)+h\left(x, \tau, \tau w, \tau^{2} w_{\tau}, \nabla_{x} \tau^{2} w_{\tau}\right) \\
+(m-1)^{2} \tau^{2 m-2} \Delta w
\end{array}
$$

where $h$ vanishes for $\tau=0$. This is a hint of the presence of some logarithmic terms, classical in this context.
d. If we set

$$
w=\frac{\phi \ell n \tau}{(3 m+1)\left(1-|\nabla \psi|^{2}\right)}+z
$$

where $z=z(x, \tau, \tau \ell n \tau)$, we get an equation for $z$ which finally can be reduced, by introducing the $n+2$ unknowns $Y_{0}=z, Y_{1}=\tau \partial_{\tau} z, Y_{2+j}=$ $\tau \partial_{j} z$, to a system

$$
\begin{equation*}
N Y+A Y=f\left(x, \tau, \eta, Y, \nabla_{x} Y\right) \tag{3.4}
\end{equation*}
$$

Here, $\eta=\tau \ell n \tau, N=\tau \partial_{\tau}+(\tau+\eta) \partial_{\eta}, A$ is a constant matrix and $f$ is analytic and vanishing for $\tau=\eta=0$. The appearance of $N$ comes from the fact that $\tau \partial_{\tau}[f(\tau, \tau \ell n \tau)]=N f(\tau, \eta)$. In [KL], such systems are called "generalized Fuchsian" (because of the extra variable $\eta$ ) equations and the following theorem is proved, generalizing the theorem of $[\mathrm{BG}]$.

Theorem. If $A$ has no eigenvalue with negative real part, the system (3.4) has, near the origin, exactly one analytic solution which vanishes for $\tau=\eta=0$.

Applying this theorem to (3.4) yields $z$ (depending on one arbitrary function of $x$ ), and finishes the proof.

In the previous theorem, it would be interesting to understand how much hyperbolicity from the wave equation finally remains in the system in $Y$, in order to solve it for smooth data.

Obviously, this kind of technique can be used to construct singular solutions in many similar situations.

## B. The geometric blowup mechanism

## 1. Burgers' equation and the method of characteristics

a. We consider, in the plane, Burgers' equation

$$
\begin{equation*}
\partial_{t} u+u \partial_{x} u=0 \tag{1.1}
\end{equation*}
$$

with a smooth enough initial value $u(x, 0)=u_{0}(x)$ defined near $X^{0}$, and $u_{0}^{\prime}\left(X^{0}\right)<0$.

A given smooth solution $u$ of (1.1) is constant along the integral curves of $\partial_{t}+u \partial_{x}$, hence these curves are the straight lines $x=X+$ $s u_{0}(X), t=s$, indexed by $X$ and parametrized by $s$ (this is the so-called "method of characteristics").

Taking an $x$-derivative of (1.1), we obtain

$$
\left(\partial_{t}+u \partial_{x}\right) \partial_{x} u+\left(\partial_{x} u\right)^{2}=0
$$

Thus $\partial_{x} u$, restricted to the characteristic through $(X, 0)$, is a function $q(s)$ which satisfies the equation $q^{\prime}+q^{2}=0$, hence becomes infinite for $s^{-1}=-u_{0}^{\prime}(X)$.

We define $\gamma$ to be the locus of all these blowup points

$$
\gamma=\left\{(x, t), x=X+s u_{0}(X), t=s, s^{-1}=-u_{0}^{\prime}(X)\right\} .
$$

(i) Assume first $u_{0}^{\prime \prime}\left(X^{0}\right) \neq 0$ : the set $\gamma$ is then a smooth curve to which the characteristics are tangent. The solution $u$, defined near the point $m_{0}=\left(X^{0}+s_{0} u_{0}\left(X^{0}\right), s_{0}\right)\left(s_{0}^{-1}=-u_{0}^{\prime}\left(X^{0}\right)\right)$ on one side of $\gamma$ by the fact of being constant on the characteristics, is singular everywhere on $\gamma$.
(ii) Assume now $u_{0}^{\prime \prime}\left(X^{0}\right)=0, u_{0}^{\prime \prime \prime}\left(X^{0}\right)>0$ (resp. $<0$ ); the curve $\gamma$ has a cusp at the point $m_{0}$, pointing downwards (resp. upwards). In the first case, the solution $u$ is defined at least for $t<s_{0}$, and is singular
at the cusp point; in the second case, $u$ is defined below $\gamma$, and is singular everywhere on $\gamma$.

To prove these elementary facts, we note that by the definition of $\gamma$,

$$
\left(\frac{d x}{d X}, \frac{d t}{d X}\right)(X)=\frac{u_{0}^{\prime \prime}}{\left(u_{0}^{\prime}\right)^{2}}\left(u_{0}(X), 1\right)
$$

which proves (i). In case (ii),

$$
\left(\frac{d^{2} x}{d X^{2}}, \frac{d^{2} t}{d X^{2}}\right)\left(X^{0}\right)=\frac{u_{0}^{\prime \prime \prime}}{\left(u_{0}^{\prime}\right)^{2}}\left(u_{0}\left(X^{0}\right), 1\right)
$$

Remark that it is natural for $\gamma$ to be the envelope of the characteristics; in fact, the solution being constant along the characteristics, blowup occurs when two infinitesimally closed characteristics meet.
b. We now reinterpret the facts established in (a).

Consider the functions

$$
\phi(X, T)=X+T u_{0}(X), \quad v(X, T)=u_{0}(X)
$$

and the mapping

$$
\begin{equation*}
(X, T) \mapsto \Phi(X, T)=(x, t)=(\phi(X, T), T) \tag{1.2}
\end{equation*}
$$

The characteristics are the images by $\Phi$ of the lines $X=C$ and the solution $u$ satisfies

$$
\begin{equation*}
u(\Phi(X, T))=v(X, T) \tag{1.3}
\end{equation*}
$$

The set $\gamma$ is the image by $\Phi$ of the set

$$
\left\{(X, T), \partial_{X} \phi(X, T)=0\right\}
$$

that is, the set of points where the differential $\Phi^{\prime}$ is not invertible. Since

$$
\partial_{X} v=\partial_{x} u(\Phi) \partial_{X} \phi
$$

the vanishing of $\partial_{X} \phi$ is precisely the reason for the blowup of $\partial_{x} u$ (assuming $\partial_{X} v \neq 0$ then). Remark finally that $\phi$ and $v$ satisfy

$$
\begin{equation*}
\partial_{T} \phi=v, \partial_{T} v=0 \tag{1.4}
\end{equation*}
$$

Suppose now, conversely, that we are given, near some point $m^{0}=$ $\left(X^{0}, T^{0}\right)$, a solution of (1.4), with

$$
\partial_{X} \phi\left(m^{0}\right)=0, \quad \partial_{X} v\left(m^{0}\right) \neq 0 .
$$

Whenever a function $u$ can be defined satisfying (1.3), it is a solution of Burgers' equation, and $\partial_{x} u$ becomes infinite at $\Phi\left(m^{0}\right)$. For example, in the case (i) above, $\phi$ satisfies

$$
\partial_{X} \phi\left(X^{0}, T^{0}\right)=0, \partial_{X}^{2} \phi\left(X^{0}, T^{0}\right) \neq 0,
$$

which means that $\Phi$ has a fold singularity at $m^{0}$. The image of $\Phi$ is one side of $\gamma$, and $u$ can be defined on this side by

$$
\begin{equation*}
u(x, t)=v(\psi(x, t)) \tag{1.5}
\end{equation*}
$$

where $\psi$ is one of the two possible choices of a point $(X, T)$ such that $\Phi(\psi(x, t))=(x, t)$.

In the case (ii), $\phi$ satisfies

$$
\partial_{X} \phi\left(m^{0}\right)=0, \quad \partial_{X}^{2} \phi\left(m^{0}\right)=0, \quad \partial_{X}^{3} \phi\left(m^{0}\right) \neq 0, \quad \partial_{X T}^{2} \phi\left(m^{0}\right) \neq 0,
$$

which means that $\Phi$ has a cusp singularity at $m^{0}$. The image of $\Phi$ is a neighborhood of $\Phi\left(m^{0}\right)$; the points ( $x, t$ ) exterior to the cusp correspond to only one point ( $X, T$ ), while the points interior to the cusp correspond to three. Singular solutions $u$ of Burgers' equation can be defined in these regions by appropriate choices of $\psi$.

In both cases, the choices of $\psi$ are visualized here by the picture of the various characteristics through $(x, t)$ tangent to $\gamma$.
c. For more general scalar equations of the form

$$
\begin{equation*}
\partial_{t} u+\sum_{1}^{n-1} a_{j}(u) \partial_{j} u=0, \tag{1.6}
\end{equation*}
$$

the theory is completely similar, $\partial_{x} u$ being replaced by $\Sigma a_{j}^{\prime}(u) \partial_{j} u$. Note that this quantity is the divergence $d$ of the field

$$
a(u)=\left(a_{1}(u), \ldots, a_{n-1}(u)\right) .
$$

In fact, the derivative of $d=\Sigma a_{j}^{\prime}(u) \partial_{j} u$ along a characteristic is

$$
\Sigma a_{j}^{\prime}(u)\left(\partial_{t} \partial_{j} u+\Sigma a_{k}(u) \partial_{k} \partial_{j} u\right)=-\left(\Sigma a_{j}^{\prime}(u) \partial_{j} u\right)^{2} .
$$

## 2. Blowup of a quasilinear system

It turns out that the construction of singular solutions to Burgers' equation explained in (1 b) can be extended to any quasilinear system whose symbol has a branch of real zeroes. In this theory, the analog of system (1.4) will be called "blowup system", and singular solutions satisfying the analog of (1.5) will be called "blowup solutions". We develop now the general theory.

Consider a quasilinear system

$$
\begin{equation*}
L u=\sum_{1}^{n} A_{j}(x, u) \partial_{j} u+B(x, u)=0, x \in \mathbb{R}^{n}, u \in \mathbb{R}^{N} \tag{2.1}
\end{equation*}
$$

where $A_{j}$ and $B$ are real smooth matrices of size $N \times N$ and $N \times 1$ defined near $\left(x^{0}, u^{0}\right)$.

Set $A(x, u, \xi)=\Sigma A_{j}(x, u) \xi_{j}$ and $\sigma=\operatorname{det} A$ the principal symbol of the linearized operator of $L$ on $u$. We make on $L$ the following assumption:

Assumption. There exists $\xi^{0} \neq 0$ and a real simple eigenvalue $\lambda(x, u, \xi)$ of $A(x, u, \xi)$, defined near $\left(x^{0}, u^{0}, \xi^{0}\right)$, such that

$$
\begin{equation*}
\lambda\left(x^{0}, u^{0}, \xi^{0}\right)=0, \quad \partial_{\xi} \lambda\left(x^{0}, u^{0}, \xi^{0}\right) \neq 0 \tag{2.2}
\end{equation*}
$$

We will denote by $\ell$ and $r$ left and right eigenvectors of $A$ for the eigenvalue $\lambda$.
a. Recall first the classical definition by Lax of a genuinely nonlinear (shortly written GNL) eigenvalue.

Definition. A simple eigenvalue $\lambda(x, u, \xi)$ of the symbol $A(x, u, \xi)$ of the system $L$ is said to be genuinely nonlinear at $\left(x^{0}, u^{0}, \xi^{0}\right)$ if

$$
\begin{equation*}
\left(r \partial_{u} \lambda\right)\left(x^{0}, u^{0}, \xi^{0}\right) \neq 0 \tag{2.3}
\end{equation*}
$$

For instance, in the case of the scalar equation

$$
\partial_{t} u+\mu(u) \partial_{x} u=0
$$

we have $\lambda(u, \xi, \tau)=\tau+\mu(u) \xi$, and $\lambda$ GNL is equivalent to $\mu^{\prime}(u) \neq 0$.
For a $2 \times 2$ system in diagonal form

$$
\partial_{t} u_{1}+\lambda_{1}(u) \partial_{x} u_{1}=0, \quad \partial_{t} u_{2}+\lambda_{2}(u) \partial_{x} u_{2}=0
$$

$\lambda_{i}$ GNL is equivalent to $\partial_{u_{i}} \lambda_{i} \neq 0$.
b. Let now $\kappa$ be some index with $\xi_{\kappa}^{0} \neq 0$ and $P$ a real $(N-1) \times N$ matrix such that the matrix $P^{0}$ with first line $\ell$ and

$$
P_{k, j}^{0}=P_{k-1, j}, \quad k>1
$$

is invertible (such a pair will be called "admissible").
Assume for simplicity $x^{0}=0$, and set, for $X \in \mathbb{R}^{n}$ close to zero and $\phi$ real

$$
\begin{align*}
\Phi(X) & =\left(X_{1}, \ldots, X_{\kappa-1}, \phi(X), X_{\kappa+1}, \ldots, X_{n}\right)  \tag{2.4}\\
\eta(X) & =-\varepsilon\left(\partial_{1} \phi, \ldots, \partial_{\kappa-1} \phi,-1, \partial_{\kappa+1} \phi, \ldots, \partial_{n} \phi\right) \tag{2.5}
\end{align*}
$$

where $\varepsilon$ is the sign of $\xi_{\kappa}^{0}$.
We introduce the following definition of the blowup system of $L$.
Definition 2.2. We call the blowup system of $L$ (for the admissible pair $(\kappa, P))$ the system $L_{b}$ of size $N+1$ in the unknown $(\phi, v)$ given by

$$
\begin{equation*}
\lambda(\Phi(X), v(X), \eta(X))=0 \tag{2.5}
\end{equation*}
$$

${ }^{t} \ell(\Phi(X), v(X), \eta(X))\left\{\sum_{j \neq \kappa} A_{j}(\Phi(X), v(X)) \partial_{j} v+B(\Phi(X), v(X))\right\}=0$,

$$
\begin{equation*}
P\left\{\varepsilon A(\Phi(X), v(X), \eta(X)) \partial_{\kappa} v+\left\{\sum_{j \neq \kappa} A_{j} \partial_{j} v+B\right\} \partial_{\kappa} \phi\right\}=0 \tag{2.5}
\end{equation*}
$$

Clearly, $L_{b}$ is just $L$ where we have formally performed the change

$$
\begin{equation*}
x=\Phi(X), u(\Phi(X))=v(X) \tag{2.6}
\end{equation*}
$$

multiplied on the left by $\operatorname{diag}\left(1, \partial_{\kappa} \phi, \ldots, \partial_{\kappa} \phi\right) P^{0}$.
In the future, we will only consider solutions of $L_{b}$ with the following properties:
(i) $(\phi, v)$ is of class $C^{2}$,
(ii) $\Phi(0)=x^{0}=0, v(0)=u^{0}, \eta(0)=\mu \xi^{0}, \mu>0$,
(iii) $\partial_{\kappa} \phi(0)=0, d\left(\partial_{\kappa} \phi\right) \neq 0$.

## c. Examples.

(i) For Burgers' equation and $\kappa$ corresponding to $x$, we find for $L_{b}$

$$
\begin{equation*}
\partial_{T} \phi=v, \partial_{T} v=0 \tag{2.7}
\end{equation*}
$$

which has been already considered in (1 b).
(ii) For a system

$$
\begin{equation*}
\partial_{t} u+A(u) \partial_{x} u=0 \tag{2.8}
\end{equation*}
$$

let the $\mu_{j}$ be the eigenvalues of $A$ with left and right eigenvectors $\ell_{j}(u), r_{j}(u)$. The blowup corresponding to $x$ and to the first eigenvalue $\lambda_{1}=\tau+\mu_{1} \xi$ yields the system $L_{b}$
$\partial_{T} \phi=\mu_{1}(v),{ }^{t} \ell_{1}(v) \partial_{T} v=0,\left(\mu_{k}-\mu_{1}\right)(v)^{t} \ell_{k} \partial_{X} v+\partial_{X} \phi^{t} \ell_{k} \partial_{T} v=0$.

In this case, the whole procedure is just straightening out the 1characteristics.
(iii) Let us consider the equation

$$
\begin{equation*}
\partial_{x t}^{2} u+\partial_{x} u \partial_{x^{2}}^{2} u+a \partial_{y^{2}}^{2} u=0, \quad(x, y, t) \in \mathbb{R}^{3}, \quad a=\text { constant } \tag{2.10}
\end{equation*}
$$

By setting $u_{1}=\partial_{x} u, u_{2}=\partial_{y} u$, one reduces (2.10) to a system $L$ whose blowup system $L_{b}$ is equivalent (after elimination of $v_{2}$ ) to

$$
\begin{align*}
& \partial_{T} \phi=v_{1}+a\left(\partial_{Y} \phi\right)^{2}, \partial_{X T}^{2} v_{1}-2 a \partial_{Y} \phi \partial_{X Y}^{2} v_{1} \\
&  \tag{2.11}\\
& \quad+a \partial_{X} \phi \partial_{Y^{2}}^{2} v_{1}-a \partial_{Y^{2}}^{2} \phi \partial_{X} v_{1}=0
\end{align*}
$$

In all these examples, we observe the appearance of a double characteristic field: $\partial_{T}$ for the first two, $\partial_{T}-2 a \partial_{Y} \phi \partial_{Y}$ for the last one. This will be confirmed in general by Proposition 4.1.

## 3. Blowup solutions

We will now associate to any solution of the blowup system $L_{b}$ of a given system $L$ one or several singular solutions $u$ of $L$, according to the following definition.

Theorem and Definition 3.1. Let $(\kappa, P)$ an admissible pair for $(L, \lambda)$ and $(\phi, v)$ a solution of the blowup system $L_{b}$. Assume that there are a
connected open set $D\left(x^{0} \in \bar{D}\right)$ and a continuous map $\psi$ from $\bar{D}$ to $\mathbb{R}^{n}$ with

$$
\begin{equation*}
\psi\left(x^{0}\right)=0, \Phi(\psi(x))=x, \operatorname{det} \Phi^{\prime}(\psi(x)) \neq 0, x \in D \tag{3.1}
\end{equation*}
$$

Set then $u(x)=v(\psi(x)), x \in D$. The function $u$ is a $C^{2}$ solution of $L$ in $D$, called the "blowup solution". The class of all the solutions obtained in this manner does not depend on the choice of the admissible pair $(\kappa, P)$.

Strictly speaking, we should say "germs of solutions" in the preceding theorem; in fact, we consider only germs (at the origin) of solutions of $L_{b}$, the corresponding $u$ being then defined in the intersection of $D$ with some neighborhood of $x^{0}$; moreover, one may have to again shrink these neighborhoods when comparing two solutions.

Proof of Theorem 3.1.
a. We prove first the following

Proposition. If $\left(\kappa_{1}, P_{1}\right)$ and $\left(\kappa_{2}, P_{2}\right)$ are admissible pairs with corresponding systems $L_{b}^{1}$ and $L_{b}^{2}$ and $\left(\phi_{1}, v_{1}\right)$ is a solution of $L_{b}^{1}$, there is a $C^{2}$ local diffeomorphism $h(Y=h(X), h(0)=0)$ and a solution $\left(\phi_{2}, v_{2}\right)$ of $L_{b}^{2}$ such that

$$
v_{2}(h(X))=v_{1}(X), \Phi_{2}(h(X))=\Phi_{1}(X)
$$

In fact, define $Y=h(X)=\left(h_{1}(X), \ldots, h_{n}(X)\right)$ by

$$
h_{\kappa_{2}}(X)=X_{\kappa_{1}}, h_{\kappa_{1}}(X)=\phi_{1}(X), h_{j}(X)=X_{j}, \quad j \neq \kappa_{1}, \kappa_{2} .
$$

Because $\partial_{X_{\kappa_{2}}} \phi_{1} \not 7^{\prime} 0$ by assumption, $h$ is a local $C^{2}$ diffeomorphism; the $\operatorname{map} \Phi_{2}(Y)=\Phi_{1}\left(h^{-1}(Y)\right)$ is of the form $x_{\kappa_{2}}=\phi_{2}(Y), x_{j}=Y_{j}, j \neq \kappa_{2}$, with

$$
Y_{\kappa_{1}}=\phi_{1}\left(Y_{1}, \ldots, Y_{\kappa_{1}-1}, Y_{\kappa_{2}}, Y_{\kappa_{1}+1}, \ldots, Y_{\kappa_{2}-1}, \phi_{2}, Y_{\kappa_{2}+1}, \ldots, Y_{n}\right) .
$$

We thus obtain

$$
\begin{aligned}
\eta_{2}(Y) & =-\varepsilon_{2}\left(\partial_{Y_{1}} \phi_{2}, \ldots, \partial_{Y_{\kappa_{2}-1}} \phi_{2},-1, \ldots, \partial_{Y_{n}} \phi_{2}\right) \\
& =\left|\partial_{X_{\kappa_{2}}} \phi_{1}\right|^{-1} \eta_{1}\left(h^{-1}(Y)\right) .
\end{aligned}
$$

Set now $v_{2}(Y)=v_{1}\left(h^{-1}(Y)\right)$; the equation

$$
\lambda\left(\Phi_{1}(X), v_{1}(X), \eta_{1}(X)\right)=0
$$

implies

$$
\lambda\left(\Phi_{2}(Y), v_{2}(Y), \eta_{2}(Y)\right)=0
$$

because of the positive homogeneity of $\lambda$.
Let $\bar{X}$ close to 0 with $\Phi_{1}^{\prime}(\bar{X})$ invertible; $\Phi_{1}$ is then a local diffeomorphism near $\bar{X}$, and we obtain a solution $u$ of $L$ near $\Phi_{1}(\bar{X})$ by $u\left(\Phi_{1}(X)\right)=v_{1}(X)$. Thus $v_{2}(Y)=u\left(\Phi_{2}(Y)\right)$ is a solution near $\bar{Y}=h(\bar{X})$ of $L_{b}^{2}$; points as $\bar{Y}$ being dense near $0,\left(\phi_{2}, v_{2}\right)$ is everywhere a solution of $L_{b}^{2}$.
b. Let now $u$ be a blowup solution corresponding to $D, \psi$ and a solution $\left(\phi_{1}, v_{1}\right)$ of $L_{b}^{1}$; according to (a), there exists $\left(\phi_{2}, v_{2}\right)$ such that, with $\bar{\psi}(x)=h(\psi(x))$, we have $\bar{\psi}(0)=0, \Phi_{2}(\bar{\psi}(x))=x, \Phi_{2}^{\prime}(\bar{\psi}(x))$ invertible for $x \in D$, and $u(x)=v_{2}\left(\bar{\psi}_{2}(x)\right)$.

## Examples.

## (i) Burgers' equation

The various solutions displayed in (1) for the Burgers' equation are obtained from the solution $v(X, T)=u_{0}(X), \phi(X, T)=X+T u_{0}(X)$ of the blowup system by choosing an appropriate domain $D$ and a "branch" $\psi$ on $D$. We have then $\psi(x, t)=(X, t)$ and $X$ represents geometrically the point of intersection with the $x$-axis of the chosen characteristic through $(x, t)$.

In the first case 1 (i), among the two characteristics through ( $x, t$ ) tangent to $\gamma$, we choose the one for which the contact point $\left(x_{1}, t_{1}\right)$ satisfies $t_{1} \geq t$; the other choice defines of course another local solution of Burgers' equation, corresponding to different boundary conditions.

In the case of a downward pointing cusp, there is only one possible choice, which we call the "exterior cusp solution". For an upward pointing cusp, the choice of the characteristic is the same as before, that is, the contact point is above ( $x, t$ ) (we call this solution the "interior cusp solution"); the other choice yields two different possibilities, corresponding to the continuation of the exterior cusp solution (viewed now upside down) as a multivalued solution in the interior of the cusp.

## (ii) Simple waves

For systems like (2.8), solutions of the form

$$
\begin{equation*}
u(x, t)=v(\zeta(x, t)), \zeta \in \mathbb{R} \tag{3.2}
\end{equation*}
$$

are traditionally called "simple waves" in the literature (see for instance [CFr], [Ma] or [Sm]). For $u$ to be a solution, we need

$$
v^{\prime}=r_{j}(v), \partial_{t} \zeta+\mu_{j}(v(\zeta)) \partial_{x} \zeta=0
$$

for some $j$. Thus, in addition to integrating the field $r_{j}(u)$ in $\mathbb{R}^{N}$, we just have to solve a scalar nonlinear equation on $\zeta$.

If we consider now $L_{b}$, we see that special solutions exist of the form

$$
v \equiv v(X), v^{\prime}(X) \text { colinear to } r(v(X)), \partial_{T} \phi=\mu_{1}(v(X))
$$

These solutions correspond exactly to the simple waves. We see in this way that the class of blowup solutions is a generalization of the class of simple waves. Moreover, blowup solutions exist also for higher space dimensions.

We close this section with two definitions.

Definition. Let $u$ be a blowup solution corresponding to $(\phi, v)$. If the $\operatorname{map} \Phi$ has a fold point at the origin (that is, $\partial_{\kappa}^{2} \phi(0) \neq 0$ ), we say that $u$ is a fold solution; if the map $\Phi$ has a cusp point at the origin (that is, $\partial_{\kappa}^{2} \phi(0)=0, \partial_{\kappa}^{3} \phi(0) \neq 0$ and, as we have already assumed, $\left.d\left(\partial_{\kappa} \phi\right) \neq 0\right)$, we say that $u$ is a cusp solution.

In the case of a fold solution, the image of $\Phi$ is easily seen to be one half-space limited by the characteristic fold surface $S$, image by $\Phi$ of the surface $\left\{x, \partial_{\kappa} \phi(x)=0\right\}$; we then take automatically this half-space for D.

We could of course go on like this for arbitrary type of singularities of $\Phi$; the classification of blowup solutions follows the classification of singularities (see for instance [GG]). We can also define a stable $u$ as corresponding to a germ of $\Phi$ stable at the origin, etc.

We turn now to solving the blowup system of a given system.

## 4. How to solve the blowup system

Let us say right away that, except in the case $n=2$ (that is, the case of one space dimension for hyperbolic systems), we do not know of a general procedure to obtain enough $C^{\infty}$ solutions of the blowup system $L_{b}$ of a given system $L$. This is due to some degeneracy of $L_{b}$ at the origin, which we see by computing its principal symbol at the origin.

Proposition 4.1. At the origin, the (scalar) principal symbol $\sigma_{b}$ of the linearized operator of $L_{b}$ on a solution $(\phi, v)$ is

$$
\begin{equation*}
\sigma_{b}(0, \zeta)=C \zeta_{\kappa}^{N-1}\left(\sum_{j \neq \kappa} \partial_{\xi_{j}} \lambda \zeta_{j}\right)^{2}, \tag{4.1}
\end{equation*}
$$

where $C \neq 0$ and the coefficients $\partial_{\xi_{j}} \lambda$ are not all zero.
Proof.
a. The last statement follows from the identity $\Sigma \xi_{j} \partial_{\xi_{j}} \lambda=0, \partial_{\xi} \lambda \neq 0$ and $\xi_{\kappa}^{0} \neq 0$.
b. By inspection of (2.5), we have

$$
\sigma_{b}=\left(\Sigma \partial_{\xi_{j}} \lambda \zeta_{j}\right) \operatorname{det}\binom{{ }^{t} \ell \Sigma A_{j} \zeta_{j}}{\varepsilon P A \zeta_{\kappa}} .
$$

Since $A$ has rank $N-1$, the lines $\ell_{1}, \ldots, \ell_{N-1}$ of $P A$ are independent, and orthogonal to $r$. Hence we can write ${ }^{t} \ell A_{j}=\left({ }^{t} \ell A_{j} r\right) r|r|^{-2}+\Sigma \alpha_{j} \ell_{j}$ and

$$
\operatorname{det}\left(\begin{array}{c}
t \\
\ell
\end{array} A_{j},|r|^{-2} \operatorname{det}\binom{r}{P A}\left({ }^{t} \ell A_{j} r\right) .\right.
$$

On the other hand, by taking a $\xi_{j}$-derivative of the identity $A(\xi) r(\xi)=$ $\lambda(\xi) r(\xi)$, we obtain ${ }^{t} \ell A_{j} r=\partial_{\xi_{j}} \lambda^{t} \ell r$; finally, ${ }^{t} \ell r \neq 0$ because $\lambda$ is simple. $\diamond$

In the case of analytic coefficients, we can use the Cauchy-Kovalevsky theorem with respect to any noncharacteristic hypersurface to obtain solutions of $L_{b}$, as explained in the following theorem.

Theorem 4.2. Assume that the coefficients $A_{j}$ and $B$ of $L$ are analytic near $\left(x^{0}, u^{0}\right)$. We can choose $\partial_{X} v(0)$ such that (2.5) is satisfied at $X=0$, by taking $\partial_{X_{\kappa}} v(0)$ colinear to $r$ and the other $\partial_{X_{j}} v(0)$ appropriately chosen. For any noncharacteristic $\delta$ (that is, $\delta_{\kappa} \neq 0, \sum_{j \neq \kappa} \partial_{\xi_{j}} \lambda\left(x^{0}, u^{0}\right.$,
$\left.\xi^{0}\right) \delta_{j} \neq 0$ ), we choose new orthogonal coordinates $\left(Y_{1}, \ldots, Y_{n}\right)$ for which $\delta$ is colinear to the $Y_{1}$-axis. The system $L_{b}$ is then equivalent (for functions with the chosen jets at the origin) to a system

$$
\begin{equation*}
\partial_{Y_{1}}(\phi, v)=F\left(Y, \phi, v, \partial_{Y^{\prime}} \phi, \partial_{Y^{\prime}} v\right) \tag{4.2}
\end{equation*}
$$

where $Y^{\prime}$ denotes the $Y_{j}, j \geq 2$; we can solve this system for any analytic data ( $\phi_{0}, v_{0}$ ) given on $\left\{Y_{1}=0\right\}$. Moreover,
(i) we can choose the 2 -jet of $\phi_{0}$ at 0 to obtain a fold solution.
(ii) If $n \geq 3$, we can choose the 3 -jet of $\phi_{0}$ at 0 to obtain a cusp solution.
(iii) If $n=2$, we can choose the 3 -jet of $\phi_{0}$ at 0 to obtain a cusp solution if and only if $\lambda$ is genuinely nonlinear.

The proof of the theorem is obvious, except for the last three technical statements, for which we refer to [Al8].

In other words, we can use the Cauchy-Kovalevsky theorem to obtain solutions of $L_{b}$ for which $\Phi$ displays the various types of singularities we are interested in.

The difference between (ii) and (iii) in Theorem 4.2 is easy to understand: for a linear system, we can obtain a cusp solution by "propagating" a cusped (in dimension $n-1$ ) initial datum; this is not possible for $n=2$.

Let us finally remark that in some cases, only partial analyticity is required for solving $L_{b}$; this is the case in Example (iii) of (2), for instance (see [A18]).

## 5. How $\nabla u$ blows up

The blowup solution $u$ itself is, by construction, continuous on $\bar{D}$; only its gradient blows up at $x^{0}$, in a way indicated in the following theorem.

Theorem 5.1. Let $u$ be a blowup solution of $L$ corresponding to a solution $(\phi, v)$ of $L_{b}$ for which $\partial_{\kappa} v(0) \neq 0$. Then, for $x \in D$,

$$
\begin{equation*}
\partial_{x} u(x)=C(x)\left(\partial_{\kappa} \phi\right)^{-1}(\psi(x)) r(x, u(x), \xi(x))^{t} \xi(x)+R(x), \tag{5.1}
\end{equation*}
$$

where $C(x)$ and $R(x)$ are continuous on $\bar{D}, C\left(x^{0}\right) \neq 0$ and $\xi(x)=$ $\eta(\psi(x))$.

Proof of Theorem 5.1. Let $\kappa=1$ for simplicity. The function $v$ being a solution of (2.5), we have $\partial_{1} v=\alpha r+\partial_{1} \phi w$ for some $w$ and $\alpha \neq 0$. Moreover, we have the relations

$$
\partial_{1} u=\left(\partial_{1} \phi\right)^{-1} \partial_{1} v, \partial_{j} u=\partial_{j} v-\left(\partial_{1} \phi\right)^{-1} \partial_{j} \phi \partial_{1} v
$$

This yields (5.1).
For instance, if $u$ is a blowup solution of (2.8), because of (2.9), we have

$$
{ }^{t} \ell_{k} \partial_{x} u=-\left(\mu_{k}-\mu_{1}\right)^{-1}{ }^{t} \ell_{k} \partial_{T} v, \quad k \neq 1
$$

which shows that only the component ${ }^{t} \ell_{1} \partial_{x} u$ can blow up.
In particular, the formula (5.1) reduces the question "how does $\nabla u$ become infinite when $x$ approaches $x^{0}$ ?" to a purely geometric problem on the behavior of the factor $\left[\partial_{\kappa} \phi(\psi(x))\right]^{-1}$ in $D$ close to $x^{0}$.

For a fold solution, this factor is easily seen to behave like $[d(x)]^{-\frac{1}{2}}$, where $d(x)$ is the distance from $x$ to the fold surface. For an exterior cusp solution, the rate depends on the direction of approach to $x^{0}$ (see for instance Chapter IV, 1 or [Le]).

## 6. Singular solutions and explosive solutions

Up to now, we have made no distinction between linear and nonlinear cases.

If $L$ is a linear system, the blowup solutions that we have considered are singular on (smooth or not) characteristic hypersurfaces. In particular, fold solutions are singular on the smooth characteristic fold surface $S$, a configuration easy to obtain by the methods of linear geometrical optics; the bicharacteristic strip through $\left(x^{0}, \xi^{0}\right)$ ( let us recall that $\xi^{0}$ is normal to $S$ at $x^{0}$ ) is entirely contained in $S$. Similarly, cusp solutions can be obtained by "propagating" cusp data, and so on.

For a nonlinear system, the situation is completely different: roughly speaking, one can say that the singularities of the blowup solution are created, and not "propagated".

To give a precise meaning to this statement, we have to study the behavior of the characteristic curves of the linearized operator of $L$ on $u$ leading to $x^{0}$. When these curves are in $D$, they are obtained as images (by
$\Phi)$ of characteristic curves of the part of $L_{b}$ corresponding to equations $(2.5)_{b},(2.5)_{c}$ (linearized in $v$ only), the symbol of which is, according to the proof of Proposition 4.1, $\tilde{\sigma}_{b}=C \zeta_{\kappa}^{N-1} \sum_{j \neq \kappa} \partial_{\xi_{j}} \lambda \zeta_{j}$. We will not give here a complete study of these curves, referring to [Al8] for details. We give only the result for the special family of the bicharacteristic strips issued from points of the form $\left(0, \zeta^{0}\right), \zeta_{\kappa}^{0} \neq 0$.

Proposition 6.1. Let $(\phi, v)$ be a solution of $L_{b}$ with $\partial_{\kappa} v(0) \neq 0$. Denote by $\mathcal{C}\left(\zeta^{0}\right)=(X(s), \zeta(s))$, s close to 0 , the bicharacteristic strip of $\tilde{\sigma}_{b}$ issued from $\left(0, \zeta^{0}\right)$ where $\zeta^{0}$ satisfies

$$
\begin{equation*}
\zeta_{\kappa}^{0} \neq 0, \quad \sum_{j \neq \kappa} \partial_{\xi_{j}} \lambda\left(x^{0}, u^{0}, \xi^{0}\right) \zeta_{j}^{0}=0 \tag{6.1}
\end{equation*}
$$

(i) Assume that $\Phi$ has a fold and that $\lambda$ is GNL. Then the image $\Phi(X(s))$ is a smooth curve, tangent to the fold surface for $s=0$ with a contact of order exactly two. The image of each of the two half-curves $\mathcal{C}_{ \pm}\left(\zeta^{0}\right)=\{(X(s), \zeta(s)), \pm s>0\}$ is an arc of bicharacteristic $(x(s), \xi(s))$ (above $D$ ) of the linearized operator of $L$ on a blow up solution $u$ corresponding to $(\phi, v)$, the two half-curves corresponding to the two different choices of $\psi$. Moreover, the projections $\left(x(s), \frac{\xi(s)}{|\xi(s)|}\right)$ of these arcs on the cosphere bundle tend to one of the points $\left(x^{0}, \pm \frac{\xi^{0}}{\left|\xi^{0}\right|}\right)$.
(ii) Assume that $\Phi$ has a cusp and that $\lambda$ is GNL. Then the image $\Phi(X(s))$ is a smoth curve crossing the cusp and transverse to the edge of the cusp. The image of each of the two half-curves $\pm\left(\zeta^{0}\right)$ is an arc of bicharacteristic (above $D$ ) of the linearized operator of $L$ on the exterior and interior cusp solution corresponding to $(\phi, v)$. Moreover, the projections of these arcs on the cosphere bundle tend to one of the points $\left(x^{0}, \pm \frac{\xi^{0}}{\left|\xi^{0}\right|}\right)$.
(iii) In all cases, the tangent to $\Phi(X(s))$ at $s=0$ is the characteristic issued from $\left(x^{0}, \xi^{0}\right)$ for the operator $L$ frozen at $\left(x^{0}, u^{0}\right)$.

## C. Combinations of the two mechanisms

In this section, we will only consider the very simple example of Burgers' equation with a nonlinear zero order term

$$
\begin{equation*}
\partial_{t} u+u \partial_{x} u=f(u) \tag{1.1}
\end{equation*}
$$

where $f(u)$ is a given real function.

## 1. Which mechanism takes place first?

Let $u$ be a smooth solution of (1.1) defined for $t<T_{0}$. Along each integral curve of $L=\partial_{t}+u \partial_{x}$, (1.1) reduces to a nonlinear ODE of the type studied in A, and $u$ may blow up at time $T_{0}$ on one of these curves. On the other hand, there is no reason why the nonlinearity $f(u)$ should prevent the focusing of characteristics studied in B; thus $\partial_{x} u$ may blow up at some point when $t \rightarrow T_{0}$.

Can both mechanisms take place simultaneously, or which one occurs first?

A first result is given by the following proposition.
Proposition 1.1. Consider the solution $u$ of (1.1) with $f(u)=u^{2}$ and initial value $u_{0} \in C_{0}^{2}$. Assume that $u_{0}$ reaches its maximum at a point $X^{0}$ where $u_{0}>0, u_{0}^{\prime \prime} \neq 0$. Then, if $u$ exists for $t<T_{0}, u$ remains bounded for $t<T_{0}$.

Proof of Proposition 1.1. If we define $\phi(X, T)$ for $t<T_{0}$ to be the abscissa of the point of ordinate $T$ on the integral curve of $L$ starting from $(X, 0)$ and set $v(X, T)=u(\phi(X, T), T)$, then $(\phi, v)$ is a solution of the blowup system

$$
\partial_{T} \phi=v, \partial_{T} v=f(v), \phi(X, 0)=X, v(X, 0)=u_{0}(X)
$$

Let $T_{1}=\left(\max u_{0}\right)^{-1} ;$ since

$$
v(X, T)=\frac{u_{0}(X)}{1-T u_{0}(X)}
$$

cannot live longer than $T_{1}, T_{0} \leq T_{1}$. We have also $\phi(X, T)=X-\ln (1-$ $\left.T u_{0}(X)\right)$.

Suppose now $T_{0}=T_{1}$, and let $X^{0}$ a point for which $u_{0}\left(X^{0}\right)=$ $T_{1}^{-1}, u_{0}^{\prime \prime}\left(X^{0}\right) \neq 0$; we claim that there are points close to $\left(X^{0}, T_{0}\right)$ at
which $\partial_{X} \phi=0, \partial_{X} v \neq 0$. In fact, for $T<T_{0}, \partial_{X} \phi=0$ is equivalent to $\left(u_{0}-u_{0}^{\prime}\right)(X) T=1$; by the implicit function theorem, there is a curve $T=h(X)$ through $\left(X^{0}, T_{0}\right)$ of such points, with $h^{\prime}\left(X^{0}\right)=T_{0}^{2} u_{0}^{\prime \prime}\left(X^{0}\right) \neq 0$. Hence the curve contains points with $T<T_{0}$ and blowup of $\partial_{x} u$ occurs before $T_{0}$.

If we anticipate Chapter II a little and think of $T_{0}$ as being the maximal time of existence of $u$, by a general theorem that we will prove also in Chapter II (Theorem 2.3), we see that $\partial_{x} u$ cannot remain bounded for $T<T_{0}$ (otherwise, there would be no blowup at time $T_{0}$ ). We can then conclude roughly that, if the nonlinearity $f$ is not too strong, focusing always occurs first.

## 2. Simultaneous occurrence of the two mechanisms

If the nonlinearity $f$ is strong enough, both mechanisms can take place simultaneously, as we see in the following example.

Proposition 2.1. Consider the solution $u$ of (1.1) with $f(u)=u^{4}$ and initial value $u_{0} \in C_{0}^{2}$. We can choose $u_{0}$ such that $u$ exists for $t<T_{0}$ and $\max |u(., t)| \rightarrow \infty$ when $t \rightarrow T_{0}$.

Proof of Proposition 2.1. We have here

$$
\begin{gathered}
v(X, T)=u_{0}(X, T)\left(1-3 T u_{0}^{3}(X, T)\right)^{-\frac{1}{3}}, \\
\partial_{X} \phi(X, T)=1+u_{0}^{\prime} u_{0}^{-3}\left[\left(1-3 T u_{0}^{3}\right)^{-\frac{1}{3}}-1\right] .
\end{gathered}
$$

We take $T_{0}^{-1}=\max 3 u_{0}^{3}$, and we show that we can choose $u_{0}$ such that $\partial_{X} \phi \neq 0$ for $t<T_{0}$. We take for simplicity $u_{0}(X)=w(\varepsilon X)$, where $w \geq 0$ has a unique positive quadratic maximum at 0 and supp $w=[a, b]$; for $\varepsilon X \notin[a, b], \partial_{X} \phi=1$; thus it is enough to prove $-u_{0}^{\prime} \leq\left(1-3 T_{0} u_{0}^{3}\right)^{\frac{1}{3}}$ everywhere, because $b \geq 1-(1-b)^{\frac{1}{3}}$ for $0 \leq b \leq 1$. The inequality is true for $\varepsilon|X| \leq \alpha$ since the righthand side is then equivalent to $|\varepsilon X|^{\frac{2}{3}}$; elsewhere the inequality is true for $\varepsilon$ small enough.

It does not seem that this sort of blowup solution can be obtained by the Ansatz techniques of A.3.

We believe that the two mechanisms considered in this chapter are involved in all "generic" blowups. According to Proposition 1.1, it would
seem that the geometric mechanism occurs first for homogeneous $(B \equiv$ $0)$ systems or small data. The semilinear cases, where this "primary" mechanism is suppressed, can then be viewed as linearly degenerate cases for which only the "secondary" ODE mechanism may cause blowup.

## Notes

The bibliographical references for this chapter are few.
The statements about ODEs can be found in any textbook, for instance Coddington and Levinson [CL], while asymptotic expansions near a point are discussed in Wasow [Wa].

The discussion of semilinear wave equations is taken from Kichenassamy and Littman [KL], which seems to be the first case of a systematic approach. Related results may be found in Leichtnam [Lei].

The material for Section B comes essentially from Alinhac [A18]. The special case of simple waves is crucially used in the theory of systems of conservation laws in one space dimension (see for instance Courant and Friedrichs [CFr], Lax [La2] or Smoller [Sm]). The concept of genuinely nonlinear eigenvalue is introduced in Lax [La2], and an approach of simple waves specifically related to it and to blowup can be found in Majda [Ma] and also in John [Jo6].

Some indications about the role of dissipative terms in quasilinear systems are given in [ Na ].

## CHAPTER II

## First Concepts on Global Hyperbolic Cauchy Problems

## Introduction

a. We consider here for simplicity quasilinear hyperbolic systems of the form

$$
\begin{equation*}
L u=\partial_{t} u+\sum_{j=1}^{n} A_{j}(u) \partial_{j} u+B(u)=0, \quad B(0)=0 \tag{1.1}
\end{equation*}
$$

for $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}, x_{0}=t \in[0, T], u \in \mathbb{R}^{N}$. The coefficients $A_{j}, B$ are assumed to be real and smooth functions of $u$ in an open domain $G$ containing the origin in its interior. All the solutions we consider will be classical (i.e. $C^{1}$ ) solutions.

For such systems, we always make the following hyperbolicity assumption: $L$ is symmetrizable hyperbolic, that is, there exists on $G$ a symmetric positive definite matrix $S(u)$ such that all the matrices $S A_{j}$ are symmetric.

We do not consider general stricly hyperbolic systems since the natural examples are symmetrizable and the proofs are more delicate.

All we have to say will apply as well to scalar equations; in particular we will often consider quasilinear wave equations of the form

$$
\begin{align*}
\partial_{t}^{2} u+\sum_{i, j \geq 0} g_{i j}(u, \nabla u) \partial_{i j}^{2} u+F(u, \nabla u)=0, \\
\nabla u(x)=\left(\partial_{0} u, \partial_{1} u, \ldots, \partial_{n} u\right), x_{0}=t . \tag{1.2}
\end{align*}
$$

These equations will always be assumed strictly hyperbolic.
By a global Cauchy problem we mean that the initial value of $u$ on $\{t=0\}$ is a given function $u_{0} \in C_{0}^{\infty}$. We make this choice for simplicity, though for most discussions, enough smoothness and decay at
infinity would suffice. We dropped dependence of the coefficients on $(x, t)$ to obtain simpler statements in these global situations.

We do not consider here the case of periodic Cauchy data, for which we refer to [GL] and [LFX].
b. This chapter is devoted to the very first concept which can be introduced for global Cauchy problems: the lifespan. This is the time $\bar{T}$ up to which a given solution retains its initial regularity. The key fact here is that an initially smooth enough solution does not undergo a gradual loss of its regularity; it keeps its initial smoothness up to $\bar{T}$, and undergoes a brutal change at time $\bar{T}$, where either the solution or its gradient (or both) become infinite. This fact can be viewed as a nonlinear propagation of regularity for the Cauchy problem. Traditionally, the brutal change is described in the literature under the name "blowup criterion".

A large number of ingenious methods have been used to test whether or not $\bar{T}<\infty$; they all make use of appropriate sign and structure (convexity for example) of the nonlinearity. We distinguish here for clarity between "functional methods" and "averaging and comparison methods". These methods, besides proving $\bar{T}<\infty$, provide upper bounds for $\bar{T}$. However, they do not display in general the correct blowup mechanisms; thus the obtained upper bounds are very rough and much larger than the true ones.

We will study in the next chapters cases where more precise information can be obtained.

## 1. Short time existence

We will denote by $H^{s}=H^{s}\left(\mathbb{R}^{n}\right)$ the usual Sobolev space with norm
 the $L^{\infty}$ norm will be denoted by $\|.\|_{\infty}$. For vectors $u \in\left(H^{s}\right)^{N}$, we will write simply $u \in H^{s}$, etc.

The following theorem is of constant use.
Theorem 1.1. Consider a quasilinear system (1.1), which is assumed to be symmetrizable hyperbolic. For some integer $s>\frac{n}{2}+1$, assume that

$$
\begin{equation*}
u_{0} \in H^{s}, u_{0}(x) \in G_{0} \tag{1.3}
\end{equation*}
$$

where $G_{0}$ a relatively compact subset of $G$. Then, for any compact neighborhood $G_{1}$ of $G_{0}$ contained in $G$ and any $M \geq\left|u_{0}\right|_{s}$, there exists $T>0$,
depending only on $M$ and on $G_{1}$, and a unique $u$ solution of (1.1) for $0 \leq t \leq T$ satisfying

$$
\begin{equation*}
u \in C^{0}\left([0, T], H^{s}\right) \cap C^{1}\left([0, T], H^{s-1}\right), \quad u(x, t) \in G_{1}, \quad u(x, 0)=u_{0}(x) \tag{1.4}
\end{equation*}
$$

For symmetric hyperbolic systems, we refer to [Ma] for a proof; for strictly hyperbolic systems or equations, the corresponding statement is also true, and we refer to [ Me ]. Note in particular that solutions satisfying (1.4) are of class $C^{1}$ ("classical solutions").

## 2. Lifespan and Blowup Criterion

As a consequence of Theorem 1.1, we can define the lifespan of a solution.

Definition 2.1. Consider a solution $u$ of (1.1) with initial value $u_{0} \in H^{s}$, as in Theorem 1.1. The lifespan $T_{s}$ of $u$ will be defined as the supremum of all $T>0$ such that $u$ exists for $0 \leq t \leq T$ and

$$
\begin{equation*}
u \in C^{0}\left([0, T], H^{s}\right) \cap C^{1}\left([0, T], H^{s-1}\right) \tag{2.1}
\end{equation*}
$$

Note that $T_{s}>0$ and, possibly, $T_{s}=+\infty$. For $\frac{n}{2}+1<s^{\prime} \leq s$, we have by definition $T_{s^{\prime}} \geq T_{s}$; in other words, $u$ could live longer if we are less demanding on its regularity. One could thus imagine a given solution becoming worse and worse with time. The essential fact is that this cannot happen.

Theorem and Definition 2.2. Consider $u_{0} \in C_{0}^{\infty}$. For any integer $s>\frac{n}{2}+1$, the unique solution $u$ of (1.1) with initial value $u_{0}$ lives for $0 \leq t<T_{s}$ with the regularity (2.1). In fact, $T_{s}$ is a constant in $s$ which we denote by $\bar{T}$ and call simply the lifespan of $u$.

Note that in the situation of Theorem 2.2, the solution $u$ is $C^{\infty}$ for $t<\bar{T}$.

## Example: The lifespan for Burgers' equation

Consider a solution $u$ of Burgers' equation (Chapter I, B 1, B. 2) with initial value $u_{0} \in C_{0}^{\infty}$. Then

$$
\bar{T}=\left(\max -u_{0}^{\prime}\right)^{-1}
$$

Remark that the support assumption on $u_{0}$ implies $\bar{T}<\infty$ (unless of course $u_{0} \equiv 0$ ).

Define $T_{0}=\left(\max -u_{0}^{\prime}\right)^{-1}$; as explained in B. $1, \bar{T}$ cannot be bigger than $T_{0}$. On the other hand, for the solution $(\phi, v)$ of the blowup system (2.7), one has $\partial_{X} \phi(X, T)>0$ for $T<T_{0}$; for fixed $T<T_{0}$, the map

$$
X \mapsto x=\phi(X, T)
$$

is an increasing bijection from $\mathbb{R}$ onto itself, hence $\Phi$ is a $C^{\infty}$ diffeomorphism of $T<T_{0}$ onto itself and the corresponding $u$ is $C^{\infty}$ for $T<T_{0}$.

Theorem 2.2 is a consequence of the more precise
Theorem 2.3. Consider $u$ a $C^{1}$ solution of (1.1) for $0 \leq t<T<\infty$ with initial value $u_{0} \in H^{s}$ ( $s$ integer, $s>\frac{n}{2}+1$ ). Assume that there exist a constant $M$ and a relatively compact subset $G_{1}$ of $G$ such that, for $0 \leq t<T$,

$$
|\nabla u(x, t)| \leq M, \quad u(x, t) \in G_{1} .
$$

Then

$$
\begin{equation*}
u \in C\left(\left[0, T^{\prime}\right], H^{s}\right) \cap C^{1}\left(\left[0, T^{\prime}\right], H^{s-1}\right), T^{\prime}<T \tag{2.2}
\end{equation*}
$$

and, with $C$ depending only on $s, M$ and $G_{1}$,

$$
\begin{equation*}
|u(., t)|_{s} \leq C\left|u_{0}\right|_{s}, \quad t<T \tag{2.3}
\end{equation*}
$$

Proof of Theorem 2.3 .
a. Let $T_{s}$ be the lifespan corresponding to $u_{0}$. For $t<T_{s}$ and $|\alpha| \leq s$, we consider $u_{\alpha}=\partial_{x}^{\alpha} u$, which is a solution of $\left(\partial_{t}+\Sigma A_{j}(u) \partial_{j}\right) u_{\alpha}=F_{\alpha}$ with

$$
\begin{equation*}
F_{\alpha}=-\sum_{j, \beta \leq \alpha, \beta \neq 0} C_{\alpha}^{\beta} \partial_{x}^{\beta}\left(A_{j}(u)\right) \partial_{x}^{\alpha-\beta} \partial_{j} u-\partial^{\alpha}(B(u)) \tag{2.4}
\end{equation*}
$$

b. To evaluate the $L^{2}$ norm of $F_{\alpha}$, we use the two following propositions:

Proposition 1. If $f: \mathbb{R}^{N} \rightarrow \mathbb{R}$ is a smooth function with $f(0)=0$, then, for $s>0, f(u) \in L^{\infty} \cap H^{s}$ if $u \in L^{\infty} \cap H^{s}$ and

$$
\begin{equation*}
|f(u)|_{s} \leq C|u|_{s} \tag{2.5}
\end{equation*}
$$

for a constant $C$ depending only on $f, s$ and $\|u\|_{\infty}$.
Proposition 2. If $u, v \in L^{\infty} \cap H^{s}$ for a positive integer $s$, then for all $\alpha, \beta,|\alpha|+|\beta|=s$,

$$
\begin{equation*}
\left|\left(\partial^{\alpha} u\right)\left(\partial^{\beta} v\right)\right|_{0} \leq C_{s}\left(\|u\|_{\infty}|v|_{s}+\|v\|_{\infty}|u|_{s}\right) \tag{2.6}
\end{equation*}
$$

These two propositions can be proved in at least two ways:
(i) One can use the Gagliardo-Nirenberg inequality (as in [Ma], Proposition 2.1); for $w \in L^{\infty} \cap H^{s}, s$ being a positive integer,

$$
\begin{equation*}
\left\|\partial^{\alpha} w\right\|_{L^{\frac{2 s}{k}}} \leq C_{s}\|w\|_{\infty}^{1-\left(\frac{k}{s}\right)}|w|_{s}^{\frac{k}{s}}, \quad k=|\alpha|, \quad 0 \leq k \leq s \tag{2.7}
\end{equation*}
$$

(ii) One can also use elementary properties of the Littlewood-Paley decomposition, as in [AG], Chapter II.
c. Using Proposition 2 for $s-1$, we obtain

$$
\left|\partial^{\beta}\left(A_{j}(u)-A_{j}(0)\right) \partial^{\alpha-\beta} \partial_{j} u\right|_{0} \leq C|u|_{\operatorname{Lip}}\left(|u|_{s}+\left|A_{j}(u)-A_{j}(0)\right|_{s}\right)
$$

where $|u|_{\text {Lip }}=\|u\|_{\infty}+\|\nabla u\|_{\infty}$ denotes the Lipschitz norm; Proposition 1 gives then $\left|A_{j}(u)-A_{j}(0)\right|_{s} \leq C|u|_{s}$, so finally

$$
\begin{equation*}
\left|F_{\alpha}\right|_{0} \leq C|u|_{s} \tag{2.8}
\end{equation*}
$$

d. An important fact is that for symmetric systems, the constants in the $L^{2}$ energy inequality only involve the Lipschitz norm of $u$. Applying this inequality to $u_{\alpha}$ and summing over $\alpha$, we obtain

$$
\begin{equation*}
|u(., t)|_{s} \leq C \Sigma\left|u_{\alpha}(., t)\right|_{0} \leq C\left(\left|u_{0}\right|_{s}+\int_{0}^{t}|u(., \tau)|_{s} d \tau\right) \tag{2.9}
\end{equation*}
$$

e. Let us recall the classical Gronwall Lemma.

Gronwall Lemma. Let $\phi \in C^{0}([0, a))$ satisfy

$$
\phi(t) \leq A+B \int_{0}^{t} \phi(s) d s
$$

Then $\phi(t) \leq A \exp B t$.
Applying this lemma to (2.9) gives (2.3) for $t<T_{s}$.
f. Finally, assume $T_{s}<T$; using Theorem 1.1 with initial value $u(., \theta)$ on $t=\theta$ for $\theta<T_{s}$ close enough to $T_{s}$ yields a contradiction with the definition of $T_{s}$.

Proof of Theorem 2.2. Let $s>s^{\prime}>\frac{n}{2}+1$; choose $T^{\prime}, T^{\prime}<T_{s^{\prime}}$; by definition of $T_{s^{\prime}}$, the hypotheses of Theorem 2.3 are satisfied with $T=T^{\prime}$. Thus $T_{s} \geq T^{\prime}$, and $T_{s}=T_{s^{\prime}}$.

Let us remark that in the situation of Theorem 2.3, the solution $u$ can in fact be continued after $T$. Thus we can rephrase Theorem 2.3 in the following way.

Blowup criterion. Let $\bar{T}<\infty$ be the lifespan of a solution $u$ of (1.1) with initial value $u_{0} \in C_{0}^{\infty}$. Then, either
(i) $\lim \sup \|\nabla u(., t)\|_{\infty}=+\infty$ as $t \rightarrow \bar{T}$ or
(ii) $u(x, t)$ is not contained in any compact subset of $G$ for $t<\bar{T}$.

The conclusion of this section is that there is no gradual worsening of a solution $u$, but a brutal change in regularity at time $\bar{T}$, of one of the two types (i) or (ii) described above. We have seen in the examples of Chapter I that actually one of the two or both may occur.

Remark finally that Theorems 2.2 and 2.3 do not seem to have analogue in the $C^{k}$ category. Hence the way the regularity of the solution, described in this category, changes with time, is not clear (see however Theorem 3.1 of Chapter III).

## 3. Blowup or not? Functional methods

Consider a quasilinear system (1.1) and a compactly supported smooth initial value $u_{0}$. The first question to answer seems to be: is the lifespan $\bar{T}$ of the corresponding solution $u$ finite or not?

Many methods have been proposed to answer this question in a rough way; we will call them rather vaguely "functional and comparison" methods. Let us start with a very simple example.

## a. A functional method for Burgers' equation

Let $u$ be the solution of Burgers' equation with $u_{0} \in C_{0}^{\infty}([a, b])$. For $t<\bar{T}, u(., t) \in C_{0}^{\infty}([a, b])$, because the characteristics starting outside
$[a, b]$ are vertical lines on which $u=0$. Choose $\phi \in C^{\infty}([a, b]), \phi^{\prime}>0$ and set

$$
F(t)=\int \phi(x) u(x, t) d x .
$$

Using the equation, we obtain

$$
F^{\prime}(t)=\frac{1}{2} \int \phi^{\prime}(x) u^{2}(x, t) d x .
$$

On the other hand, by the Cauchy-Schwarz inequality,

$$
F^{2}(t) \leq C \int \phi^{\prime}(x) u^{2}(x, t) d x \leq 2 C F^{\prime}(t), \quad C=\int_{a}^{b} \frac{\phi^{2}(x)}{\phi^{\prime}(x)} d x .
$$

Thus, if $F(0)=\int \phi(x) u_{0}(x) d x>0, F$ cannot remain smooth beyond $T_{0}=\frac{2 C}{F(0)}$, hence $\bar{T} \leq T_{0}$.

This example is typical of the functional method, which we can describe roughly as follows:
(i) An appropriate functional $F$ of $u$, depending on time, is introduced.
(ii) A (first or second order) differential inequality is proved on $F$, implying finite time blowup for well chosen data.
This is of course a very old method, and one can consult [Le1] for a survey. The remarkable fact about the above example is this: we know that $\bar{T}=\left(\max -u_{0}^{\prime}\right)^{-1}$ and that, for $t \rightarrow \bar{T}, u$ remains bounded and only $\partial_{x} u$ becomes infinite; thus, the predicted blowup of $F$ in fact never occurs. The blowup mechanism hinted at in the proof is not the correct one, and the estimate $T_{0}$ of the lifespan is not sharp.

Unfortunately, one is forced to recognize that very often, functional methods present the above mentioned drawbacks. To evaluate the efficiency of a given method, we suggest considering the following criteria:
(i) Is it possible to obtain from the method a reasonably explicit upper bound $T_{0}$ for the lifespan? If no, we call this method a "yes or not" method.
(ii) Assuming that we are considering a case where blowup can occur even for arbitrary small data say, of size $\varepsilon$ (a case to which we will return in subsequent chapters), we can distinguish three situations:
a) The obtained $T_{0}(\varepsilon)$ is much bigger than the correct $\bar{T}(\varepsilon)$ ("rough" method).
b) The obtained $T_{0}(\varepsilon)$ has the correct order of magnitude, that is, $T_{0}(\varepsilon) \leq C \bar{T}(\varepsilon)$ ("semisharp" method).
c) The obtained $T_{0}(\varepsilon)$ is equivalent to the true one ("sharp" method).
(iii) Does the method display the correct mechanism?

For instance, the functional method proposed in the example is semisharp (because, in one space dimension, any method gives the magnitude $\varepsilon^{-1}$ for $T_{0}$ ).

We present now two classical situations where a functional method is used.

## b. Semilinear wave equation

Consider, in three space dimensions, the semilinear wave equation

$$
\begin{equation*}
\partial_{t}^{2} u-\Delta_{x} u=|u|^{p} . \tag{3.1}
\end{equation*}
$$

Theorem 3.1. Let $u$ be a solution of (3.1) with initial data

$$
u(x, 0)=f(x), \partial_{t} u(x, 0)=g(x), \quad f, g \in C_{0}^{\infty}
$$

supported in $|x| \leq R$. Assume $1<p<1+\sqrt{2}$ and $\int g d x>0$. Then $\bar{T}<\infty$.

## Proof of Theorem 3.1.

a. Set $F(t)=\int u(x, t) d x$; using the equation and the fact that the support of $u$ is contained in $|x| \leq R+t$, we have $F^{\prime \prime}(t)=\int|u|^{p} d x$; hence, by the Hölder inequality applied to the integral defining $F$,

$$
\begin{equation*}
F^{\prime \prime}(t) \geq(t+R)^{-3(p-1)}|F|^{p} \tag{3.2}
\end{equation*}
$$

We make now use of the two well known facts:
(i) In dimension three, the elementary solution of the wave operator is a positive measure.
(ii) This measure is supported by the boundary $t=|x|$ of the light cone, so that the strong Huygens principle is valid: the free solution $u_{0}$ of $\partial_{t}^{2} u_{0}-\Delta u_{0}=0$ with data $f, g$ is supported in the set $\{(x, t), t-R \leq$ $|x| \leq t+R\}$.

By (i), we have $u(x, t) \geq u_{0}(x, t)$; by (ii), we can write

$$
\begin{aligned}
F_{0}(t)= & \int u_{0}(x, t) d x=\int_{t-R \leq|x| \leq t+R} u_{0}(x, t) d x \leq \int_{t-R \leq|x| \leq t+R} u(x, t) d x \\
& \leq C(t+R)^{\frac{2(p-1)}{p}}\left(\int|u(x, t)|^{p} d x\right)^{\frac{1}{p}} \leq C(t+R)^{\frac{2(p-1)}{p}}\left[F^{\prime \prime}\right]^{\frac{1}{p}}
\end{aligned}
$$

But $F_{0}$ can be computed explicitly because

$$
F_{0}^{\prime \prime}(t)=0, \quad F_{0}(0)=C_{f}=\int f(x) d x, \quad F^{\prime}(0)=C_{g}=\int g(x) d x
$$

We get $F_{0}(t)=C_{f}+t C_{g}$, hence, if $t \geq t_{0}$, because of our assumption $C_{g}>0$,

$$
F_{0}(t) \geq C(t+R), \quad C>0
$$

Finally, we have obtained

$$
\begin{equation*}
F^{\prime \prime}(t) \geq C(t+R)^{2-p}, C>0, t \geq t_{0} \tag{3.3}
\end{equation*}
$$

which implies

$$
F(t) \geq C(t+R)^{4-p}, C>0, \quad t \geq t_{0}
$$

b. We use now the following elementary ODE lemma.

Lemma. Consider $F(t) \in C^{2}[0, b)$ and suppose
$F(t) \geq C_{0}(t+R)^{r}, \quad F^{\prime \prime}(t) \geq C_{1}(t+R)^{-q} F(t)^{p}, \quad t \geq 0, C_{0}, \quad C_{1}, \quad R>0$.
If $p>1, r \geq 1,(p-1) r>q-2$, then $b$ must be finite.
Here, $r=4-p, q=3(p-1)$, thus the conditions read $p>1$, $p^{2}-2 p-1<0$, hence $1<p<1+\sqrt{2}$.

The value $1+\sqrt{2}$ in Theorem 3.1 is not a technical artifact: it cannot be improved, as shown in [Jo6].

## c. The Euler system

The motion of a polytropic, ideal compressible gas is described by the Euler system

$$
\begin{equation*}
\partial_{t} \rho+\operatorname{div}(\rho u)=0, \tag{3.4}
\end{equation*}
$$

$$
\begin{gather*}
\partial_{t} u+(u . \nabla) u+\rho^{-1} \nabla p=0  \tag{3.4}\\
\partial_{t} S+(u . \nabla) S=0 \tag{3.4}
\end{gather*}
$$

where $\rho$ is the density of the gas, $u \in \mathbb{R}^{3}$ its velocity $\left(u . \nabla=\Sigma u_{j} \partial_{x_{j}}\right), S$ its entropy and $p$ its pressure given by $p=A \rho^{\gamma} \exp S(A>0, \gamma>1)$.
'For some physical background, see [CFr].
This system can be written as a hyperbolic symmetrizable system to which the conside-rations of (1) and (2) apply (see for instance [Ma]).

For given $\bar{\rho}>0, \bar{S}, \bar{p}=A \bar{\rho}^{\gamma} \exp \bar{S}$, consider initial data

$$
\begin{align*}
& \rho(x, 0)=\rho^{0}(x)=\bar{\rho}+\rho^{1}(x)>0, u(x, 0)=u^{0}(x) \\
& S(x, 0)=S^{0}(x)=\bar{S}+S^{1}(x) \tag{3.4}
\end{align*}
$$

where $\rho^{1}, u^{0}$ and $S^{1}$ are smooth and supported in the ball of radius $R$, and denote by $\bar{T}$ the lifespan of the smooth solution. For $t<\bar{T}$, the support of the disturbance $\rho^{1}, u^{0}, S^{1}$ propagates with speed at most $\sigma=\left(\partial_{\rho} p(\bar{\rho}, \bar{S})\right)^{\frac{1}{2}}$ ( $\sigma$ is called the sound speed). A proof of this essential fact can be found for instance in [Jo3]. This means more precisely that $(\rho(., t), u(., t), S(., t))=$ $(\bar{\rho}, 0, \bar{S})$ outside $B(t)=\{x,|x| \leq R+\sigma t\}$.

Define the functionals

$$
\begin{equation*}
m(t)=\int(\rho(x, t)-\bar{\rho}) d x \tag{3.5}
\end{equation*}
$$

$$
\begin{gather*}
\eta(t)=\int\left[\rho(x, t) \exp \frac{S(x, t)}{\gamma}-\bar{\rho} \exp \frac{\bar{S}}{\gamma}\right] d x  \tag{3.5}\\
F(t)=\int x \rho u(x, t) d x \tag{3.5}
\end{gather*}
$$

Theorem 3.1. If

$$
\begin{equation*}
m(0) \geq 0, \quad \eta(0) \geq 0, \quad F(0) \geq \alpha \sigma R^{4} \max \rho^{0}(x), \alpha=\frac{16 \pi}{3} \tag{3.6}
\end{equation*}
$$

then $\bar{T}<\infty$.

Proof of Theorem 3.1.
a. We have

$$
m^{\prime}(t)=-\int \operatorname{div}(\rho u) d x=0
$$

and

$$
\eta^{\prime}(t)=-\int \operatorname{div}\left(\rho u \exp \frac{S}{\gamma}\right) d x=0
$$

hence $m(t)=m(0), \eta(t)=\eta(0)$. Moreover,

$$
\begin{aligned}
& F^{\prime}(t)=\int x \partial_{t}(\rho u) d x=-\int \operatorname{div}[(x u) \rho u+x(p-\bar{p})] \\
&+\int\left[\rho|u|^{2}+3(p-\bar{p})\right] d x=\int\left[\rho|u|^{2}+3(p-\bar{p})\right] d x
\end{aligned}
$$

b. Now $\int(p-\bar{p}) d x \geq 0$. In fact, $(p-\bar{p})(., t)$ is supported in $B(t)$ and

$$
\begin{aligned}
\int_{B(t)} p d x & =A \int_{B(t)} \rho^{\gamma} \exp S d x \geq A(\operatorname{vol} B(t))^{1-\gamma}\left(\int_{B(t)} \rho \exp \frac{S}{\gamma} d x\right)^{\gamma} \\
& =A(\operatorname{vol} B(t))^{1-\gamma}\left(\eta(t)+\operatorname{vol} B(t) \bar{\rho} \exp \frac{\bar{S}}{\gamma}\right)^{\gamma}
\end{aligned}
$$

by Hölder's inequality; hence, since $\eta(t)=\eta(0) \geq 0$,

$$
\int_{B(t)} p d x \geq \bar{p} \operatorname{vol} B(t)=\int_{B(t)} \bar{p} d x
$$

bigskip
c. By the Cauchy-Schwarz inequality and point (b),

$$
F^{2}(t) \leq F^{\prime}(t) \int_{B(t)}|x|^{2} \rho d x
$$

moreover, $\int_{B(t)}|x|^{2} \rho d x \leq(R+\sigma t)^{2}\left(m(t)+\int_{B(t)} \bar{\rho} d x\right)$, hence, since $m(t)=$ $m(0)$,

$$
\begin{aligned}
& F^{2}(t) \leq F^{\prime}(t)(R+\sigma t)^{2} \frac{4 \pi}{3}\left[\max \rho^{0} R^{3}+\bar{\rho}\left((R+\sigma t)^{3}-R^{3}\right)\right] \leq \\
& \leq F^{\prime}(t) \frac{4 \pi}{3}(R+\sigma t)^{5} \max \rho^{0}(x)
\end{aligned}
$$

since $\bar{\rho} \leq \max \rho^{0}$.
d. From this differential inequality, we get, for $t<\bar{T}, F(t)>0$ (because $F(0)>0$ ) and

$$
F(0)^{-1}>F(0)^{-1}-F(t)^{-1} \geq\left(\alpha \sigma \max \rho^{0}\right)^{-1}\left(R^{-4}-(R+\sigma t)^{-4}\right)
$$

This implies $\bar{T}<\infty$. If (3.6) is strengthened to $F(0)>C R^{4}, C=$ $\alpha \sigma \max \rho^{0}$, we obtain the estimate

$$
\begin{equation*}
\bar{T} \leq T_{0}=\frac{R}{\sigma}\left[\left(\frac{F(0)}{F(0)-C R^{4}}\right)^{\frac{1}{4}}-1\right] . \tag{3.7}
\end{equation*}
$$

In Example (b) of the semilinear wave equation, the simple method explained there using $F(t)=\int u(x, t) d x$ is not unrealistic, because we already know, by analogy with Theorem 3.1 of Chapter I, that $u$ itself may blow up. As a matter of fact, the method can be improved to a semisharp method, giving for instance in the case $p=2$, a lifespan of the correct magnitude $\varepsilon^{-2}$ (we will come back to this case in Chapter III).

For the Euler system considered in Example (c), the given proof is analogous to Example (a) and does not display realistic behavior of the solution; it is believed that only $\nabla \rho$ and $\nabla u$ do in fact blow up at time $\bar{T}$ (this has been proved only in the special case of axisymetric data in two space dimensions; see [Al6]).

## 4. Blowup or not? Averaging and comparison methods

In the following example of a quasilinear wave equation, we use a more sophisticated method than the functional method presented in section 3. One could call it the "averaging and comparison" method.

The idea is to introduce polar coordinates $(r, \omega)$ in the $x$-variable, and to consider the average $\bar{u}$ (in $\omega$ ) of the given $u$. Under appropriate convexity assumptions on the nonlinear terms, this leads to a partial differential inequality (in the two variables $(r, t)$ ) on $\bar{u}$, which can be analyzed using characteristics, and so on.

Theorem 4.1. Consider $v$ the solution in $\mathbb{R}_{t} \times \mathbb{R}_{x}^{3}$ of

$$
\begin{equation*}
\partial_{t}^{2} v-\Delta_{x} v=2 \partial_{t} v \partial_{t}^{2} v, \quad v(x, 0)=f(x), \partial_{t} v(x, 0)=g(x) \tag{4.1}
\end{equation*}
$$

where $f, g \in C_{0}^{\infty}$ are supported in the ball of radius $R$. Assume

$$
\begin{equation*}
L=(4 \pi)^{-1} \int h(x) d x>0, h(x)=g(x)-g^{2}(x) \tag{4.2}
\end{equation*}
$$

Then $\bar{T}<\infty$.

Proof of Theorem 4.1.
a. For $t<\bar{T}, v$ is smooth and supported in $|x| \leq t+R$ (again, we refer to [Jo3] for a proof). Let $u(x, t)=\int_{0}^{t} v(x, s) d s ; u$ satisfies

$$
\begin{equation*}
u(x, 0)=0, \partial_{t} u(x, 0)=f(x), \partial_{t}^{2} u-\Delta u=w \tag{4.3}
\end{equation*}
$$

where $w(x, t)=\left(\partial_{t}^{2} u(x, t)\right)^{2}+h(x)$.
b. To any function $p(x, t)$, we associate the function $\bar{p}$ defined by

$$
\begin{equation*}
\bar{p}(r, t)=(4 \pi)^{-1} \int_{|\omega|=1} p(r \omega, t) d \omega . \tag{4.4}
\end{equation*}
$$

By construction, $\bar{p}$ is an even function of $r$, which is just the average (in $x$ ) of $p$ on a sphere of radius $r$ about the origin when $r>0$.

Since, in polar coordinates, $\Delta=\partial_{r}^{2}+\frac{2}{r} \partial_{r}-\frac{1}{r^{2}} \Delta_{\omega}$, we have $\overline{\Delta p}=$ $r^{-1} \partial_{r}^{2}(r \bar{p})$. Hence $\bar{u}$ satisfies

$$
\begin{equation*}
\partial_{t}^{2}(r \bar{u})-\partial_{r}^{2}(r \bar{u})=r \bar{w} . \tag{4.5}
\end{equation*}
$$

This equation can be solved explicitly and we obtain

$$
\begin{align*}
2 r \bar{u}(r, t)=(r+t) \bar{u}(r & +t, 0)+(r-t) \bar{u}(r-t, 0)+ \\
& +\int_{r-t}^{r+t} \rho \partial_{t} \bar{u}(\rho, 0) d \rho+\int_{R_{r, t}} \rho \bar{w}(\rho, \tau) d \rho d \tau, \tag{4.6}
\end{align*}
$$

where $R_{r, t}$ is the triangle with vertices $(r, t),(r-t, 0),(r+t, 0)$ in the plane.
c. We will now prove the integral inequality

$$
\begin{equation*}
U(s) \geq \frac{L}{s}+\frac{3}{16 s R^{3}} \int_{R}^{s} \sigma U^{2}(\sigma) d \sigma \tag{4.7}
\end{equation*}
$$

for the function $U(s)=\bar{u}(s, s+R), s \geq R$. Note that because of the strong Huygens principle, $U$ would be zero if $w$ were zero in (4.3).

Since $\bar{w}$ is an even function of $r$, (4.6) gives us

$$
U(s)=(2 s)^{-1} \int_{T_{s}} \sigma \bar{w}(\sigma, \tau) d \sigma d \tau
$$

where $T_{s}$ is the rectangle with vertices $(R, 0),(s+R, s),(s, s+R),(0, R)$.
For the part $\bar{h}(r)$ of $\bar{w}$, we have $\int_{T_{s}} \sigma \bar{h}(\sigma) d \sigma d \tau=2 \int_{0}^{R} \sigma^{2} \bar{h}(\sigma) d \sigma=$ $2 L$, because $h$ is zero for $|x| \geq R$.

On the other hand, the Cauchy-Schwarz inequality applied to (4.4) gives $(\bar{p})^{2} \leq \overline{p^{2}}$; thus

$$
\int_{T_{s}} \sigma \overline{\left(\partial_{\tau}^{2} u\right)^{2}} d \sigma d \tau \geq \int_{T_{s}} \sigma\left(\partial_{\tau}^{2} \bar{u}\right)^{2} d \sigma d \tau \geq \int_{R}^{s} \sigma d \sigma \int_{\sigma-R}^{\sigma+R}\left(\partial_{\tau}^{2} \bar{u}\right)^{2} d \tau
$$

since $T_{s}$ contains the parallelogram bounded by the lines $\sigma=R, \sigma=s$, $\tau=\sigma-R, \tau=\sigma+R$.

Finally, since $\partial_{\tau}^{2}(\bar{u})$ vanishes for $\tau \leq \sigma-R$, we have

$$
U(s)=\int_{s-R}^{s+R}(s+R-\tau) \partial_{\tau}^{2}(\bar{u})(s, \tau) d \tau
$$

and, by the Cauchy-Schwarz inequality,

$$
U^{2}(s) \leq \frac{8 R^{3}}{3} \int_{s-R}^{s+R}\left(\partial_{\tau}^{2} \bar{u}\right)^{2}(s, \tau) d \tau
$$

which is (4.7).
d. Using Gronwall's lemma, we find that $s U(s) \geq W(s)$, where $W$ is the solution of the integral equation

$$
W(s)=L+\frac{3}{16 R^{3}} \int_{R}^{s} \sigma^{-1} W^{2}(\sigma) d \sigma .
$$

In fact, $W(s)=L\left(1-\frac{3 L}{16 R^{3}} \ln \frac{s}{R}\right)^{-1}$; hence $\bar{T} \leq 2 R \exp \frac{16 R^{3}}{3 L}$.
Again, as emphasized by John in his survey paper [Jo6], one expects only the second order derivatives of $v$ to blow up at time $\bar{T}$; this has been proved only in the axisymmetric case, which we will consider in detail in Chapter IV.

Roughly speaking, one can say that the above proofs rely in an essential way on the sign and the convexity of the nonlinearity, and, in some cases, on the space dimension (because up to dimension three, the elementary solution of the wave operator is positive). In the case of the three dimensional semilinear wave equation with nonlinear terms of the opposite sign

$$
\partial_{t}^{2} u-\Delta u=-|u|^{p-1} u,
$$

no blowup result is known. In fact, one can prove $\bar{T}=\infty$ for $p \leq 5$ (5 is said to be the "critical index"); it is not known whether $\bar{T}=\infty$ for all $p$.

## Notes

The first two sections are taken from Majda [Ma] (Chapter II), where more details can be found about hyperbolic symmetric systems. For some background on symmetric systems, see for example Friedrichs [Fr] or, more recently, Rauch [Ra].

An extension to the case of strictly hyperbolic systems using a pseudodifferential symmetrizer can be found in Métivier [Me].

Specific blowup criteria have been established for the incompressible and the compressible Euler systems (see respectively Beale, Kato and Majda [BKM] and Chemin [Ch]).

There is important literature about functional methods. One can find in Levine [Lel] and Keller [Ke] a good survey of earlier references. The more recent references are given in the two survey papers by John [Jo6] and Strauss [St].

The presentation of Example (b) of Section 3 is due to Sideris [Si1], though the example itself goes back to John [Jol] and Glassey [Gl1], [Gl2]. Again, Example (c) of Section 3 is taken from Sideris [ Si 3 ], while Section 4 is due to John [Jo6].

We avoided discussing the huge literature on global existence for semilinear wave equations. A recent survey is due to Zuily $[\mathrm{Zu}]$.

## CHAPTER III

## Semilinear Wave Equations

## Introduction

In the general framework of quasilinear systems or equations, we could only define in Chapter II the lifespan of a solution. For semilinear systems or equations, it is possible to go further and define a maximal domain of existence of a given solution. The essential questions are then about the shape of this domain and the behavior of the solution near its boundary.

In the first section, we discuss the modifications of Theorems 2.2 and 2.3 of Chapter II in the semilinear cases, and formulate the corresponding blowup criteria.

The second section contains a brief discussion of the concept of maximal influence domain for smooth solutions of semilinear wave equations.

In Section 3, we extend this concept to weak solutions and prove an analogue of Theorem 2.2 of Chapter II; this approach makes it also possible to give a strong blowup criterion at the boundary of the maximal influence domain.

Finally, in a rather special situation, we obtain uniform blowup rates along the space-like boundary of the maximal influence domain, a picture (locally) very close to the examples displayed in Chapter I A.

## 1. Semilinear blowup criteria

Consider a system

$$
\begin{equation*}
L u=\partial_{t} u+\sum_{j=1}^{n} A_{j} \partial_{j} u+B(u)=0 \tag{1.1}
\end{equation*}
$$

with the same hyperbolicity assumptions as in Chapter II, the only difference being that the coefficients $A_{j}$ do not depend on $u$ any more. We assume for simplicity that $B$ is defined everywhere.

The short time existence Theorem 1.1 of Chapter II can then be modified in the following way.

Theorem 1.1. Consider a semilinear system (1.1). For some integer $s>\frac{n}{2}$, assume that

$$
\begin{equation*}
u_{0} \in H^{s} . \tag{1.2}
\end{equation*}
$$

Then, for any $M \geq\left|u_{0}\right|_{s}$, there exists $T>0$, depending only on $M$ and $B$, and a unique $u$ solution of (1.1) for $0 \leq t \leq T$ satisfying

$$
\begin{equation*}
u \in C^{0}\left([0, T], H^{s}\right) \cap C^{1}\left([0, T], H^{s-1}\right), u(x, 0)=u_{0}(x) . \tag{1.3}
\end{equation*}
$$

This theorem can be proved exactly as its homologue (Theorem 2.2) of Chapter I.

It is important here to remark that, just as in Theorem 2.2 of Chapter I, $u$ is not close to $u_{0}$; only $|u|_{s}$ is bounded by a constant times $\left|u_{0}\right|_{s}$.

The analogue of Theorem 2.3 is
Theorem 1.2. Consider $u$ a $C^{1}$ solution of (1.1) for $0 \leq t<T<\infty$ with initial value $u_{0} \in H^{s}, s>\frac{n}{2}$. Assume that there exists $M$ such that, for $0 \leq t<T$,

$$
\begin{equation*}
|u(x, t)| \leq M . \tag{1.4}
\end{equation*}
$$

Then

$$
\begin{equation*}
u \in C^{0}\left(\left[0, T^{\prime}\right], H^{s}\right) \cap C^{1}\left(\left[0, T^{\prime}\right], H^{s-1}\right), T^{\prime}<T \tag{1.5}
\end{equation*}
$$

and

$$
\begin{equation*}
|u(., t)|_{s} \leq C\left|u_{0}\right|_{s}, t<T, \tag{1.6}
\end{equation*}
$$

where $C$ depends only on $s$ and $M$.

The proof is a simple modification of that of Theorem 2.3, using the above Theorem 1.1.

The whole "theory" of the lifespan can then be repeated as in Chapter II, and the blowup criterion corresponding to Theorem 1.2 is the following.

Blowup criterion. Let $\bar{T}$ be the lifespan of a solution $u$ of (1.1) with initial value $u_{0} \in C_{0}^{\infty}$. Then $u$ is not bounded for $t<\bar{T}$.

For semilinear equations

$$
\begin{equation*}
\partial_{t}^{2} u+\sum_{i, j \geq 0} g_{i j} \partial_{i j}^{2} u+F(u, \nabla u)=0 \tag{1.7}
\end{equation*}
$$

A completely analogous theory can be developed if $F$ depends only on $\nabla u$. In this case, the first order derivatives of $u$ are the unknowns of the corresponding first order system, and blowup occurs only if $|\nabla u|$ is not bounded (the restriction on $F$ comes from the fact that the energy inequality controls only $\nabla u$ ). In the general case, assuming that the initial data have compact support and using finite propagation speed, one can control $u$ by $\nabla u$ and obtain the same result.

Finally, if $F$ depends only on $u$, similar considerations lead to the fact that blowup can only occur if $|u|$ in not bounded.

## 2. Maximal influence domain

In the remaining part of this chapter, we restrict ourselves to semilinear wave equations

$$
\begin{equation*}
\partial_{t}^{2} u-\Delta u+F(u, \nabla u)=0, u(x, 0)=f(x), \partial_{t} u(x, 0)=g(x) \tag{2.1}
\end{equation*}
$$

Let us denote by $C\left(x^{0}, t^{0}\right)$ the open backward cone

$$
\begin{equation*}
C\left(x^{0}, t^{0}\right)=\left\{(x, t), t-t^{0}<-\left|x-x^{0}\right|\right\} . \tag{2.2}
\end{equation*}
$$

We introduce the following definition.
Definition 2.1. An open set $\Omega$ is called an influence domain if $(x, t) \in$ $\Omega$ implies $\bar{C}(x, t) \subset \Omega$.

It follows from this definition that $\phi(x)=\max \{t,(x, t) \in \Omega\}$ is either identically $\pm \infty$ or else Lipschitz continuous with

$$
(x, t) \in \Omega \Leftrightarrow t<\phi(x)
$$

and

$$
|\phi(x)-\phi(y)| \leq|x-y| .
$$

We define now the maximal influence domain.

Theorem and Definition 2.2. Consider equation (2.1) with initial data $f, g \in C_{0}^{\infty}$. Let $\Omega_{\max }$ be the union of all influence domains $\Omega$ containing $\{t \leq 0\}$ such that there is a $C^{\infty}$ solution of (2.1) in $\Omega \cap\{t \geq 0\}$ with initial data $f, g$. Then $\Omega_{\max }$ is the unique maximal domain with this property.

Proof of Theorem 2.2.
a. We know that there exist $T>0$ and a $C^{\infty}$ solution $u$ of (2.1) for $t<T$ with initial data $f, g$. Thus the class $\mathcal{S}$ of all the influence domains considered in the theorem is not empty.
b. Let $\left(\Omega_{1}, u^{1}\right)$ and $\left(\Omega_{2}, u^{2}\right)$ two domains of $\mathcal{S}$ with their corresponding solutions. If ( $x^{0}, t^{0}$ ) $\in \Omega_{1} \cap \Omega_{2}, t^{0}>0, u^{1}$ and $u^{2}$ are two $C^{\infty}$ solutions of (2.1) in $\bar{C}\left(x^{0}, t^{0}\right) \cap\{t \geq 0\}$ with the same initial data. Hence $u^{1}\left(x^{0}, t^{0}\right)=u^{2}\left(x^{0}, t^{0}\right)$. We have obtained a smooth solution $u$ in $\Omega_{1} \cup \Omega_{2}$.

By the definition of $\Omega_{\text {max }}$, the supremum of all $T$ such that the strip $\{t<T\}$ is contained in $\Omega_{\max }$ is just the lifespan $\bar{T}$. Since we restricted ourselves to initial data with compact supports say, in $\{|x| \leq R\}, \Omega_{\max }$ contains in fact the open set $\{t<\bar{T}\} \cup\{|x|>t+R\}$. Hence the hyperplane $\{t=\bar{T}\}$ intersects the complement of $\Omega_{\text {max }}$ along a compact $K$; using the blowup criterion, we see that ( $u, \nabla u$ ) cannot remain in a compact subset of $G$ in some neighborhood of $K$. In other words, blowup must occur at some boundary point of $\Omega_{\max }$ in $K$.

## 3. Maximal influence domains for weak solutions

In the preceding section, we have defined the maximal influence domain $\Omega_{\text {max }}$ of a smooth solution $u$, and we have observed that $|u|+|\nabla u|$ cannot remain bounded near certain points of $\partial \Omega_{\max }$. The proof relies on local existence of smooth solutions and global uniqueness in cones.

If we consider, instead of $C^{\infty}$ solutions, solutions with a limited smoothness (expressed by $u \in \mathcal{W}$ for some Banach space $\mathcal{W}$ ), we can define as well a maximal influence domain provided solutions in $\mathcal{W}$ exist locally and are unique in cones. It turns out that this influence domain is essentially independent of $\mathcal{W}$, if $\mathcal{W}$ is small enough. While, in Theorem
2.2 of Chapter II, we considered strips $\{0 \leq t \leq T\}$ and Sobolev regularity in $x$, we consider here analogously influence domains and $C^{k}$ smoothness. This approach allows us also to analyze the behavior of the solution close to the boundary of the domain.

We will develop this point of view in the special case of the equation

$$
\begin{equation*}
\partial_{t}^{2} u-\Delta u=u^{2}, \quad u(x, 0)=f(x), \partial_{t} u(x, 0)=g(x) \tag{3.1}
\end{equation*}
$$

in three space dimensions.
Remark first that if $u \in C^{2}$ is a classical solution of (3.1) in an influence domain $\Omega$, then

$$
\begin{equation*}
\tilde{u}=E * \tilde{u}^{2}+\tilde{u}_{0} . \tag{3.2}
\end{equation*}
$$

Here, the tilde denotes extension by 0 for $\{t<0\}$, the star the convolution, $u_{0}$ the free solution with data $f, g$, and $E$ the usual fundamental solution of the wave equation

$$
\begin{equation*}
E=(2 \pi)^{-1} \delta\left(t^{2}-|x|^{2}\right) \tag{3.3}
\end{equation*}
$$

Thus formula (3.2) reads for $t \geq 0$

$$
\begin{equation*}
u(x, t)=u_{0}(x, t)+(4 \pi)^{-1} \int_{0}^{t}(t-s) d s \int_{|\omega|=1} u^{2}(x+(t-s) \omega, s) d \omega \tag{3.4}
\end{equation*}
$$

We introduce now the space of weak solutions of (3.2).
Definition 3.1. Let $\Omega$ be an influence domain. Then

$$
\begin{equation*}
\mathcal{W}(\Omega)=\left\{u, t<0 \Rightarrow u(x, t)=0, u \in L_{\mathrm{loc}}^{2}(\Omega), \quad E * u^{2} \in L_{\mathrm{loc}}^{\infty}(\Omega)\right\} \tag{3.5}
\end{equation*}
$$

We define in the same way $\mathcal{W}(\bar{\Omega})$.

Remark that $\mathcal{W}$ is a vector space (because $E$ is positive), and that functions in $\mathcal{W}$ need not be bounded.

The main result of this section is the following.
Theorem 3.1. Assume $u_{0} \in \mathcal{W}\left(\mathbb{R}^{4}\right)$. Then there exists a unique maximal influence domain $\Omega_{\max }$ containing $\{t \leq 0\}$ and a unique solution $u \in \mathcal{W}\left(\Omega_{\max }\right)$ of (3.2). If $\left(x^{0}, t^{0}\right) \in \partial \Omega_{\max }$ and

$$
\begin{equation*}
\bar{C}\left(x^{0}, t^{0}\right) \subset\left(x^{0}, t^{0}\right) \cup \Omega_{\max } \tag{3.6}
\end{equation*}
$$

then $E * u^{2}$ is unbounded in $\Omega_{\max } \cap V$ for any neighborhood $V$ of $\left(x^{0}, t^{0}\right)$. Moreover, if

$$
u_{0} \in C^{k}\left(\Omega_{\max } \cap\{t \geq 0\}\right)
$$

then

$$
u \in C^{k}\left(\Omega_{\max } \cap\{t \geq 0\}\right)
$$

The proof will be divided into three steps.

## Step 1: Local existence and uniqueness in a cone

a. We prove first a uniqueness result.

## Uniqueness lemma.

(i) Let $\Omega$ be an influence domain, $u_{1} \in L^{\infty}(\Omega), u_{1}=0$ for $t<0$ and $u_{2}=E * u_{1}$. Set

$$
m_{i}(t)=\max \left|u_{i}(., t)\right|, \quad i=1,2
$$

where max means the essential supremum in $x$ for $(x, t) \in \Omega$. Then

$$
m_{2}(t) \leq \int_{0}^{t}(t-s) m_{1}(s) d s
$$

(ii) Assume $v, h \in L^{1}[0, T)$ and

$$
v(t) \leq C \int_{0}^{t}(t-s) v(s) d s+h(t)
$$

Then

$$
\begin{equation*}
v(t) \leq C^{\frac{1}{2}} \int_{0}^{t} \sin h\left(C^{\frac{1}{2}}(t-s)\right) h(s) d s+h(t) \tag{3.7}
\end{equation*}
$$

(iii) If $u_{i} \in \mathcal{W}\left(\bar{C}\left(x^{0}, t^{0}\right)\right), i=1,2$, are two solutions of an equation

$$
u=E * u^{2}+v
$$

in a cone $\bar{C}\left(x^{0}, t^{0}\right)$, then $u_{1}=u_{2}$.

Proof of the Uniqueness lemma.
(i) This point is an immediate consequence of (3.4).
(ii) Let $H(s)=1$ for $s \geq 0$ and $H(s)=0$ for $s<0$. Set $v_{0}(s)=$ $v(s) H(s), h_{0}(s)=h(s) H(s), E_{0}(s)=s H(s)$ and $w=E_{0} * v_{0}$. Then

$$
w^{\prime \prime}=v_{0} \leq C w+h_{0}
$$

Since the fundamental solution

$$
E_{C}(t)=C^{-\frac{1}{2}} H(t) \sin h\left(C^{\frac{1}{2}} t\right)
$$

of $\frac{d^{2}}{d t^{2}}-C$ is positive, it follows that

$$
w(t) \leq E_{C} * h_{0}(t)
$$

which gives (3.7).
(iii) We have

$$
u_{1}-u_{2}=E *\left(u_{1}-u_{2}\right)\left(u_{1}+u_{2}\right)
$$

hence

$$
\left|u_{1}-u_{2}\right|^{2} \leq 2\left[E *\left(u_{1}^{2}+u_{2}^{2}\right)\right]\left[E *\left|u_{1}-u_{2}\right|^{2}\right]
$$

because of the Cauchy-Schwarz's inequality which gives

$$
(E * f g)^{2} \leq\left(E * f^{2}\right)\left(E * g^{2}\right)
$$

Since the $E * u_{i}^{2}$ are bounded, the uniqueness lemma (i) can be applied to the function $\left|u_{1}-u_{2}\right|^{2}$, and (ii) of the same lemma implies then $u_{1}=u_{2}$.
b. The local existence result is the following.

Local existence lemma. Let

$$
v \in \mathcal{W}\left(\bar{C}\left(x^{0}, t^{0}\right)\right), t^{0}>0, E * v^{2} \leq C_{0}
$$

and assume $8 C_{0}\left(t^{0}\right)^{2} \leq 1$. Then the equation

$$
\begin{equation*}
u=E * u^{2}+v \tag{3.8}
\end{equation*}
$$

has a unique solution $u \in \mathcal{W}\left(\bar{C}\left(x^{0}, t^{0}\right)\right)$ with $E * u^{2} \leq 4 C_{0}$.

Proof of the local existence lemma. We use a fix point argument, setting $u^{0}=v, u^{k+1}=E *\left(u^{k}\right)^{2}+v$. Assume first $v \geq 0$. Then $u^{1} \geq u^{0} \geq$ 0 , and $u^{k} \geq u^{k-1} \geq 0, k \geq 1$, implies

$$
u^{k}=E *\left(u^{k-1}\right)^{2}+v \leq E *\left(u^{k}\right)^{2}+v=u^{k+1} .
$$

Hence the sequence $u^{k}$ is increasing, and

$$
E *\left(u^{k+1}\right)^{2} \leq 2 E *\left(E *\left(u^{k}\right)^{2}\right)^{2}+2 E * v^{2}
$$

The induction hypothesis $E *\left(u^{k}\right)^{2} \leq 4 C_{0}$ implies, by the uniqueness lemma (i) and our assumption $8 C_{0}\left(t^{0}\right)^{2} \leq 1$

$$
E *\left(u^{k+1}\right)^{2} \leq 16 C_{0}^{2}\left(t^{0}\right)^{2}+2 C_{0} \leq 4 C_{0}
$$

Hence $u^{k}-v$ is bounded, so $u=\lim u^{k}$ exists and satisfies (3.8).
If $v$ may be negative, let $w$ be the solution of $w=E * w^{2}+|v|$, and define also $w^{k}$ as before. By induction, one obtains

$$
\left|u^{k}\right| \leq w^{k}, \quad\left|u^{k+1}-u^{k}\right| \leq w^{k+1}-w^{k}
$$

Hence the convergence of $w^{k}$ implies the convergence of $u^{k}$.

## Step 2: Existence of $\Omega_{\max }$ and behavior at the boundary

a. The proof of the existence of $\Omega_{\max }$ is identical to the proof of Theorem 2.2, using the lemmas of Step 1.
b. Let $\left(x^{0}, t^{0}\right) \in \partial \Omega_{\max }$ satisfying (3.6) and assume that there exists a neighborhood $V$ of $\left(x^{0}, t^{0}\right)$ such that $E * u^{2}$ is bounded in $V \cap \Omega_{\max }$. For $\varepsilon_{1}$ small enough,

$$
\bar{C}\left(x^{0}, t^{0}+\varepsilon\right) \cap \Omega_{\max }^{c} \subset V, \quad \varepsilon \leq \varepsilon_{1}
$$

the letter $c$ denoting the complement. Let

$$
v=(1-\chi)\left(E *\left(\chi u^{2}\right)+u_{0}\right)
$$

where $\chi$ is the characteristic function of $\Omega_{\max }$. We have $E * v^{2} \leq C^{\prime}$ in $\bar{C}\left(x^{0}, t^{0}+\varepsilon_{1}\right)$. Since

$$
\bar{C}\left(x^{0}, t^{0}+\varepsilon\right) \cap \Omega_{\max }^{c} \subset\left\{t>t^{0}-\delta\right\}
$$

for $\varepsilon \leq \varepsilon_{2}(\delta)$, we can solve $w=E * w^{2}+v$ in $\bar{C}\left(x^{0}, t^{0}+\varepsilon\right)$ if

$$
8 C^{\prime}(\varepsilon+\delta)^{2} \leq 1, \quad \varepsilon \leq \varepsilon_{1}, \quad \varepsilon \leq \varepsilon_{2}(\delta)
$$

according to the local existence lemma. Then $w$ is supported in $\Omega_{\max }^{c}$ and $\bar{u}=w+\chi u$ satisfies

$$
\bar{u}=E * w^{2}+v+\chi\left(E *\left(\chi u^{2}\right)+u_{0}\right)=E * \bar{u}^{2}+u_{0}
$$

in $C\left(x^{0}, t^{0}+\varepsilon\right) \cup \Omega_{\max }$. We have thus obtained an extension of $u$ to a larger set than $\Omega_{\max }$, a contradiction.

## Step 3: Additional smoothness of the solution

Choose cones $C$ and $C^{\prime}$ such that

$$
\bar{C} \subset C^{\prime} \subset \bar{C}^{\prime} \subset \Omega_{\max }
$$

A. Assume $u_{0}$ continuous in $\Omega_{\max } \cap\{t \geq 0\}$. Then $\left|u_{0}\right| \leq M$, $E * u^{2} \leq M$ in $C^{\prime}$, hence $|u| \leq 2 M$ in $C^{\prime}$.
a. For $t^{0}>0$ small enough, we can use the proof of the local existence and uniqueness lemma in each cone $\bar{C}\left(x^{0}, t^{0}\right) \subset C^{\prime}$ to see that $u$ coincides almost everywhere in $\bar{C}\left(x^{0}, t^{0}\right)$ with the everywhere limit $\bar{u}$ of the continuous $u^{k}$. Since, as a consequence of the uniqueness lemma (i),

$$
\left|u^{k}-u_{0}\right| \leq w^{k}-\left|u_{0}\right| \leq A t^{2}
$$

the continuity of $u_{0}$ at a point $\left(x^{0}, 0\right)$ implies that of $\bar{u}$ at the same point.
b. Let now $\left(x^{0}, t^{0}\right) \in C, t^{0}>0$. We denote by $T_{h} u()=.u(h+$.$) the$ translation of $u$ with $h=\left(h_{0}, \ldots, h_{3}\right), h_{0}<0, h+C \subset C^{\prime}$. Since $u_{0}$ is continuous in $C^{\prime} \cap\{t \geq 0\}$, we have

$$
\begin{equation*}
\left|T_{h} u_{0}(x, t)-u_{0}(x, t)\right| \leq \varepsilon+M \chi_{h}(t) \tag{3.9}
\end{equation*}
$$

in $C$ for $|h| \leq \delta_{1}(\varepsilon)$, where $\chi_{h}(t)=1$ for $0 \leq t \leq-h_{0}$ and 0 otherwise. By the properties of convolution, we have

$$
T_{h} u-u=E *\left(\left(T_{h} u+u\right)\left(T_{h} u-u\right)\right)+T_{h} u_{0}-u_{0}
$$

hence

$$
w_{h} \leq 4 C E * w_{h}+\varepsilon+M \chi_{h}(t), w_{h}=\left|T_{h} u-u\right|
$$

With $m(t)=\max _{C} w_{h}(., t)$, the uniqueness lemma gives

$$
m(t) \leq 4 M \int_{0}^{t}(t-s) m(s) d s+\varepsilon+M \chi_{h}(t)
$$

and thus

$$
m(t) \leq M_{1}(\varepsilon+|h|)+M \chi_{h}(t)
$$

For $(x, t)$ in a fixed neighborhood of $\left(x^{0}, t^{0}\right)$, we will have in particular $\left|T_{h} u-u\right|(x, t) \leq \varepsilon$ if $|h| \leq \delta_{2}(\varepsilon)$. Consider now standard regularizations
$u^{\eta}$ of $u$, for which $u^{\eta} \rightarrow u$ almost everywhere near $\left(x^{0}, t^{0}\right)$ (because we already know $u \in L^{2}$ ). We have

$$
|h| \leq \delta_{2}(\varepsilon) \Rightarrow\left|T_{h} u^{\eta}-u^{\eta}\right| \leq \varepsilon,
$$

hence the $u^{\eta}$ converge everywhere to a continuous function $\bar{u} ; \bar{u}$ is equal to $u$ almost everywhere close to $\left(x^{0}, t^{0}\right)$.

We have proved that $u$ is continuous in $C \cap\{t \geq 0\}$.
B. Assume now $u_{0} \in C^{k}, k \geq 1$.
a. Since $u_{0}$ is Lipschitz continuous, (3.9) holds with $\varepsilon=M_{2}|h|$, and it follows that $u$ is Lipschitz continuous for $t \geq 0$.
b. We have $\partial_{x_{i}} u^{2}=2 u w$ with $w=\partial_{x_{i}} u$, hence

$$
w=2 E *(u w)+w_{0}
$$

where $w_{0}=\partial_{x_{i}} u_{0} \in C^{k-1}$ for $t \geq 0$. We obtain the same equation for $w=\partial_{t} u$ with now

$$
w_{0}=\partial_{t} u_{0}+E * \mu, \quad \mu=\delta(t) \otimes f^{2}(x) .
$$

Since $E * \mu$ is just $C t \int_{|\omega|=1} f^{2}(x+t \omega) d \omega$, we have $w_{0} \in C^{k-1}$ for $t \geq 0$ also in this case.

Now

$$
T_{h} w-w=2 E *\left(T_{h} w T_{h} u-w u\right)+T_{h} w_{0}-w_{0}
$$

Using the bound for $E *\left|T_{h} u-u\right|$ obtained in A., we get for $v_{h}=\left|T_{h} w-w\right|$ the estimate

$$
v_{h} \leq 2 M E * v_{h}+M_{2}\left(|h|+M \chi_{h}(t)\right)+\left|T_{h} w_{0}-w_{0}\right| .
$$

We may now proceed as before to conclude that $w$ is continuous and Lipschitz continuous if $k \geq 2$. Repeating this process yields $u \in C^{k}$. $\diamond$

Some remarks are in order after this proof:
(i) If we take initial data $f \in C_{0}^{k+1}, g \in C_{0}^{k}$, we will have $u_{0} \in C^{k}$ in $\Omega_{\text {max }}$. In particular, if $k=+\infty$, we are in the simple situation of Theorem 2.2 above.
(ii) The blowup criterion " $E * u^{2}$ is unbounded" of Theorem 3.1 is an improved version of the usual " $u$ is bounded" in the spirit of the criterion (1.2) obtained in Chapter I for ODEs.

## 4. Blowup rates at the boundary of the maximal influence domain

We will now consider a very special situation where it is possible to obtain a rather complete picture of what happens at the boundary of $\Omega_{\text {max }}$.

Let $f(x), g(x)$ be defined and smooth for $|x| \leq R+T$, where $R$ and $T$ are given positive constants. Consider the solution $u$ of

$$
\begin{align*}
\partial_{t}^{2} u-\Delta u=F(u), & F(u)=|u|^{p}, p>1  \tag{4.1}\\
u(x, 0) & =f(x), \partial_{t} u(x, 0)=g(x), x \in \mathbb{R}^{3}
\end{align*}
$$

in (a subdomain of ) $K_{R, T}=\underset{|x| \leq R}{\cup}(\bar{C}(x, T) \cap(t \geq 0)$ ).
We make first the two following assumptions on the initial data.

## Assumptions I.

$$
\begin{equation*}
f(X)+t g(X)>t|\nabla f(X)|, \quad X=x+t \omega, \quad|x| \leq R, \quad 0 \leq t \leq T, \quad|\omega| \leq 1 . \tag{4.2}
\end{equation*}
$$

For some $\eta>0$,

$$
g(X)-(1+\eta)|\nabla f(X)|+t(\Delta f(X)+F(f(X))-(1+\eta)|\nabla g(X)|)>
$$

$$
\begin{equation*}
>t|\nabla g(X)|+(1+\eta) t\left|\nabla^{2} f(X)\right| . \tag{4.3}
\end{equation*}
$$

These strange looking assumptions are related to the explicit representation of solutions of the linear wave equation in three dimensions: the solution $u$ of

$$
\partial_{t}^{2} u-\Delta u=h, u(x, 0)=f(x), \partial_{t} u(x, 0)=g(x)
$$

is given by

$$
\begin{aligned}
& 4 \pi u(x, t)=\int_{|\omega|=1}\{f(x+t \omega)+t[(\omega \nabla) f(x+t \omega)+g(x+t \omega)]\} d \omega+ \\
& \quad+\int_{0}^{t}(t-s) d s \int_{|\omega|=1} h(x+(t-s) \omega, s) d \omega .
\end{aligned}
$$

The assumptions (4.2), (4.3) have the following consequences: consider the solution $u_{1}$ of

$$
\partial_{t}^{2} u_{1}-\Delta u_{1}=0, u_{1}(x, 0)=f(x), \partial_{t} u_{1}(x, 0)=g(x) .
$$

Then
(i') (4.2) implies $u_{1} \geq 0$ in $K_{R, T}$.
(ii') (4.3) implies $\partial_{t} u_{1} \geq(1+\eta)\left|\nabla u_{1}\right|$ in $K_{R, T}$.

More generally, conditions (4.2) and (4.3) will always ensure the positivity of various solutions of the wave equation appearing in the proof.

Finally, to actually see some blowup in the cylinder $|x| \leq R, t \leq T$, we impose the rough following size assumption on the initial data.

Assumption II. Choose constants $\gamma_{1}$ and $\gamma_{2}$ such that the solution $w$ of

$$
w^{\prime \prime}(t)=F(w), \quad w(0)=\gamma_{1}, \quad w^{\prime}(0)=\gamma_{2}, \quad t>0
$$

blows up at a time $T_{1}, 0<T_{1}<T$ and moreover $\gamma_{1}>T_{1}\left(\gamma_{1}-\gamma_{2}\right)$. We assume then

$$
\begin{equation*}
f \geq 2 \gamma_{1}, \quad g \geq 2 \gamma_{2}, \quad|\nabla f|<\gamma_{1} \tag{4.5}
\end{equation*}
$$

The picture obtained is described in the following theorem.

Theorem 4.1. Suppose (4.2), (4.3) and (4.5). Then there exists a classical solution $u$ of (4.1) in $\Omega=\{(x, t),|x| \leq R+T, 0 \leq t<\phi(x)\}$, satisfying
(a)
(i) $0<\phi(x)<T$ for $|x| \leq R, 0<\phi(x) \leq R+T-|x|$ for $R \leq|x| \leq$ $R+T$,
(ii) $\phi$ is Lipschitz continuous with constant 1 in $|x| \leq R+T$, with constant at most $(1+\eta)^{-1}$ for $|x| \leq R$.
(b)
(i) $u(x, t) \rightarrow+\infty$ when $t \rightarrow \phi(x),|x| \leq R$,
(ii) Let $d=d(x, t)$ denote the distance from $(x, t)$ to $\partial \Omega$. Then there exist $\delta>0$ and positive $c, C$ such that we have, for $|x| \leq R$, $d \leq \delta$, with $q=\frac{2}{p-1}$,
$c \leq u d^{q} \leq C, c \leq d^{q+1} \partial_{t} u \leq C, d^{q+1}|\nabla u| \leq C, c \leq d^{q+2} \partial_{t}^{2} u \leq C$.

Proof of Theorem 4.1.
A. Construction of $u, \phi, \Omega$.
a. As usual, the solution $u$ is obtained by a fix point argument. Define $u_{0}=0$ and $u_{n+1}$ by

$$
\left(\partial_{t}^{2}-\Delta\right) u_{n+1}=F\left(u_{n}\right), u_{n+1}(x, 0)=f(x), \quad \partial_{t} u_{n+1}(x, 0)=g(x) .
$$

Then $0 \leq u_{n}(x, t) \leq u_{n+1}(x, t)$ in $K_{R, T}$.
In fact, $u_{1} \geq 0$ by condition (4.2), and, by the monotony of $F$ and (4.4), $u_{n}-u_{n-1} \geq 0$ implies $u_{n+1}-u_{n} \geq 0$.
b. We prove now $\partial_{t} u_{n} \geq(1+\eta)\left|\nabla u_{n}\right|$ in $K_{R, T}$.

Let $e$ be a unit vector in $\mathbb{R}^{3}$ and set $J_{n}=\partial_{t} u_{n}+(1+\eta) e \nabla u_{n}$. We have

$$
\begin{array}{ll}
\left(\partial_{t}^{2}-\Delta\right) J_{n+1}=F^{\prime}\left(u_{n}\right) J_{n}, J_{n+1}(x, 0)=[g+(1+\eta) e \nabla f](x), \\
8) & \partial_{t} J_{n+1}(x, 0)=[\Delta f+F(f)+(1+\eta) e \nabla g](x) . \tag{4.8}
\end{array}
$$

Clearly, $J_{0}=0$; suppose $J_{n} \geq 0$ : then $F^{\prime}\left(u_{n}\right) J_{n} \geq 0$, and condition (4.3) and (4.4) imply $J_{n+1} \geq 0$.
c. Let $u(x, t)=\lim u_{n}(x, t)($ possibly $+\infty)$. Since $u$ is increasing in $t$, there is a function $\phi(x)$, defined in $|x| \leq R+T$, such that
(i) $0<\phi(x), \phi(x) \leq T$ if $|x| \leq R$ and $\phi(x) \leq R+T-|x|$ if $R \leq|x| \leq$ $R+T$,
(ii) $u(x, t)<+\infty$ if $t<\phi(x), u(x, t)=+\infty$ if $t>\phi(x)$.

Remark that at this stage, we have not proved yet any blowup in $K_{R, T}$. This will be done in (f).
d. Consider the set $\Omega=\left\{(x, t) \in K_{R, T}, 0 \leq t<\phi(x)\right\}$ : we prove that $\Omega$ is an influence domain (strictly speaking, we should add to $\Omega$ the half-space $\{t \leq 0\}$ ). Let $m=(x, t)$ and $m^{\prime}=\left(x^{\prime}, t^{\prime}\right)$ be two points in $K_{R, T}$ with $t^{\prime}<t, t-t^{\prime} \geq(1+\eta)^{-1}\left|x-x^{\prime}\right|$; since

$$
\begin{array}{r}
u_{n}\left(x^{\prime}, t^{\prime}\right)=u_{n}(x, t)+\left(t^{\prime}-t\right)\left[\int_{0}^{1}\left(\partial_{t} u_{n}(p)+\frac{x^{\prime}-x}{t^{\prime}-t} \nabla u_{n}(p)\right) d s\right] \\
p=m+s\left(m^{\prime}-m\right),
\end{array}
$$

the result of (b) implies $u_{n}\left(x^{\prime}, t^{\prime}\right) \leq u_{n}(x, t)$. Hence $m^{\prime} \in \Omega$ if $m \in \Omega$ and in particular, $\Omega$ is an influence domain.

We can also conclude from this that $\phi$ is Lipschitz with constant at most $(1+\eta)^{-1}$ for $|x| \leq R$.
e. Using (d), we see that any point in $\Omega$ belongs to some closed truncated cone $K^{\prime}$ contained in $\Omega$; we prove now $u \in C^{2}\left(K^{\prime}\right)$. First, $u_{n} \leq C_{0}$. Let $w_{n}=\partial_{t} u_{n}$; we have

$$
\begin{align*}
\left(\partial_{t}^{2}-\Delta\right) w_{n}=F^{\prime}\left(u_{n-1}\right) w_{n-1}, & w_{n}(x, 0)=g(x)  \tag{4.9}\\
\partial_{t} w_{n}(x, 0) & =(\Delta f+F(f))(x)
\end{align*}
$$

We shall compare $w_{n}$ with the function $W=M \exp B t$ which satisfies

$$
\begin{equation*}
\left(\partial_{t}^{2}-\Delta\right) W=B^{2} W, \quad W(x, 0)=M, \quad \partial_{t} W(x, 0)=M B \tag{4.10}
\end{equation*}
$$

Let us prove $W \geq w_{n}$ in $K^{\prime}$ for all $n$ if $M$ and $B$ are chosen big enough.
We have $W \geq w_{0}=0$, and suppose $W \geq w_{n-1}$; the function $z=$ $W-w_{n}$ satisfies, if $B^{2} \geq F^{\prime}\left(C_{0}\right)$,

$$
\left(\partial_{t}^{2}-\Delta\right) z=B^{2} W-F^{\prime}\left(u_{n}\right) w_{n-1} \geq\left(B^{2}-F^{\prime}\left(u_{n}\right)\right) W \geq 0
$$

$$
\begin{equation*}
z(x, 0)=M-g(x), \partial_{t} z(x, 0)=M B-(\Delta f+F(f))(x) . \tag{4.11}
\end{equation*}
$$

If $M>|g|, M B>|\nabla g|+|\Delta f+F(f)|$, we conclude from (4.11) and the representation formula that $z \geq 0$.

Similarly, we prove $-w_{n} \leq W$; hence $\left|\partial_{t} u_{n}\right| \leq C$, and also $\left|\nabla u_{n}\right| \leq C$ because of (b).

To bound the second derivatives of $u$, set $w_{n}=D^{2} u_{n}$, where $D^{2}$ means some second order derivative. We have now

$$
\begin{equation*}
\left(\partial_{t}^{2}-\Delta\right) w_{n}=F^{\prime}\left(u_{n-1}\right) w_{n-1}+F^{\prime \prime}\left(u_{n-1}\right) D u_{n-1} D u_{n-1}, \tag{4.12}
\end{equation*}
$$

and the last term in (4.12) is bounded. We can now proceed exactly as before, comparing $w_{n}$ with $W=M \exp B t$ for an appropriate choice of $M, B$ independent of $n$.

We thus obtain $\left|D^{2} u_{n}\right| \leq C$, and so on for higher order derivatives.
f. Finally, we prove that $\phi(x)<T$ for $|x| \leq R$. This will be done by comparing $u$ with the function $w$ in (4.5). Set $\Omega_{1}=\Omega \cap\left(t<T_{1}\right)$. The function $u-w$ is defined in $\Omega_{1}$ (which is an influence domain) and satisfies

$$
\begin{align*}
&\left(\partial_{t}^{2}-\Delta\right)(u-w)=F(u)-F(w),(u-w)(x, 0)=f(x)-\gamma_{1} \\
& \partial_{t}(u-w)(x, 0)=g(x)-\gamma_{2} . \tag{4.13}
\end{align*}
$$

For $t$ small enough, $u>w$. We claim that $u>w$ in $\Omega_{1}$. Otherwise, there would be a smallest value $t_{0}$ such that $u=w$ at some $\left(x_{0}, t_{0}\right) \in \Omega_{1}$; but $u \geq w$ in the backward cone $\bar{C}\left(x_{0}, t_{0}\right)$, hence (4.13) and the representation formula imply, because of (4.3), $u>w$ at $\left(x_{0}, t_{0}\right)$, a contradiction.

Since, by construction, $w$ does blow up at time $T_{1}$, we get $\phi(x) \leq T_{1}$.

## B. Blowup rates

a. Let $J_{n}=\partial_{t}^{2} u_{n}-F\left(u_{n-1}\right)+M \partial_{t} u_{n}, M>0$. We verify easily that $\left(\partial_{t}^{2}-\Delta\right) J_{1}=0$ and that $J_{n+1}$ satisfies, for $n \geq 1$,

$$
\left(\partial_{t}^{2}-\Delta\right) J_{n+1}=F^{\prime}\left(u_{n}\right) J_{n}+F^{\prime \prime}\left(u_{n}\right)\left|\nabla u_{n}\right|^{2}
$$

$$
\begin{equation*}
J_{n+1}(x, 0)=\left(f_{1}+M g\right)(x), \quad \partial_{t} J_{n+1}(x, 0)=\left[g_{1}+M(\Delta f+F(f))\right](x) \tag{4.14}
\end{equation*}
$$

where $f_{1}, g_{1}$ are functions independent of $n$ and $M$.
The condition required on the traces of $J_{n}$ to obtain positivity reduces, for $M$ large, to

$$
g(X)+t[\Delta f(X)+F(f(X))]>t|\nabla g(X)|, \quad X=x+t \omega
$$

which is a consequence of (4.3). Hence $J_{1} \geq 0$, and, recursively, $J_{n} \geq 0$.
b. Similarly, set $H_{n}=\frac{\eta}{1+\eta} \partial_{t}^{2} u_{n}-F\left(u_{n-1}\right)-M \partial_{t} u_{n}$. We obtain $\left(\partial_{t}^{2}-\Delta\right) H_{n+1}=F^{\prime}\left(u_{n}\right) H_{n}-\left(\frac{1}{1+\eta}\left(\partial_{t} u_{n}\right)^{2}-\left|\nabla u_{n}\right|^{2}\right) F^{\prime \prime}\left(u_{n}\right) \leq F^{\prime}\left(u_{n}\right) H_{n}$.

Moreover, the positivity condition (4.2) holds for the initial data of $-H_{n}$; therefore, as in (a), we obtain $H_{n} \leq 0$.
c. From (b), we deduce $\partial_{t}^{2} w \leq C w^{p}+M \partial_{t} w, w=u_{n}$.

Multiplying by $\partial_{t} w \exp -2 M t$ and integrating, we get

$$
\partial_{t} w \leq\left[C w^{p+1}+C_{1}\right]^{\frac{1}{2}}
$$

It follows that

$$
\begin{equation*}
\int_{u_{n}\left(x_{0}, \tau\right)}^{u_{n}\left(x_{0}, t\right)}\left[C s^{p+1}+C_{1}\right]^{-\frac{1}{2}} d s \leq t-\tau . \tag{4.15}
\end{equation*}
$$

Taking $t=\phi\left(x_{0}\right)+\varepsilon$ and letting $n \rightarrow \infty$, we get

$$
\int_{u\left(x_{0}, \tau\right)}^{\infty}\left[C s^{p+1}+C_{1}\right]^{-\frac{1}{2}} d s \leq t_{0}+\varepsilon-\tau
$$

Letting $\varepsilon \rightarrow 0$ and evaluating the integral, we obtain, for some $c>0$,

$$
u\left(x_{0}, \tau\right) \geq \frac{c}{\left(t_{0}-\tau\right)^{q}}, \quad t_{0}=\phi\left(x_{0}\right), q=\frac{2}{p-1} .
$$

Note that an upper bound for $\partial_{t}^{2} w$ does not imply blowup; what we prove here is that if blowup occurs, it is strong enough.
d. From (b), we also obtain $\partial_{t}^{2} u \leq F(u)+M \partial_{t} u$, and exactly as in (c), we get $\left(\partial_{t} u\right)^{2} \leq C u^{p+1}+C_{1}$ and finally $\partial_{t}^{2} u \leq C u^{p}$.
e. Using now (a) and proceeding as in (c), (d), we get $\partial_{t}^{2} u \geq c_{0} u^{p}-$ $C_{1}, c_{0}>0$ and $\partial_{t}^{2} u \geq c u^{p}$ close to $\partial \Omega(c>0)$. Multiplying this last inequality by $\partial_{t} u$ and integrating, we find $\left(\partial_{t} u\right)^{2} \geq c u^{p+1}$, which yields (as in (c))

$$
u\left(x_{0}, \tau\right) \leq \frac{c}{\left(t_{0}-\tau\right)^{q}}, t_{0}=\phi\left(x_{0}\right), q=\frac{2}{p-1} .
$$

We see that in this special situation, where monotony and positivity properties play an important role, we have a blowup behavior very close to the examples displayed in Chapter I A: the blowup surface $\partial \Omega$ is timelike, and the solution behaves uniformly, close to the surface, like an appropriate power of the distance.

The question that arises naturally in this context is: Does the solution $u$ coincide, locally near points of $\partial \Omega$, with solutions of the type actually constructed by Kichenassamy and Littman?

To answer this question, one should first notice that Cafarelli and Friedman actually prove that the function $\phi$ in Theorem 4.1 is differentiable. Then, one should of course develop a differentiable version of Theorem 3.1 of Chapter I A.

## 5. An example of a sharp estimate of the lifespan

It seems almost impossible to give an account of the numerous papers devoted to the blowup of semilinear equations (see Notes). One of the best understood cases is again the equation

$$
\begin{equation*}
\partial_{t}^{2} u-\Delta u=|u|^{p}, u(x, 0)=f(x), \quad \partial_{t} u(x, 0)=g(x) . \tag{5.1}
\end{equation*}
$$

We will only quote the results of [Lin], since a detailed proof would exceed the scope of this book.

Theorem 5.1. Let $f \in C_{0}^{k+1}\left(\mathbb{R}^{3}\right), g \in C_{0}^{k}\left(\mathbb{R}^{3}\right), k \geq 1$, be supported in $|x| \leq M$. Denote by $\Omega_{\varepsilon}$ the maximal influence domain for which the Cauchy problem

$$
\begin{equation*}
\partial_{t}^{2} u-\Delta u=u^{2}, u(x, 2 M)=\varepsilon f(x), \partial_{t} u(x, 2 M)=\varepsilon g(x) \tag{5.2}
\end{equation*}
$$

has a solution $u \in C^{k}\left(\Omega_{\varepsilon} \cap(t \geq 2 M)\right)$. Then, when $\varepsilon \rightarrow 0$,
(i) $\varepsilon^{2} \Omega_{\varepsilon} \rightarrow \Omega$.
(ii) If we set $w=u-\varepsilon u_{0}$, we have

$$
\varepsilon^{-4} w\left(\varepsilon^{-2} x, \varepsilon^{-2} t\right) \rightarrow v(x, t)
$$

in $L_{\text {loc }}^{2}(\Omega)$ and in $C(\Omega \cap(t>|x|))$.
(iii) If we denote by $\bar{T}_{\varepsilon}$ the lifespan of $u$, then

$$
\left|\varepsilon^{2} \bar{T}_{\varepsilon}-T\right| \leq C \varepsilon|\ell n \varepsilon|
$$

for $\varepsilon$ sufficiently small.
We must of course define the asymptotic objects $\Omega, u_{0}, v$ and $T$ appearing in Theorem 5.1.
a) $u_{0}$ is the $C^{k}$ solution of

$$
\left(\partial_{t}^{2}-\Delta\right) u_{0}=0, u_{0}(x, 2 M)=f(x), \partial_{t} u_{0}(x, 2 M)=g(x)
$$

b) The free solution $u_{0}$ has the asymptotic behavior

$$
r u_{0}(r \omega, r+\rho) \rightarrow F_{0}(\rho, \omega) r=|x|, \quad x=r \omega, \quad r \rightarrow \infty
$$

The function $F_{0}$ is called the Friedlander radiation field, and is given by

$$
F_{0}(\rho, \omega)=(4 \pi)^{-1}\left[R(\omega, 2 M-\rho ; g)-\partial_{s} R(\omega, 2 M-\rho ; f)\right]
$$

where

$$
R(\omega, s ; h)=\int \delta(s-\omega y) h(y) d y
$$

denotes the Radon transform of $h$.
c) If $\mu$ is the measure

$$
\mu=C(\omega) r^{-2} \delta(t-r), \quad C(\omega)=\int F_{0}^{2}(\rho, \omega) d \rho
$$

we consider the equation

$$
\begin{equation*}
\partial_{t}^{2} v-\Delta v=v^{2}+\mu \tag{5.3}
\end{equation*}
$$

A solution will mean a function $v$ such that

$$
v=E * v^{2}+E * \mu,\left.\quad v\right|_{t<0}=0, \quad v \in L_{\mathrm{loc}}^{2}, E * v^{2} \in L_{\mathrm{loc}}^{\infty},
$$

where $E$ is the usual fundamental solution of the wave equation. Then $\Omega$ is the maximal influence domain for which (5.3) has a solution $v$.
d) Finally, $T$ is the lifespan of $v$, that is

$$
T=\inf \{t,(x, t) \in \partial \Omega\}
$$

The proof of Theorem 5.1 relies on a scaling argument (as indicated in point (ii) of the theorem), combined with comparison techniques which make use of the positivity of the fundamental solution $E$. We will come back to such scalings in Chapter V, when dealing with the case of small data.

Note that, in addition to a sharp estimate for $\bar{T}_{\varepsilon}$, an approximate shape of the existence domain $\Omega_{\varepsilon}$ is obtained. In particular, the first blowup takes place very far from the boundary of the light cone. We will see that this is in contrast with the situation for quasilinear hyperbolic wave equations, where blowup seems to take place at a finite distance from the boundary of the light cone.

## Notes

The version of the blowup criterion adapted to semilinear cases is well known, though we could not find a precise reference in the litterature. For closely related discussions, we refer to Gérard and Rauch [GR].

The developments in Section 2 and 3 concerning the maximal influence domain and the corresponding blowup criteria are taken from Linblad [Lin].

Section 4 is entirely due to Cafarelli and Friedman [CF1], who have also given a one dimensional result with less restrictive assumptions [CF2].

Finally, Section 5, dealing with the case of small data, is again taken from Linblad [Lin] and seems to be the only case where the first term in an asymptotic expansion of $\bar{T}_{\varepsilon}$ has been obtained.

The numerous papers about semilinear wave equations quoted in the bibliography generally use "functional" or "comparison and averaging" methods to get upper bounds of the lifespan. Most of them deal only with the lifespan and discuss neither the shape of the maximal influence domain nor the mechanism of the blowup. Sharp estimates seem to be obtained only in one space dimension or in rotationally invariant cases.

## CHAPTER IV

## Quasilinear Systems in One Space Dimension

## Introduction

We will consider here quasilinear $N \times N$ systems of the form

$$
\begin{equation*}
\partial_{t} u+A(u) \partial_{x} u=0 \tag{1.1}
\end{equation*}
$$

or rotationally invariant wave equations of the form

$$
\begin{equation*}
\partial_{t}^{2} u-c^{2}\left(\partial_{t} u\right) \Delta u=0 . \tag{1.2}
\end{equation*}
$$

Even for the simple case of Burgers' equation $(N=1)$ already considered in Chapters I and II, it is not possible to define a maximal influence domain as we have done for semilinear equations in Chapter III. This is due to the fact that solutions $u_{i}$ defined in influence domains $D_{i}$ need not coincide in $D_{1} \cap D_{2}$, as is easily seen by considering various extensions of an "exterior cusp solution" defined in I 3.

For $2 \times 2$ systems, we can use the Riemann invariants to make the system diagonal and show a decoupling of the two modes in finite time, thus reducing the problem to the well known scalar case. This allows us to prove finite time blowup for systems with at least one nonlinearly degenerate eigenvalue.

As to the mechanism of the blowup, it can be shown that in general it is a geometric blowup (in the sense of Chapter I), even when the explosion takes place before the decoupling of the two modes.

These aspects are discussed in the first three sections.
For general systems, only the case of small data is well understood; approximate decoupling occurs then before blowup, and the behavior of the solution can be partially described up to the time $\bar{T}$ (the unknown
lifespan). The proof of this striking result makes an essential use of certain boundedness properties of first order derivatives of the solution in $L^{1}$ norm (see Section 2). It is then rather easy to obtain upper bounds and lower bounds for the lifespan, by considering the system as an ODE along characteristics and using elementary results on blowup or existence for ODEs.

Finally, we include in this chapter the case of rotationally invariant wave equations with small data, since the proof of the upper bound for the lifespan is essentially the same as for systems in one space variable.

## 1. The scalar case

Though we have already discussed this case in Chapters IB3 and II2, we collect here simple facts which are essential to the understanding of the cases $N \geq 2$.

## a. Lifespan

For the equation (1.1) with $N=1$, we assume that $A$ is genuinely nonlinear in the sense that $A^{\prime}(0) \neq 0$ (see Chapter I, B 2.3). If the smooth initial value $u_{0}$ is compactly supported, the lifespan is then given by

$$
\begin{equation*}
(\bar{T})^{-1}=\max -A^{\prime}\left(u_{0}\right) u_{0}^{\prime} \tag{1.3}
\end{equation*}
$$

On each characteristic line

$$
x=X_{0}+A\left(u_{0}\left(X_{0}\right)\right) s, \quad t=s
$$

the derivative $q(s)=\partial_{x} u$ satisfies the equation

$$
q^{\prime}+A^{\prime}\left(u_{0}\left(X_{0}\right)\right) q^{2}=0
$$

If the maximum in (1.3) is attained at $X_{0}, q$ blows up at time $\bar{T}$ like $C(\bar{T}-s)^{-1}$.

Note that along any other curve

$$
x-x_{0}=\lambda(t-\bar{T}), \quad x_{0}=X_{0}+A\left(u_{0}\left(X_{0}\right)\right) \bar{T}, \quad \lambda \neq A\left(u_{0}\left(X_{0}\right)\right)
$$

reaching the blowup point, the derivative $\partial_{x} u$ has an integrable singularity because

$$
\partial_{t} u+\lambda \partial_{x} u=(\lambda-A(u)) \partial_{x} u
$$

## b. $L^{1}$-boundedness

For $t<\bar{T}$, the solution $u(x, t)$ of (1.1) is given by the solution of the blowup system

$$
\partial_{T} \phi=A(v), \quad \partial_{T} v=0, \quad \phi(X, 0)=X, \quad v(X, 0)=u_{0}(X)
$$

through the change of variables

$$
x=\phi(X, T), \quad t=T
$$

Hence, for fixed $t, d x=\partial_{X} \phi d X$, and

$$
\begin{equation*}
\int\left|\partial_{x} u\right| d x=\int\left|v^{\prime}(X)\right| d X=\int\left|u_{0}^{\prime}(X)\right| d X \tag{1.4}
\end{equation*}
$$

In other words, $\partial_{x} u$ does not blow up in the $L^{1}$ norm.

## 2. Riemann invariants, simple waves, $L^{1}$-boundedness

For a general system (1.1), we denote by $\lambda_{1}(u)<\ldots<\lambda_{N}(u)$ the real and distinct eigenvalues of $A(u)$, with corresponding left and right eigenvectors $\ell_{j}(u), r_{j}(u)$.

Integral curves of the field $L_{j}=\partial_{t}+\lambda_{j}(u(x, t)) \partial_{x}$ are called $j$-characteristics.

Remark that if we make the change of variables $u=\Phi(U)$, the system becomes

$$
\partial_{t} U+\Phi^{\prime-1}(U) A(\Phi(U)) \Phi^{\prime}(U) \partial_{x} U=0 .
$$

Thus the eigenvalues remain the same while the right eigenvectors are changed to $\Phi^{\prime-1} r_{j}(\Phi(U))$. In other words, $r_{j}$ is a well defined vector field on the $u$-manifold.

## a. Riemann invariants

For each $j, N-1$ independent functions $R_{k}^{j}$ satisfying

$$
r_{j}(u) \partial_{u} R_{k}^{j}(u)=0, \quad k=1, \ldots, N-1
$$

are called Riemann invariants.

In the case $N=2$, we set simply $R_{1}^{1}=w_{2}, R_{1}^{2}=w_{1}$; since $\nabla w_{j}$ is colinear to $\ell_{j}$, we obtain by multiplying the system on the left,

$$
{ }^{t} \nabla w_{j} \partial_{t} u+\lambda_{j}(u)^{t} \nabla w_{j} \partial_{x} u=0
$$

that is, for smooth $u$,

$$
\partial_{t}\left(w_{j}(u)\right)+\lambda_{j}(u) \partial_{x}\left(w_{j}(u)\right)=0
$$

In the sequence, we will always assume that the application

$$
u \mapsto\left(w_{1}(u), w_{2}(u)\right)
$$

is a diffeomorphism of the domain $D \subset \mathbb{R}^{2}$ we are interested in onto its image.

We will then rewrite the system (1.1) as

$$
\partial_{t} w+\Lambda(w) \partial_{x} w=0, \quad \Lambda(w)=\left(\begin{array}{cc}
\lambda_{1} & 0  \tag{2.1}\\
0 & \lambda_{2}
\end{array}\right)
$$

keeping abusively the same notation $\lambda_{j}$ for the eigenvalues expressed in terms of the $w_{k}$.

General systems cannot be made diagonal by an appropriate change of unknowns, but we still can find new unknowns $w(u)$ such that the $j$-axis is the integral curve of $r_{j}(w)$ through the origin.

## b. Simples waves

Let us comment a little about the concept of a simple wave introduced in IB3. These waves are solutions of the form

$$
u(x, t)=v(\zeta(x, t)), \quad \zeta(x, t) \in \mathbb{R}
$$

This is equivalent to saying that $v(\zeta)$ is an integral curve of some $r_{j}$ while the function $\zeta(x, t)$ satisfies the scalar equation

$$
\begin{equation*}
\partial_{t} \zeta+\lambda_{j}(v(\zeta)) \partial_{x} \zeta=0 \tag{2.2}
\end{equation*}
$$

We will call such a solution a $j$-simple wave.
Note that for a $j$-simple wave, we have

$$
\begin{equation*}
\partial_{x} u(x, t)=r_{j}(u) \partial_{x} \zeta(x, t) \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\partial_{x} \zeta\right)\left(d x-\lambda_{j}(u) d t\right)=d \zeta \tag{2.4}
\end{equation*}
$$

## c. $\mathrm{L}^{1}$-boundedness

The $L^{1}$-boundedness already observed for scalar equations (see (1.4)) has the following counterpart for systems.
$L^{1}$-lemma. Consider a $C^{2}$ solution $u$ of (1.1), and write

$$
\partial_{x} u(x, t)=\sum_{1}^{N} w_{j}(x, t) r_{j}(u(x, t)) .
$$

Then the $w_{j}$ satisfy a system

$$
\begin{equation*}
L_{i} w_{i}=\Sigma \gamma_{i j k}(u) w_{j} w_{k}, \quad i=1, \ldots, N \tag{2.5}
\end{equation*}
$$

where $L_{i}=\partial_{t}+\lambda_{i}(u(x, t)) \partial_{x}$. If we define $\Gamma_{i j k}(u)$ by the equality

$$
\begin{equation*}
\sum_{j, k} \gamma_{i j k}(u) w_{j} w_{k}+w_{i} \Sigma w_{k} r_{k}(u) \cdot \partial_{u} \lambda_{i}(u)=\sum_{j, k} \Gamma_{i j k}(u) w_{j} \supset w_{k} \tag{2.6}
\end{equation*}
$$

the coefficients $\Gamma_{i j k}$ have the following properties:
(i) $\Gamma_{i j j}=0$, and $\gamma_{i j j}=0$ for $j \neq 0$.
(ii) If $D_{i}$ is a domain bounded by an interval $[a, b]$ in $\{t=0\}$, two segments of integral curves of $L_{i}$ through $(a, 0),(b, 0)$ and an arc $\gamma$ transverse to $L_{i}$, then

$$
\begin{equation*}
\int_{\gamma}\left|w_{i}\left(d x-\lambda_{i}(u) d t\right)\right| \leq \int_{a}^{b}\left|w_{i}\right| d x+\int_{D_{i}}\left|\Sigma \Gamma_{i j k} w_{j} w_{k}\right| d x d t \tag{2.7}
\end{equation*}
$$

Proof of the lemma.
a. It is obvious that

$$
\partial_{t} z+A(u) \partial_{x} z=q_{1}(z), \quad z=\partial_{x} u
$$

where $q_{1}$ is a quadratic form in $z$ with coefficients depending on $u$. Moreover,

$$
\partial_{x} z=\Sigma r_{i} \partial_{x} w_{i}+q_{2}(w)
$$

with $q_{2}$ a quadratic form in $w=\left(w_{1}, \ldots, w_{N}\right)$ (and coefficients depending on $u$ ) and similarly for $\partial_{t} z$; thus we obtain (2.5).
b. We now compute

$$
\begin{array}{r}
d\left(w_{i}\left(d x-\lambda_{i}(u) d t\right)\right)=\left\{\partial_{t} w_{i}+\lambda_{i}(u) \partial_{x} w_{i}+w_{i} \partial_{x}\left(\lambda_{i}(u)\right)\right\} d t d x \\
\text { 8) } \tag{2.8}
\end{array}
$$

by the definition of the $\Gamma_{i j k}$. If we take for $u$ a $j$-simple wave, we have seen in (2.3) and (2.4) that $w_{i}=0$ for $i \neq j, w_{j}=\partial_{x} \zeta$; hence $\Gamma_{i j j}=0$ in this case. Since we can find a simple wave with $\partial_{x} \zeta \neq 0$ taking a given value at a given point, we get point (i) of the lemma.
c. Note that $\left|w_{i}\right|$ is Lipschitz continuous, hence differentiable almost everywhere with differential $\varepsilon d w_{i}, \varepsilon$ being the sign of $w_{i}$. Hence we can write (2.8) in the form

$$
d\left(\left|w_{i}\right|\left(d x-\lambda_{i}(u) d t\right)\right)=\varepsilon\left\{\Sigma \Gamma_{i j k} w_{j} w_{k}\right\} d t d x
$$

Using Stokes' formula for Lipschitz continuous forms, one obtains (2.7).

## 3. The case of $2 \times 2$ systems

3.1. The following theorem shows that blowup always occurs in this case for smooth compactly supported initial data, unless the eigenvalues are linearly degenerate.

Theorem 3.1. Consider a $2 \times 2$ system in diagonal form

$$
\partial_{t} w+\Lambda(w) \partial_{x} w=0
$$

with initial data $w^{0} \in C_{0}^{\infty}[a, b]$. Denote by $\left[m_{i}, M_{i}\right]$ the range of $w_{i}^{0}$ ( $i=1,2$ ), and set

$$
\mu_{1}=\max _{\left[m_{2}, M_{2}\right]} \lambda_{1}\left(0, w_{2}\right), \quad \mu_{2}=\min _{\left[m_{1}, M_{1}\right]} \lambda_{2}\left(w_{1}, 0\right) .
$$

We make on the eigenvalues and on the data the following assumptions:
(i) $\mu_{1}<\mu_{2}$,
(ii) We have

$$
\partial_{w_{1}} \lambda_{1}\left(\bar{w}_{1}, 0\right) \neq 0
$$

or

$$
\partial_{w_{2}} \lambda_{2}\left(0, \bar{w}_{2}\right) \neq 0
$$

for some $\bar{w}_{i} \in\left[m_{i}, M_{i}\right]$. Then the lifespan of $w$ is finite.
Proof of Theorem 3.1.
a. Assume $\bar{T}=\infty$. Then the values of $w_{i}$ are always contained in the interval $\left[m_{i}, M_{i}\right]$. Let $\Gamma_{x}^{j}$ the $j$-characteristic issued from $(x, 0)$. On $\Gamma_{b}^{1}$, we have $w_{1}=0$, hence $x \leq b+t \mu_{1}$. Similarly, on $\Gamma_{a}^{2}$, we have $w_{2}=0$ and $x \geq a+t \mu_{2}$. Thus, at time $T_{0}=(b-a)\left(\mu_{2}-\mu_{1}\right)^{-1}$, these two characteristics have already crossed each other, and the $w_{i}$ are supported in disjoint strips for $t>T_{0}$.
b. Suppose that it is $\lambda_{2}(0, \cdot)$ which is not constant. The function $\lambda_{2}\left(0, w_{2}\left(x, T_{0}\right)\right)$ is smooth and equal to $\lambda_{2}(0,0)$ outside the interval image of $[a, b]$. If it were constant, this would imply that $\lambda_{2}$ is a constant as a function of $w_{2}$, because $w_{2}\left(x, T_{0}\right)$ takes on all values in the interval $\left[m_{2}, M_{2}\right]$. Thus there is an $x$ for which $\partial_{x}\left\{\lambda_{2}\left(0, w_{2}\left(x, T_{0}\right)\right)\right\}<0$. According to the study of the scalar case in section 1 , this implies finite time blowup for the scalar equation $\partial_{t} w_{2}+\lambda_{2}\left(0, w_{2}\right) \partial_{x} w_{2}=0$, a contradiction.
3.2. To investigate further the exact nature of the blowup, we must distinguish two situations:
(i) The blowup occurs after the decoupling of $w_{1}$ and $w_{2}$ (that is, after $\Gamma_{b}^{1}$ has crossed $\left.\Gamma_{a}^{2}\right)$ : then we are left with a scalar situation where the mechanism is well understood ("geometric blowup").
(ii) The blowup occurs before the decoupling.

We will now show that, in general, the blowup is of a geometric nature also in this second situation.

Changing slightly the notations, consider a system in diagonal form

$$
\partial_{t} w+\Lambda(w) \partial_{x} w=0
$$

and assume given a smooth bounded solution $w$ in a rectangle

$$
\left\{(x, t),|x|<M,-T_{0} \leq t<0, M>0\right\}
$$

We make the two following assumptions:

## $H_{1}$ (Geometric assumption)

(i) There exist two 1-characteristics $\Gamma_{\alpha}^{1}$ and $\Gamma_{\beta}^{1}$ issued from points

$$
\alpha=\left(a,-T_{0}\right), \quad \beta=\left(b,-T_{0}\right), \quad a<b
$$

reaching points

$$
\alpha^{\prime}=\left(a^{\prime}, 0\right), \quad \beta^{\prime}=\left(b^{\prime}, 0\right), \quad a^{\prime}<0<b^{\prime}
$$

and such that the 2-characteristic $\Gamma_{\alpha}^{2}$ from $\alpha$ intersects $\Gamma_{\beta}^{1}$ in $\alpha^{\prime \prime}$, a point of negative ordinate.
(ii) There exists a 2-characteristic from a point $\gamma$ of $\Gamma_{\alpha}^{1}$ with negative ordinate, reaching $\gamma^{\prime \prime}=\left(c^{\prime \prime}, 0\right), c^{\prime \prime}<0$.
(iii) There exists a 1 -characteristic from $\gamma^{\prime}=\left(c,-T_{0}\right)$ reaching $\gamma^{\prime \prime}$.

## $H_{2}$ (Analytic assumption)

In the polygon $\omega$ bounded by $\Gamma_{\alpha}^{1}, \Gamma_{\beta}^{1},\left\{t=-T_{0}\right\}$ and $\{t=0\}$, we have $\left|\partial_{x} w_{2}\right| \leq C$.

Recall from Chapter I that the blowup system (along $\lambda_{1}$ ) of a diagonal system is given by

$$
\begin{equation*}
\partial_{T} \phi=\lambda_{1}(v), \partial_{T} v_{1}=0, \quad\left(\lambda_{2}-\lambda_{1}\right)(v) \partial_{X} v_{2}+\partial_{X} \phi \partial_{T} v_{2}=0 \tag{3.1}
\end{equation*}
$$

where $v$ and $\phi$ are related to $w$ by the formal change

$$
\begin{equation*}
x=\phi(X, T), \quad t=T, \quad w(\phi(X, T), T)=v(X, T) \tag{3.2}
\end{equation*}
$$

From the solution $w$ in $\omega$ we obtain the solution $(\phi, v)$ of (3.1) in

$$
\Omega=\left\{(X, T), a \leq X \leq b,-T_{0} \leq T<0\right\}
$$

by defining $\phi(X, T)$ as the abscissa of the point of ordinate $T$ on the 1-characteristic issued from $\left(X,-T_{0}\right)$.

We can now state our theorem.
Theorem 3.2. Consider $w \in C^{\infty}$ a solution satisfying the assumptions $H_{1}$ and $H_{2}$. Let $(\phi, v)$ be the corresponding solution of (3.1) in $\Omega$. Then $(\phi, v)$ can be extended as a smooth solution $(\tilde{\phi}, \tilde{v})$ of (3.1) in a domain $\tilde{\Omega}$ containing $\Omega$ and the segment

$$
\{(X, T), c<X<b, T=0\}
$$

in its interior.

Before giving the proof of Theorem 3.2, let us comment on assumption $H_{2}$ in a simplified example.

Consider Burgers' equation coupled with another equation

$$
\partial_{t} w_{1}+w_{1} \partial_{x} w_{1}=0, \partial_{t} w_{2}+\lambda_{2}\left(w_{1}, w_{2}\right) \partial_{x} w_{2}=0
$$

and assume that $w_{1}$ blows up at the origin.
Along a 2-characteristic, we have

$$
\begin{equation*}
\left(\partial_{t}+\lambda_{2} \partial_{x}\right)\left(\partial_{x} w_{2}\right)+\partial_{2} \lambda_{2}\left(w_{1}, w_{2}\right)\left(\partial_{x} w_{2}\right)^{2}=-\partial_{1} \lambda_{2}\left(w_{1}, w_{2}\right) \partial_{x} w_{1} \partial_{x} w_{2} \tag{3.3}
\end{equation*}
$$

Since

$$
\left(\partial_{t}+\lambda_{2} \partial_{x}\right) w_{1}=\left(\lambda_{2}-\lambda_{1}\right) \partial_{x} w_{1}
$$

the integral $\int^{0}\left|\partial_{x} w_{1}\right| d s$ along a 2-characteristic is finite and the presence of $\partial_{x} w_{1}$ in the right-hand side of (3.3) does not imply blowup of $w_{2}$.

We believe that, in general, $\partial_{x} w_{1}$ and $\partial_{x} w_{2}$ do not both blow up at time $\bar{T}$.

Note that this situation is in contrast with the similar situation of a semilinear system considered in Chapter IA2.

Proof of Theorem 3.2.

1. Let us denote by $A=\left(X_{A}, T_{A}\right)$ the point of image $\alpha$ by the application

$$
(X, T) \mapsto(\phi(X, T), T)
$$

and so on. Since $\partial_{T} v_{1}=0$ and $v_{1}\left(X,-T_{0}\right)=w_{1}\left(X,-T_{0}\right)$, we consider the function $v_{1}$ as known.

Since

$$
\partial_{T} v_{2}(X, T)=\left(\partial_{t} w_{2}+\partial_{T} \phi \partial_{x} w_{2}\right)(\phi, T)=\left(\lambda_{1}-\lambda_{2}\right) \partial_{x} w_{2}
$$

we deduce from $H_{2}$ that $\left|\partial_{T} v_{2}\right| \leq C$ in $\Omega$. Because

$$
\partial_{T} \partial_{X} \phi=\partial_{1} \lambda_{1} \partial_{X} v_{1}-\frac{\partial_{2} \lambda_{1}}{\lambda_{2}-\lambda_{1}} \partial_{X} \phi \partial_{T} v_{2}
$$

we obtain $\left|\partial_{X} \phi\right| \leq C$ in $\Omega$. Moreover, we obtain from (3.1), with $k=$ $\left(\lambda_{2}-\lambda_{1}\right)^{-1} \partial_{X} \phi$,
(3.4) $\partial_{X} v_{2}+k \partial_{T} v_{2}=0,\left(\lambda_{2}-\lambda_{1}\right) \partial_{T} k+\partial_{2} \lambda_{2} k \partial_{T} v_{2}-\partial_{1} \lambda_{1} \partial_{X} v_{1}=0$.
2. In the polygon $\Omega_{1}=A A^{\prime} B^{\prime} A^{\prime \prime} A$ of the $(X, T)$ plane, we consider the 2-characteristic from $\left(a, T^{\prime}\right)$ : the ordinate of its point of abscissa $X^{\prime}$, which exists for $X^{\prime}$ in a maximal interval $\left[a, \zeta\left(T^{\prime}\right)\right.$ ) (for a nonincreasing function $\zeta\left(T^{\prime}\right) \leq b$, will be denoted by $\psi\left(X^{\prime}, T^{\prime}\right)$. Thanks to $H_{1}, \zeta\left(T^{\prime}\right)=$ $b$ for $-T_{0} \leq T^{\prime} \leq-T_{0}+\varepsilon_{1}$ and $\zeta\left(T_{C}\right)=c_{1}$ for some $c_{1}, a<c_{1} \leq c$.

We thus define an application

$$
\left(X^{\prime}, T^{\prime}\right) \mapsto(X, T), \quad X=X^{\prime}, \quad T=\psi\left(X^{\prime}, T^{\prime}\right)
$$

which is a bijection from the domain
$\bar{D}_{1}=\left\{\left([a, b] \times\left[-T_{0},-T_{0}+\varepsilon_{1}\right]\right) \cup\left(a \leq X^{\prime} \leq \zeta\left(T^{\prime}\right),-T_{0}+\varepsilon_{1} \leq T^{\prime}<0\right)\right\}$ onto $\Omega_{1}$.
3. We define now in $\bar{D}_{1}$ the functions $\ell$ and $h$ by

$$
k\left(X^{\prime}, \psi\left(X^{\prime}, T^{\prime}\right)\right)=\ell\left(X^{\prime}, T^{\prime}\right), v_{2}\left(X^{\prime}, \psi\left(X^{\prime}, T^{\prime}\right)\right)=h\left(X^{\prime}, T^{\prime}\right)
$$

and $\ell, h, \psi$ satisfy the system

$$
\begin{equation*}
\ell=\partial_{X^{\prime}} \psi, \quad \partial_{X^{\prime}} h=0 \tag{3.5}
\end{equation*}
$$

$\partial_{T^{\prime}} \ell+\frac{\partial_{2} \lambda_{2}}{\lambda_{2}-\lambda_{1}}\left(v_{1}\left(X^{\prime}\right), h\right) \ell \partial_{T^{\prime}} h-\frac{\partial_{1} \lambda_{1}}{\lambda_{2}-\lambda_{1}}\left(v_{1}\left(X^{\prime}\right), h\right) \partial_{T^{\prime}} \psi \partial_{X} v_{1}\left(X^{\prime}\right)=0$.
The boundary conditions are the following:
(i) On $X^{\prime}=a, h=v_{2}, \psi\left(a, T^{\prime}\right)=T^{\prime}$.
(ii) On $T=-T_{0}, \psi$ is known from its definition, with $\psi\left(a,-T_{0}\right)=-T_{0}$.

The key point is this: if, in (3.6), we consider $v_{1}$ and $h$ as known and replace $\ell$ by $\partial_{X^{\prime}} \psi$, we obtain a linear equation on $\psi$. Taking into account the above boundary conditions, we see that we have to deal with a linear Goursat problem.
4. Since the values of $\psi$ are compatibles and smooth on the closed segments $\left\{X^{\prime}=a,-T_{0} \leq T \leq T_{C}\right\}$ and $\left\{T^{\prime}=-T_{0}, a \leq X^{\prime} \leq b\right\}$, there exists a smooth solution $\tilde{\psi}$ extending $\psi$ in the closed rectangle

$$
\bar{R}=\left\{\left(X^{\prime}, T^{\prime}\right), a \leq X^{\prime} \leq b,-T_{0} \leq T \leq T_{C}\right\}
$$

5. The domain

$$
\bar{D}_{2}=\bar{D}_{1} \cap\left\{T^{\prime} \leq T_{C}\right\}
$$

is contained in $\bar{R}$. We claim that

$$
\partial_{T^{\prime}} \psi\left(X^{\prime}, T^{\prime}\right) \neq 0, \quad\left(X^{\prime}, T^{\prime}\right) \in \bar{D}_{2} .
$$

Actually, in the interior of $\bar{D}_{2}$, we have

$$
\partial_{T} v_{2}\left(X^{\prime}, \psi\right) \partial_{T^{\prime}} \psi=\partial_{T^{\prime}} h
$$

Since $\partial_{T} v_{2}$ is bounded by (1), if $\partial_{T^{\prime}} \tilde{\psi}=0$ at some point ( $X_{1}^{\prime}, T_{1}^{\prime}$ ), we have $\partial_{T^{\prime}} h\left(X^{\prime}, T_{1}^{\prime}\right)=0$ for all $X^{\prime}$. Hence (3.6) becomes an homogeneous ODE on $\partial_{T^{\prime}} \tilde{\psi}$ along the line $T^{\prime}=T_{1}^{\prime}$, and our assumption leads to $\partial_{T^{\prime}} \psi\left(a, T_{1}^{\prime}\right)=0$, which is impossible.
6. We deduce from (5) that there are extensions $\tilde{v}_{2}, \tilde{k}$ of $v_{2}, k$ (satisfying (3.1)) to a new domain containing the polygon $A C C^{\prime \prime} B^{\prime} B A$ and the path $C C^{\prime \prime} B^{\prime} B$ in its interior.

We choose now $\tilde{\phi}$ satisfying

$$
\partial_{X} \tilde{\phi}=\left(\lambda_{2}-\lambda_{1}\right) \tilde{k}, \tilde{\phi}(b, T)=\phi_{1}(T) .
$$

Here $\phi_{1}(T)$ is an extension of $\phi(b, T)$ to an interval $\left[-T_{0}, \varepsilon\right]$ for which $\partial_{T} \phi_{1}=\lambda_{1}$.

This construction defines $\tilde{\phi}$ on the rectangle

$$
\left[c_{1}, b\right] \times\left[-T_{0}, \varepsilon\right]
$$

for $\varepsilon$ small enough, which completes the proof.
We can roughly summarize the proof by saying that the problem is turned into a linear problem by taking the unknown functions $w$ as new independant variables; this is the so called "hodograph method" (see for instance [ CFr ]).

## 4. General systems with small data

We consider here a $N \times N$ system for which we have performed the normalization explained in (2), that is, the $j$-axis in $\mathbb{R}_{u}^{N}$ is the integral curve of $r_{j}(u)$ through the origin.

Consider a solution $u$ of such a system with initial value of the form

$$
\begin{equation*}
u(x, 0)=u^{0}(x, \varepsilon)=\varepsilon u_{1}^{0}+\varepsilon^{2} u_{2}^{0}+\ldots \tag{4.1}
\end{equation*}
$$

where $u^{0}(x, \varepsilon)$ is a smooth function for $x \in \mathbb{R}, 0 \leq \varepsilon \leq \varepsilon_{0}$, supported in $a \leq x \leq b$ ( $a, b$ independent of $\varepsilon$ ).

Let $\Gamma_{x}^{j}$ be the integral curve $\left(x_{j}(x, t), t\right)$ of $L_{j}=\partial_{t}+\lambda_{j}(u) \partial_{x}$ from $(x, 0)$, defined for $t<\bar{T}_{\varepsilon}$ (the lifespan of u ); $R_{j}$ is the strip limited by $\Gamma_{a}^{j}, \Gamma_{b}^{j},\{t=0\}$.

Setting

$$
\partial_{x} u(x, t)=\Sigma w_{j}(x, t) r_{j}(u(x, t))
$$

as in the $L^{1}$-lemma, we introduce the quantities

$$
\begin{equation*}
I(t)=\max _{0 \leq s \leq t} \sum_{j} \int\left|w_{j}(x, s)\right| d x \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
S(t)=\max _{j, 0 \leq s \leq t} \max _{(x, s) \notin R_{j}}\left|w_{j}(x, s)\right| \tag{4.3}
\end{equation*}
$$

We expect $I(t)$ to be $O(\varepsilon)$ and $S(t)$ to be $O\left(\varepsilon^{2}\right)$, because the strip $R_{j}$ is the "natural domain" for $w_{j}$ to live, at least at first approximation.

We first prove the following striking result.
Theorem 4.1. Let $M>0$ be some fixed number and assume that the solution $u$ is smooth for $0 \leq t<T(\varepsilon)$, with $\varepsilon T(\varepsilon) \leq M$. Then there are constants $I_{0}, S_{0}, \delta_{0}, \varepsilon_{1}>0$ such that, for $0 \leq t<T(\varepsilon)$ and $0<\varepsilon \leq \varepsilon_{1}$

$$
\begin{equation*}
I(t) \leq I_{0} \varepsilon, \quad S(t) \leq S_{0} \varepsilon^{2}, \quad|u| \leq \delta_{0} \tag{4.4}
\end{equation*}
$$

Proof of Theorem 4.1.

1. We will argue as follows ( a procedure called "induction on time").

Suppose that we have found constants $I_{0}, S_{0}, \delta_{0}$ such that
(i) We have, for some $T^{\prime} \leq T(\varepsilon)$ and $\varepsilon$ small enough,

$$
\begin{equation*}
I(t)<I_{0} \varepsilon, \quad S(t)<S_{0} \varepsilon^{2}, \quad|u|<\delta_{0} \tag{4.5}
\end{equation*}
$$

for $t<T^{\prime}$.
(ii) We can prove that whenever (4.5) holds for some $T^{\prime \prime}<T(\varepsilon)$ and $t<T^{\prime \prime}$, it also holds for $t=T^{\prime \prime}$.
Then (4.5) is true for $0 \leq t<T(\varepsilon)$ (because it can never stop being true).
2. Fix any $T^{\prime}$ (independent of $\varepsilon$ ). We first prove that (i) holds for $T^{\prime}$ (for $\delta_{0}$ arbitrary and appropriate $I_{0}, S_{0}$ ).

Elementary results show that, for $t \leq T^{\prime}$,

$$
\left|\partial_{x, t}^{\alpha} u\right| \leq C_{\alpha} \varepsilon
$$

Since we have the identity

$$
L_{i} w_{i}=\Sigma \gamma_{i j k} w_{j} w_{k}
$$

we also have

$$
w_{i}(x, t)=O\left(\varepsilon^{2}\right), \quad(x, t) \notin R_{i}
$$

Thus (i) follows for $\varepsilon$ small enough and appropriate $I_{0}, S_{0}$.
3. Choose moreover $I_{0}$ such that $I(0) \leq \frac{I_{0}}{2} \varepsilon ; \delta_{0}$ such that $\left|\lambda_{j}-\lambda_{i}\right| \geq$ $c>0$ for $|u| \leq \delta_{0}$. Then, for $t>T_{0}=\frac{(b-a)}{c}$, the strips $R_{i}$ are disjoints. In the following estimates, we always distinguish what happens before $T_{0}$ from what happens after $T_{0}$.

We use now the $L^{1}$-lemma to estimate $I$ : since there are no squares in the quadratic terms $\left(\Gamma_{i j j}=0\right)$, for $s>T_{0}$, we can estimate each integral

$$
\int\left|w_{j}(x, s)\right|\left|w_{k}(x, s)\right| d x
$$

by $I(s) S(s)$. In fact, the strips $R_{j}$ and $R_{k}$ being disjoint, we take $w_{j}$ out of the integral if $x \notin R_{j}$, and $w_{k}$ out of the integral if $x \in R_{j}$.

Thus we obtain for $s \leq t<T^{\prime \prime}$

$$
\begin{aligned}
\Sigma \int\left|w_{i}(x, s)\right| d x & \leq \frac{I_{0}}{2} \varepsilon+C \varepsilon^{2}+C t I(t) S(t) \leq \\
& \leq I_{0} \varepsilon\left[\frac{1}{2}+\left(\frac{C}{I_{0}}+C M S_{0}\right) \varepsilon\right]
\end{aligned}
$$

Taking $\varepsilon$ small enough, we get $I(t) \leq \frac{2 I_{0}}{3} \varepsilon$.
4. Since $u$ has compact support for fixed $t$, the result of (3) implies $|u| \leq C \varepsilon$; hence in particular $|u| \leq \frac{\delta_{0}}{2}$ for $\varepsilon$ small enough.
5. To evaluate $w_{i}(x, s),(x, s) \notin R_{i}, s \leq t<T^{\prime \prime}$, we draw back the integral curve of $L_{i}$ through ( $x, s$ ) and use (2.5). Remark that this curve never meets $R_{i}$. The initial value of $w_{i}$ is 0 and the portion of integral for $0 \leq t \leq T_{0}$ is bounded by $C \varepsilon^{2}$.

Consider the integral from $T_{0}$ to $s$ of a term $\gamma_{i j k} w_{j} w_{k}$ :
(i) For the portion of curve not meeting $R_{j}$ or $R_{k}$, the integral is bounded by $C \frac{M}{\varepsilon} S(s)^{2} \leq C M S_{0}^{2} \varepsilon^{3}$.
(ii) The portion $\ell_{i j}$ of curve contained in $R_{j}(j \neq i)$ is of finite length; since $k \neq j$ (because $\gamma_{i j j}=0$ for $i \neq j$ according to the $L^{1}$-lemma) the corresponding integral can be estimated by

$$
S(s) \int_{\ell_{i j}}\left|w_{j}\right|
$$

To estimate this last piece of integral, we use again (2.7); we get as in (3),

$$
C \int_{\ell_{i j}}\left|w_{j}\right| \leq \frac{I_{0}}{2} \varepsilon+C \varepsilon^{2}+C M S_{0} I_{0} \varepsilon^{2}
$$

Collecting the terms, we obtain finally

$$
\left|w_{i}(x, s)\right| \leq C \varepsilon^{2}+C M S_{0}^{2} \varepsilon^{3}+S_{0} \varepsilon^{3}\left(I_{0}+C \varepsilon+C M S_{0} I_{0} \varepsilon\right)
$$

If $S_{0} \geq 2 C$, we obtain $S(t) \leq \frac{2 S_{0}}{3} \varepsilon^{2}$ for $\varepsilon$ small enough, which completes the proof.

Theorem 4.1 makes it possible to reduce lower and upper estimates of the lifespan $\bar{T}_{\varepsilon}$ to corresponding estimates for solutions of ODE. The idea comes from (2.5): along an integral curve of $L_{i}$ in $R_{i}$, the main term of the sum in the right-hand side of (2.5) is $\gamma_{i i i} w_{i}^{2}$.

We first state the following lemma.

ODE Blowup lemma. Let $w$ be a solution in $[0, T]$ of the $O D E$

$$
\begin{equation*}
\frac{d w}{d t}=a_{0}(t) w^{2}+a_{1}(t) w+a_{2}(t) \tag{4.6}
\end{equation*}
$$

with $a_{j}$ continuous and $a_{0} \geq 0$. Let

$$
\begin{equation*}
K=\left(\int_{0}^{T}\left|a_{2}(t)\right| d t\right) \exp \int_{0}^{T}\left|a_{1}(t)\right| d t \tag{4.7}
\end{equation*}
$$

If $w(0)>K$, we have

$$
\begin{equation*}
\int_{0}^{T} a_{0}(t) d t<(w(0)-K)^{-1} \exp \int_{0}^{T}\left|a_{1}(t)\right| d t \tag{4.8}
\end{equation*}
$$

Proof of the lemma.
a. Setting

$$
w(t)=W(t) \exp \int_{0}^{t} a_{1}(s) d s
$$

we obtain the equation

$$
\frac{d W}{d t}=A_{0}(t) W^{2}+A_{2}(t)
$$

where

$$
A_{0}(t)=a_{0}(t) \exp \int_{0}^{t} a_{1}(s) d s, A_{2}(t)=a_{2}(t) \exp -\int_{0}^{t} a_{1}(s) d s
$$

Thus, if the lemma is true for $a_{1} \equiv 0$, it is true in general since

$$
W(0)=w(0)>K \geq \int_{0}^{T}\left|A_{2}(t)\right| d t
$$

and

$$
\left(\int_{0}^{T} a_{0}(t) d t\right) \exp -\int_{0}^{T}\left|a_{1}(t)\right| d t \leq \int_{0}^{T} A_{0}(t) d t
$$

b. The solution $w_{1}$ of the model equation

$$
\frac{d w_{1}}{d t}=a_{0}(t)\left(w_{1}-K\right)^{2}, w_{1}(0)=w(0)
$$

can be computed explicitly and satisfies

$$
\left(w_{1}(t)-K\right)^{-1}-(w(0)-K)^{-1}=-\int_{0}^{t} a_{0}(s) d s
$$

Thus if $w_{1}$ exists in $[0, T]$,

$$
\begin{equation*}
\int_{0}^{T} a_{0}(t) d t<(w(0)-K)^{-1} \tag{4.9}
\end{equation*}
$$

c. With $w_{2}(t)=\int_{0}^{t}\left|a_{2}(s)\right| d s$ we have now

$$
\frac{d\left(w_{1}-w_{2}\right)}{d t}=a_{0}(t)\left(w_{1}-K\right)^{2}-\left|a_{2}(t)\right| \leq a_{0}(t)\left(w_{1}-w_{2}\right)^{2}+a_{2}(t)
$$

and $\left(w_{1}-w_{2}\right)(0)=w(0)$. It follows that as long as $w_{1}$ exists, $w_{1}-w_{2} \leq w$. Thus $w_{1}$ cannot blow up for $t \leq T$, hence exists on $[0, T]$ and (4.9) gives then (4.8).

We can now prove the following theorem.

Upper Bound Theorem 4.2. Assume that the $j$-eigenvalue $\lambda_{j}$ is genuinely nonlinear at 0 , that is (with the already performed normalization)

$$
\partial_{j} \lambda_{j}(0) \neq 0
$$

Then

$$
\begin{equation*}
\limsup \varepsilon \bar{T}_{\varepsilon} \leq\left\{\max _{x}-\left(u_{1}^{0}\right)_{j}^{\prime}(x) \partial_{j} \lambda_{j}(0)\right\}^{-1}=M_{j} \tag{4.10}
\end{equation*}
$$

Proof of Theorem 4.2 .
a. Let $B$ be strictly bigger than the right-hand side $M_{j}$ of (4.10), and assume $\varepsilon \bar{T}_{\varepsilon}>B$. We can then use Theorem 4.1 with $\varepsilon T(\varepsilon)=B$.

Let $x_{0}$ be such that

$$
-\left(u_{1}^{0}\right)_{j}^{\prime}(x) \partial_{j} \lambda_{j}(0)
$$

is maximum at $x_{0}$ and consider (2.5) as an ODE on $z_{j}=\eta w_{j}(\eta=$ $\left.\operatorname{sgn}\left(-\partial_{j} \lambda_{j}(0)\right)\right)$ on $\Gamma_{x_{0}}^{j}$.

With the notations of the ODE Blowup Lemma, we have now

$$
a_{0}=\eta \gamma_{j j j}(u), \quad a_{1}=2 \sum_{i \neq j} \gamma_{j j i} w_{i}, \quad a_{2}=\eta \sum_{i, k \neq j} \gamma_{j i k} w_{i} w_{k}
$$

b. From (4.4) we deduce that in fact

$$
|u| \leq C \varepsilon .
$$

Hence

$$
w_{j}\left(x_{0}, 0\right)=\left(u_{1}^{0}\right)_{j}^{\prime}\left(x_{0}\right) \varepsilon+O\left(\varepsilon^{2}\right)
$$

and

$$
z_{j}\left(x_{0}, 0\right)=\varepsilon\left(M_{j}\left|\partial_{j} \lambda_{j}(0)\right|\right)^{-1}+O\left(\varepsilon^{2}\right)>0
$$

On the other hand, by (2.6) and $\Gamma_{j j j}=0$, we have

$$
\gamma_{j j j}(0)=-\partial_{j} \lambda_{j}(0)
$$

hence $a_{0}(u)=\left|\partial_{j} \lambda_{j}(0)\right|+O(\varepsilon)$.
Finally, by Theorem 4.1,

$$
a_{1}=O\left(\varepsilon^{2}\right), a_{2}=O\left(\varepsilon^{4}\right)
$$

c. We apply the lemma on the interval $\left[0, B \varepsilon^{-1}\right]$; from (b) we have $K=O\left(\varepsilon^{3}\right)$; thus the lemma gives

$$
\varepsilon(1+O(\varepsilon)) \int_{0}^{B \varepsilon^{-1}} a_{0}(t) d t<M_{j}\left|\partial_{j} \lambda_{j}(0)\right|+O(\varepsilon)
$$

yielding a contradiction for $\varepsilon$ small enough.
Clearly, if all the eigenvalues of the system are genuinely nonlinear, Theorem 4.2 yields the upper bound

$$
\begin{equation*}
\lim \sup \varepsilon \bar{T}_{\varepsilon} \leq \inf M_{j} \tag{4.11}
\end{equation*}
$$

Up to now, we have concentrated our attention on upper bounds for the lifespan, since our main interest is in blowup.

By using, instead of the ODE Blowup Lemma, a similar ODE Existence Lemma, one can prove that the upper bound obtained in the proof of Theorem 4.2 for the lifespan of $w_{j}$ is asymptotically sharp. Once we have gained control of $\left|\partial_{x} u\right|$, the blowup criterion from Chapter II gives a lower bound of the lifespan.

Summing up, we have the following statement.
Theorem 4.3. If all the eigenvalues of the system are genuinely nonlinear, the lifespan $\bar{T}_{\varepsilon}$ of the solution $u$ is asymptotically given by

$$
\begin{equation*}
\lim \varepsilon \bar{T}_{\varepsilon}=\inf _{j} M_{j} . \tag{4.12}
\end{equation*}
$$

We finish this section with two remarks:
(i) It is a consequence of Theorem 4.1 and 4.2 that the solution $u$ itself remains bounded for $t<\bar{T}_{\varepsilon}$ (in fact, $|u| \leq C \varepsilon$ ). For general systems of the form (1.1) and smooth compactly supported data (not necessarily small), it does not seem to be known whether the solution $u$ remains bounded and only $\nabla u$ becomes infinite. However, this seems to be a general belief.
(ii) In the situation of Theorem 4.3, if the $M_{j}$ are distinct (a "generic" case), only $\left|w_{j}\right|\left(\mathrm{j}\right.$ such that $M_{j}=\inf M_{k}$ ) becomes infinite, at time $\bar{T}_{\varepsilon}$ and in the strip $R_{j}$. This is very similar to the way a blowup solution along $\lambda_{j}$ blows up (compare in particular Theorem 5.1 of Chapter I with the estimates (4.4)). We will see in the next chapter that the solution is actually a "blowup solution".

## 5. Rotationally invariant wave equations

We consider now the equation

$$
\begin{equation*}
\partial_{t}^{2} u-c^{2}\left(\partial_{t} u\right) \Delta u=0, \quad x \in \mathbb{R}^{3}, \tag{5.1}
\end{equation*}
$$

where

$$
\begin{equation*}
c(0)=1, \quad c^{\prime}(0)>0 \tag{5.2}
\end{equation*}
$$

and

$$
\begin{equation*}
u(x, 0)=\varepsilon f(x), \partial_{t} u(x, 0)=\varepsilon g(x) . \tag{5.1}
\end{equation*}
$$

We assume that $f$ and $g$ are smooth radial functions (that is, smooth functions of $|x|^{2}$ ), supported in $|x| \leq M$. Because of the structure of (5.1), smooth solutions with radial data are also radial, that is, functions of $t$ and $|x|^{2}$.

The Laplace operator in polar coordinates $\left(r=|x|, \omega=\frac{x}{r}\right)$ is given by

$$
\Delta=\partial_{r}^{2}+\frac{n-1}{r} \partial_{r}-r^{-2} \Delta_{\omega} .
$$

It is thus convenient to introduce the function $v=r u$ (viewed as an odd function of $r$ ) which satisfies

$$
\begin{equation*}
\partial_{t}^{2} v-c^{2}\left(\frac{1}{r} \partial_{t} v\right) \partial_{r}^{2} v=0 \tag{5.3}
\end{equation*}
$$

and, with an obvious abuse of notation,

$$
\begin{equation*}
v(r, 0)=\varepsilon r f(r), \partial_{t} v(r, 0)=\varepsilon r g(r) . \tag{5.4}
\end{equation*}
$$

Equation (5.3) can be reduced to a first order system by introducing $\partial_{r} v$ and $\partial_{t} v$ as new unknowns. We will then follow the proof of Theorem 4.2 , step for step ( $L^{1}$-lemma, Theorem 4.1 and ODE Blowup Lemma), to obtain the following theorem.

Theorem 5.1. Let $\bar{T}_{\varepsilon}$ be the lifespan of the solution $u$ of (5.1) with radial data $\varepsilon f, \varepsilon g$. Then

$$
\begin{equation*}
\lim \sup \varepsilon \ell n \bar{T}_{\varepsilon} \leq\left\{\max _{\rho} c^{\prime}(0) F^{\prime \prime}(\rho)\right\}^{-1} \tag{5.5}
\end{equation*}
$$

where the "free profile" $F$ is defined by

$$
\begin{equation*}
F(\rho)=\frac{1}{2}\left(\rho f(\rho)-\int_{-\infty}^{\rho} \sigma g(\sigma) d \sigma\right) . \tag{5.6}
\end{equation*}
$$

Note that, because of the parity assumptions on $f$ and $g, F$ is of compact support and does not vanish identically unless $f$ and $g$ do.

The proof of Theorem 5.1 is divided into three steps.

## Step 1. The $L^{1}$-lemma

We set

$$
\partial_{r t}^{2} v=c\left(w_{2}-w_{1}\right), \partial_{r r}^{2} v=w_{1}+w_{2}
$$

so that we obtain by a straightforward computation

$$
\begin{align*}
& L_{1} w_{1}=\frac{c c^{\prime}}{r} w_{1}\left(w_{1}-w_{2}\right)+\frac{c^{\prime} \partial_{t} u}{2 r}\left(3 w_{1}+w_{2}\right)  \tag{5.7}\\
& L_{2} w_{2}=\frac{c c^{\prime}}{r} w_{2}\left(w_{2}-w_{1}\right)-\frac{c^{\prime} \partial_{t} u}{2 r}\left(3 w_{2}+w_{1}\right) \tag{5.8}
\end{align*}
$$

These formula are the analogues of (2.5). Here of course,

$$
L_{1}=\partial_{t}+c \partial_{r}, \quad L_{2}=\partial_{t}-c \partial_{r}
$$

To obtain the analogue of (2.8), we compute $d\left(w_{i}(d r \pm c d t)\right)$, and find

$$
\begin{align*}
& d\left(w_{1}(d r-c d t)\right)=\frac{c^{\prime} \partial_{t} u}{2 r}\left(w_{1}+w_{2}\right) d t d r  \tag{5.9}\\
& d\left(w_{2}(d r+c d t)\right)=-\frac{c^{\prime} \partial_{t} u}{2 r}\left(w_{1}+w_{2}\right) d t d r
\end{align*}
$$

Step 2. The estimates up to the blowup time

Define as in 4 . the strip $R$ as being limited by $\Gamma_{-M}^{1}, \Gamma_{M}^{1},\{r=0\}$ and $\{t=0\}$, and introduce the quantities

$$
\begin{aligned}
I(t) & =\max _{0 \leq s \leq t} \int_{(r, s) \in R}\left|w_{1}(r, s)\right| d r \\
S(t) & =\max _{2 M \leq s \leq t} s^{2} \max _{(r, s) \in R}\left|w_{2}(r, s)\right| \\
U(t) & =\max _{2 M \leq s \leq t} s \max _{(r, s) \in R}\left|\partial_{t} u(r, s)\right|
\end{aligned}
$$

Remark here that we are dealing with a very large existence time, a fact which forces us to take the decay of the various derivatives of $u$ into account in the definitions of $I, S, U$.

We will prove the following analogue of Theorem 4.1.

Theorem. Let $C_{0}>0$ be some fixed number and assume that the solution $u$ is smooth for $0 \leq t<T(\varepsilon)$, with $\varepsilon \ln T(\varepsilon) \leq C_{0}$. Then there are constants $I_{0}, S_{0}, U_{0}, \varepsilon_{1}>0$ such that, for $0 \leq t<T(\varepsilon)$ and $0<\varepsilon \leq \varepsilon_{1}$

$$
\begin{equation*}
I(t) \leq I_{0} \varepsilon, \quad S(t) \leq S_{0} \varepsilon^{2}, \quad U(t) \leq U_{0} \varepsilon \tag{5.10}
\end{equation*}
$$

Proof of the theorem.
a. We proceed by induction on time.

We have first to make sure that the characteristics in the strip $R$ look for large time the same as they do for small time, that is
(i) For $(r, t) \in \Gamma_{\lambda}^{1},|r-t-\lambda| \leq C$.
(ii) For $(r, t),\left(r^{\prime}, t^{\prime}\right) \in \Gamma_{\mu}^{2} \cap R,|r+t-\mu| \leq C$ and $\left|t-t^{\prime}\right| \leq C$ (with constants independent of $\mu$ ).
By induction, (5.10) implies

$$
|c-1|=\left|c\left(\partial_{t} u\right)-1\right| \leq \frac{\varepsilon C U_{0}}{t}
$$

which gives

$$
|r-t-\lambda|=\left|\int_{0}^{t}(c-1) d s-\lambda\right| \leq C \varepsilon+C U_{0} \varepsilon \ell n t+|\lambda| \leq C+C U_{0} C_{0}
$$

The first part of (ii) is similar, and

$$
2\left|t-t^{\prime}\right| \leq\left|(t+r-\mu)-\left(t^{\prime}+r^{\prime}-\mu\right)\right|+|t-r|+\left|t^{\prime}-r^{\prime}\right|
$$

gives the second statement.
b. For any fixed $T^{\prime}>2 M$, there are constants $I_{0}, S_{0}, U_{0}$ such that (5.10) is true for small $\varepsilon$, because of (5.8). We assume moreover $I(2 M) \leq \frac{\varepsilon I_{0}}{2}$.
c. To estimate $I(t)$, we use the $L^{1}$-lemma in $R$ between $\{s=2 M\}$ and $\{s=t\}$. By (5.9), we get

$$
\left.\int_{(r, t) \in R}\left|w_{1}(r, t) d r \leq \frac{\varepsilon I_{0}}{2}+\int_{2 M \leq s \leq t,(r, s) \in R}\right| \frac{c^{\prime} \partial_{t} u}{2 r}\left(w_{1}+w_{2}\right) \right\rvert\, d r d s
$$

The second term is bounded by

$$
\varepsilon C U_{0} I(t) \int_{2 M}^{t} \frac{d s}{s^{2}}+\varepsilon C U_{0} S(t) \int_{2 M \leq s \leq t,(r, s) \in R} \frac{d r d s}{r s^{3}}
$$

hence by $\frac{\varepsilon I_{0}}{4}$ for $\varepsilon$ small enough.

Finally, $I(t) \leq \frac{2 \varepsilon I_{0}}{3}$ for $\varepsilon$ small enough.
d. Noting that

$$
\begin{equation*}
L_{2}\left(\partial_{t} u\right)=\frac{c}{r}\left(2 c w_{1}+\partial_{t} u\right), \tag{5.11}
\end{equation*}
$$

we can estimate $\partial_{t} u(r, t)$ by integrating along the arc of $\Gamma_{\mu}^{2}$ issued from $(r, t)$ between $(r, t)$ and the point $\left(r^{\prime}, t^{\prime}\right)$ where $\Gamma_{\mu}^{2}$ leaves $R$ (where the solution and its derivatives are zero).

First we simplify (5.11) by introducing $z=\partial_{t} u \exp -\int^{t} \frac{c}{r} d s$, remarking that

$$
\int^{t} \frac{c}{r} d t \leq C\left(1+\varepsilon U_{0}\right)
$$

e. We need now to estimate the integral of $\left|w_{1}\right|$ on an arc of $\Gamma_{\mu}^{2}$ in $R$. Using the $L^{1}$-lemma and the fact that, along such an arc, $d r-c d t=$ $-2 c d t$, a computation analogous to (c) gives

$$
\int_{\Gamma_{\mu}^{2} \cap R}\left|w_{1}\right| d t \leq \frac{\varepsilon I_{0}}{2}+C U_{0} I_{0} \varepsilon^{2}+C U_{0} S_{0} \varepsilon^{3} .
$$

From (d) we obtain finally

$$
t|z| \leq C \varepsilon I_{0}+C U_{0} I_{0} \varepsilon^{2}+C U_{0} S_{0} \varepsilon^{3}
$$

If we choose $U_{0}=\nu I_{0}, \nu$ big enough and then $\varepsilon$ small enough, we get finally $U(t) \leq \frac{2 \varepsilon U_{0}}{3}$.
f. To estimate $w_{2}$, we proceed as before with $\partial_{t} u$, using (5.8) instead of (5.11).

We write (5.8) in the form $L_{2} w_{2}=a w_{2}+b$, with

$$
a=\frac{c^{\prime}\left(2 c\left(w_{2}-w_{1}\right)-3 \partial_{t} u\right)}{2 r}, \quad b=-\frac{c^{\prime}}{2 r} w_{1} \partial_{t} u .
$$

We see that the integral of $\left|a w_{2}\right|$ is $O\left(\frac{\varepsilon^{3}}{t^{2}}\right)$, while

$$
\int|b| d s \leq \frac{\varepsilon C U_{0}}{t^{2}} \int\left|w_{1}\right| d s
$$

Taking (d) into account, we get $S(t) \leq \frac{2 \varepsilon^{2} S_{0}}{3}$ if we choose $\frac{S_{0}}{U_{0} I_{0}}$ big enough and then $\varepsilon$ small enough.

## Step 3. ODE Blowup

We view now (5.7) as an ODE along $\Gamma_{\lambda}^{1}$ between $\{t=2 M\}$ and $\{t=T\}$. With the notations of the ODE Blowup Lemma, we have

$$
a_{2}(t)=O\left(\frac{\varepsilon^{3}}{t^{4}}\right), \quad a_{1}(t)=O\left(\frac{\varepsilon}{t^{2}}\right)
$$

hence the number $K$ is $O\left(\varepsilon^{3}\right)$. Moreover, $a_{0}(t)=c^{\prime}(0) \frac{1+O(\varepsilon)}{t+O(1)}$.
For $0 \leq t \leq 2 M$, the solution $v$ of (5.3), (5.4) can be approximated by the solution $\bar{v}$ of the equation $\left(\partial_{t}^{2}-\partial_{r}^{2}\right) \bar{v}=0$, with $v-\bar{v}=O\left(\varepsilon^{2}\right)$. Since, by an elementary computation,

$$
\bar{v}(r, t)=\varepsilon F(r-t), \quad t>M
$$

we get

$$
w_{1}(r, 2 M)=\frac{1}{2}\left(\partial_{r r}^{2} v-c^{-1} \partial_{r t}^{2} v\right)(r, 2 M)=\varepsilon F^{\prime \prime}(r-2 M)+O\left(\varepsilon^{2}\right)
$$

If we choose the characteristic $\Gamma_{\lambda}^{1}$ such that it meets the line $\{t=$ $2 M\}$ at $\left(r_{0}, 2 M\right)$ with

$$
F^{\prime \prime}\left(r_{0}-2 M\right)=\max F^{\prime \prime}(\rho)
$$

we obtain from the lemma

$$
\varepsilon \ln \bar{T}_{\varepsilon} \leq\left(c^{\prime}(0) \max F^{\prime \prime}(\rho)\right)^{-1}(1+O(\varepsilon))
$$

which finishes the proof of Theorem (5.1).
Here again, as in Section 4, we have concentrated on the proof of an upper bound for the lifespan. We will show in the next chapter that we have in fact equality in (5.6).

To conclude, let us emphasize once more that the essential ingredient of the proofs of Theorems 4.2 and 5.1 is the $L^{1}$-lemma; for space dimension $n \geq 2$, there is no analogue of the $L^{1}$ estimates for $\nabla u$, and the situation is still poorly understood.

## Notes

Most of the material in this chapter is due to F. John [Jo2], [Jo4], [Jo6], though the presentation here follows closely L. Hörmander [Hö2].

The generalities of Section 1, 2 and Section 4 come from [Jo2] and [Hö2], while Section 5 is taken from [Jo4] and [Hö2].

The survey [Jo6] covers the content of Sections 1, 2, 4 and 5.
In Section 3, Theorem 3.1 follows the presentation by A. Majda [Ma] of a theorem of S. Klainerman and himself, while Theorem 3.2 is due to the author [Al9].

## CHAPTER V

## Nonlinear Geometrical Optics and Applications

## Introduction

In the theory of linear PDE, the expression "geometrical optics" refers to the search of special high frequency solutions of a given PDE in the form

$$
u(x, \nu)=a(x, \nu) \exp \nu \phi(x),
$$

where $\nu$ is the frequency $(\nu \rightarrow \infty$ ), a the amplitude (a formal power series in $\frac{1}{\nu}$ ) and $\phi$ the phase.

Similar constructions have been used in many nonlinear problems; their common feature is that the solution has a certain given form called "ansatz", containing undetermined coefficients or functions and a small parameter.

We restrict ourselves here to the study of the Cauchy problem with small initial data of compact support. The term "nonlinear geometrical optics" refers then to an approximation technique which seems to have its origin in perturbation theory for ordinary differential equations (see Arnold [Ar] for instance). For data of size $\varepsilon$, this technique yields approximations valid on time intervals typically of size $\varepsilon^{-1}$, involving the "slow time" $\tau=\varepsilon t$ as an auxiliary variable.

In the framework of one dimensional systems studied in Chapter IV, we obtain in Section 1 a good description of the solution for $0 \leq t \leq A \varepsilon^{-1}$, for any $A$ and $\varepsilon$ satisfying

$$
A<\lim \varepsilon \overline{\mathcal{T}}_{\varepsilon}, \quad 0<\varepsilon \leq \varepsilon_{A} .
$$

On the one hand, this description is more detailed than what can be deduced from the estimates of Theorem 4.1 of Chapter IV; on the other
hand, it is not uniformly valid up to the blowup time (in sharp contrast with Theorem 4.1), and in particular it does not allow by itself to prove actual blowup of the solution.

The technique of nonlinear geometrical optics can be used also for several space variables; despite its above mentioned drawbacks, it seems to be the only (presently known) way of getting insight into what is actually happening, thus guiding the search for relevant estimates.

The examples handled in the literature are the compressible Euler equations (only in the 2-dimensional axisymetric case, see Alinhac [Al5]) and quasilinear wave equations (see John [Jo5], Hörmander [Hö1], [Hö2], Alinhac [Al1], [Al2], [Al3]).

In this latter case, discussed in Section 2, the nonlinear geometrical optics expansions suggest the blowup behavior of the solution and make transparent the role played by the "null conditions".

Finally, we present in Section 3 some further results on the wave equation in dimension two, showing the existence of an "asymptotic lifespan".

## 1. Quasilinear systems in one space dimension

We discuss again the case already considered in Chapter IV
$\partial_{t} u+A(u) \partial_{x} u=0, u(x, 0)=u_{0}(x)=\varepsilon u_{0}^{(1)}(x)+\varepsilon^{2} u_{0}^{(2)}(x)+\ldots$,
where the slight change of notations is due to the fact that we will have to consider separately the components $v_{j}$ of vectors $v=\left(v_{1}, \ldots, v_{N}\right) \in \mathbb{R}^{N}$.

We take $u_{0} \in C^{\infty}$ supported in $[a, b]$.
Here, we again assume the normalization of coordinates in the $u$ space achieving that the $j$-axis in an integral curve of $r_{j}(u)$ (see Chapter IV 2). It means, with $e_{j}$ the $j$-basis vector and $A=\left(a_{j k}\right)$, that

$$
a_{j k}\left(t e_{k}\right)=\delta_{j k} \lambda_{k}\left(t e_{k}\right),
$$

which implies in particular

$$
\begin{equation*}
\partial_{k}^{q} a_{j k}(0)=0, \quad j \neq k, \quad q \in \mathbb{N} \tag{1.2}
\end{equation*}
$$

This will be essential to obtain the simple statements of Theorem 1.1 below.

### 1.1. Formal analysis

To solve (1.1), we expand $A(u)=\Sigma_{\alpha} A_{\alpha} u^{\alpha}$ and look formally for

$$
u(x, t, \varepsilon)=u(x, t)=\sum_{p \geq 1} \varepsilon^{p} u^{(p)}(x, t)
$$

With $L=\partial_{t}+A(0) \partial_{x}$, we choose the $u^{(p)}$ satisfying the sequence of equations

$$
\begin{equation*}
L u^{(1)}=0, \quad u^{(1)}(x, 0)=u_{0}^{(1)}(x) \tag{1.3}
\end{equation*}
$$

$$
\begin{equation*}
L u^{(p)}=f^{(p)}, u^{(p)}(x, 0)=u_{0}^{(p)}(x), \tag{1.3}
\end{equation*}
$$

where $f^{(p)}$ is a polynomial expression of the $u_{j}^{(q)}(q \leq p-1)$, which can be easily computed from the expansion of $A$.

To describe the supports and the structure of the terms $u_{j}^{(p)}$, we introduce the following notations:

$$
\begin{gathered}
c=\inf _{1 \leq j \leq N-1}\left(\lambda_{j+1}(0)-\lambda_{j}(0)\right), \gamma=\frac{\left(\lambda_{N-1}(0)-\lambda_{2}(0)\right)}{c} \\
\alpha_{j}=\left(\lambda_{j}(0), 1\right) \\
K_{T}=\left\{(x, t), a+\lambda_{2}(0) t \leq x \leq b+\lambda_{N-1}(0) t, 0 \leq t \leq T\right\} \\
T_{1}=0, T_{p}=\frac{(b-a)}{c} \sum_{0 \leq q \leq p-2}(1+\gamma)^{q}, p \geq 2 \\
K_{p}=K_{T_{p}} \\
K_{p}^{j}=\left(K_{p}+\mathbb{R} \alpha_{j}\right) \cap\left\{t \leq T_{p}\right\} .
\end{gathered}
$$

The following theorem gives the form of the terms $u^{(p)}$.

Theorem 1.1. For all $p \geq 1$ and $1 \leq j \leq N$ we have

$$
\begin{equation*}
u_{j}^{(p)}(x, t)=\sum_{0 \leq q \leq p-1} t^{q} v_{j q}^{(p)}\left(\sigma_{j}(x, t)\right)+r_{j}^{(p)}(x, t), \sigma_{j}(x, t)=x-\lambda_{j}(0) t \tag{1.5}
\end{equation*}
$$

where $r_{j}^{(p)}$ is a $C^{\infty}$ function supported in $K_{p}^{j}$ and $u_{j}^{(p)}$ is supported in $K_{p}+\mathbb{R}_{+} \alpha_{j}$.

Proof of Theorem 1.1.
a. We have immediately

$$
u_{j}^{(1)}=v_{j 0}^{(1)}\left(\sigma_{j}\right), \quad v_{j 0}^{(1)}=\left(u_{0}^{(1)}\right)_{j}, r_{j}^{(1)} \equiv 0
$$

which is (1.5) for $p=1$.
b. Assume the theorem already proved for $q \leq p-1$ and consider now a monomial in $f_{j}^{(p)}$; there are two cases:
(i) This monomial contains only terms $u_{k}^{(q)}$ and their derivatives for the same $k$.
(ii) This monomial contains at least two terms $u_{k}^{(q)}, u_{k^{\prime}}^{\left(q^{\prime}\right)}, k \neq k^{\prime}$.
c. We analyze case (i) first (called "resonant interaction").

The monomial must contain a coefficient $\partial_{k}^{s} a_{j k}(0), s \neq 0$. But this is zero, by (1.2), if $k \neq j$.
d. In case (ii) (called "non resonant"), the support of the monomial is contained in
$\left(K_{q}+\mathbb{R}_{+} \alpha_{k}\right) \cap\left(K_{q^{\prime}}+\mathbb{R}_{+} \alpha_{k^{\prime}}\right) \subset\left(K_{p-1}+\mathbb{R}_{+} \alpha_{k}\right) \cap\left(K_{p-1}+\mathbb{R}_{+} \alpha_{k^{\prime}}\right)=S_{k k^{\prime}}$. We show that

$$
\begin{equation*}
S_{k k^{\prime}} \subset K_{p} \tag{1.6}
\end{equation*}
$$

Let us denote by $I_{p}$ the top segment of $K_{p}$

$$
I_{p}=\left\{(x, t), t=T_{p}, a+\lambda_{2}(0) T_{p} \leq x \leq b+\lambda_{N-1}(0) T_{p}\right\}
$$

and by $\ell_{p}$ its length.
We see easily that (1.6) is true for $p=2$. Now we also see that $S_{k k^{\prime}}$ is contained in $\left(I_{p-1}+\mathbb{R}_{+} \alpha_{k}\right) \cap\left(I_{p-1}+\mathbb{R}_{+} \alpha_{k^{\prime}}\right)$; by the same reasoning as for $p=2$, we get

$$
S_{k k^{\prime}} \subset K_{T}
$$

where $T=T_{p-1}+\frac{\ell_{p-1}}{c}$. Noting that $\ell_{p-1}=(b-a)+c \gamma T_{p-1}$, we obtain $T=T_{p}$.
e. Using the recurrence hypothesis and (c), (d), we see that $f_{j}^{(p)}$ is a sum of terms either
(i) with compact support in $K_{p}$ (for nonresonant interactions),
(ii) or with support in $K_{p-1}+\mathbb{R}_{+} \alpha_{j}$ and of the form

$$
t^{q} w\left(\sigma_{j}\right)+r,
$$

$r$ being itself supported in $K_{p}^{j}$. To determine $q$, we observe that if the term is obtained as a product of $\ell$ terms of the same type corresponding to $p=p_{i_{1}}, \ldots, p_{i_{\ell}}$, we have

$$
p_{i_{1}}+\ldots+p_{i_{\ell}}=p, \quad q_{i_{j}} \leq p_{i_{j}}-1,
$$

hence, because $\ell \geq 2$,

$$
q=q_{i_{1}}+\ldots+q_{i_{\ell}} \leq p-\ell \leq p-2 .
$$

f. When we integrate from 0 to $t$ along $L_{j}=\partial_{t}+\lambda_{j}(0) \partial_{x}$ a term supported in $K_{p}+\mathbb{R}_{+} \alpha_{j}$, we obtain a term supported in the same set; when we integrate a term supported in $K_{p}^{j}$, we obtain the sum of a function of $\sigma_{j}$ supported in $K_{p}+\mathbb{R} \alpha_{j}$ and of a function supported in $K_{p}^{j}$. When we integrate $t^{q} w\left(\sigma_{j}\right)$, we obtain $\frac{t^{q+1}}{q+1} w\left(\sigma_{j}\right)$. This completes the proof.

It turns out that the terms $v_{j 0}^{(p)}\left(\sigma_{j}\right)$ play a special role in the approximation of $u$.
Definition 1.1. The functions $v_{j 0}^{(p)}\left(\sigma_{j}\right), j=1, \ldots, N$, are called the free profiles (of order ( $p$ )).

Note that the free profiles are determined by the initial value $u_{0}$ and can be recursively computed by calculating finite integrals.

Remark finally that, for $x \geq b+\lambda_{N-1}(0) t$, all the coefficients $v_{j q}^{(p)}$ ( $j \leq N-1$ ) in (1.4) are zero, thus $u_{j}(j \leq N-1)$ is formally zero. The same thing happens to the formal components $u_{j}(j \geq 2)$ in the domain $x \leq a+\lambda_{2}(0) t$. Indeed, it is a well known fact that, next to a constant state, the solution $u$ is a simple wave (see [CFr], [ Sm ] or [Hö2]). Hence the components of $u$ are actually, and not just formally, zero.

### 1.2. Slow time and reduced equations

## a. Construction of the approximate solution

If we collect the terms $u_{j}^{(p)}$ described in Theorem 1.1, we obtain

$$
\begin{equation*}
u_{j}(x, t)=\varepsilon \sum_{0 \leq q \leq p-1} \varepsilon^{p-q-1}(\varepsilon t)^{q} v_{j q}^{(p)}\left(\sigma_{j}(x, t)\right)+R_{j}(x, t) \tag{1.6}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{j}(x, t)=\sum_{p \geq 1} \varepsilon^{p} r_{j}^{(p)}(x, t) \tag{1.7}
\end{equation*}
$$

This suggests to introduce the slow time $\tau=\varepsilon t$ as a new variable, and to consider $u_{j}$, neglecting $R_{j}$, as a function $U_{j}$ of $\sigma_{j}$ and $\tau$ (depending of course smoothly on $\varepsilon$ ).

Two facts motivate this approach:
(i) Burgers' equation

$$
\partial_{t} u+(\lambda+u) \partial_{x} u=0, u(x, 0)=\varepsilon v_{0}(x)
$$

has the exact solution

$$
u(x, t)=\varepsilon v(x-\lambda t, \varepsilon t)
$$

where $v$ is the solution of

$$
\partial_{\tau} v+v \partial_{\sigma} v=0, \quad v(\sigma, 0)=v_{0}(\sigma)
$$

Thus the appearance of $\tau$ is not a big surprise.
(ii) The asymptotic expansion (1.6) does not give us any more information when $t$ has the order of magnitude of $\varepsilon^{-1}$. More precisely, suppose that we have recursively computed a finite number of terms $u_{j}^{(p)}, p \leq s ;$ this gives us at most the terms $\tau^{q}, q \leq s-1$, in the Taylor expansion at $\tau=0$ of $U_{j}$. This information is irrelevant for finite (not small) values of $\tau$.

We argue as follows. Fix $s \in \mathbb{N}$ and set

$$
u_{j}^{s}=\sum_{1 \leq p \leq s} \varepsilon^{p} u_{j}^{(p)}
$$

As soon as $t \geq T_{s}$, the terms $r_{j}^{(p)}$ in the expressions of $u_{j}^{(p)}$ vanish; as soon as the strips $K_{s}+\mathbb{R} \alpha_{j}$ are disjoint (say, $t>C_{s}$ ), the various components $u_{j}^{s}$ of $u^{s}$ have disjoint supports. Thus, to continue $u^{s}$ for large time, we can try the ansatz

$$
\begin{equation*}
u_{j}(x, t)=\varepsilon w_{j}\left(\sigma_{j}(x, t), \tau\right), \quad j=1, \ldots, N \tag{1.8}
\end{equation*}
$$

where moreover the $u_{j}$ have disjoint supports.

Inserting in (1.1) and taking into account the normalization, we obtain

$$
\begin{equation*}
\partial_{\tau} w_{j}+\tilde{\lambda}_{j}\left(w_{j}, \varepsilon\right) \partial_{\sigma} w_{j}=0, \quad j=1, \ldots, N \tag{1.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\lambda}_{j}\left(w_{j}, \varepsilon\right)=\varepsilon^{-1}\left(\lambda_{j}\left(0, \ldots, 0, \varepsilon w_{j}, 0, \ldots, 0\right)-\lambda_{j}(0)\right) \tag{1.10}
\end{equation*}
$$

We call these equations "reduced equations".
What we have gained is that the system (1.1) reduces to a collection of scalar equations, which are well understood. Note that the main term in $\tilde{\lambda}_{j}$ (that is, the one corresponding to $\varepsilon=0$ ), is $w_{j} \partial_{j} \lambda_{j}(0)$.

To understand what are the correct initial values on $\{\tau=0\}$ for (1.9), we observe the two following facts:
(i) The formal solution $U_{j}=\varepsilon \Sigma \varepsilon^{p-q-1} \tau^{q} v_{j q}^{p}\left(\sigma_{j}\right)$, considered as a function of $\sigma$ and $\tau$, satisfies (1.9).
(ii) A solution of (1.9) is determined by its trace on $\tau=0$.

The trace of $U_{j}$ on $\tau=0$ being

$$
U_{j}(\sigma, 0)=\varepsilon \sum_{p \geq 1} \varepsilon^{p-1} v_{j 0}^{(p)}(\sigma)
$$

we should impose, in addition to (1.9),

$$
\begin{equation*}
w_{j}(\sigma, 0)=\sum_{p \geq 1} \varepsilon^{p-1} v_{j 0}^{(p)}(\sigma) \tag{1.11}
\end{equation*}
$$

We see that the free profiles only appear in this initial condition. In other words, the equations (1.9) contain in their structure the mechanism by which the terms generated in $u_{j}^{(p)}$ by resonant interactions are produced.

The approximate solution is then constructed by gluing together the short time approximation $u^{s}$ and the long time approximation given by (1.8):
(i) We fix $s$ as before and set

$$
u_{j}^{s}=\sum_{1 \leq p \leq s} \varepsilon^{p} u_{j}^{(p)}
$$

Then we solve (1.9) and (1.11) where the sum in the right hand side is limited to $1 \leq p \leq s$, and we denote the corresponding solutions by $w_{j}^{s}$.
(ii) With $\chi \in C^{\infty}(\mathbb{R}), \chi(\eta)=1$ for $\eta \leq 0$ and $\chi(\eta)=0$ for $\eta \geq 1$, we set (1.12) $\tilde{u}_{j}^{s}(x, t)=\chi\left(t-C_{s}\right) u_{j}^{s}(x, t)+\left(1-\chi\left(t-C_{s}\right)\right) \varepsilon w_{j}^{s}\left(\sigma_{j}(x, t), \tau\right)$.

The function $\tilde{u}^{s}$ is our approximate solution.

## b. lifespan of the approximate solution

Proposition 1.2. Assume that all the eigenvalues of the system are genuinely nonlinear (that is, $\partial_{j} \lambda_{j}(0) \neq 0$ ). Then the approximate solution $\tilde{u}^{s}$ is defined for $0 \leq t<\tilde{T}_{\varepsilon}^{s}$, with

$$
\begin{equation*}
\varepsilon \tilde{T}_{\varepsilon}^{s}=\inf M_{j}+O(\varepsilon), \quad M_{j}^{-1}=\max -\partial_{j} \lambda_{j}(0)\left(u_{0}^{(1)}\right)_{j}^{\prime} . \tag{1.13}
\end{equation*}
$$

Proof of Proposition 1.2. For each equation (1.9), the results from Chapter IV (1. a) show that the solution $w_{j}$ has a lifespan of inverse

$$
\max -\partial_{j} \lambda_{j}(0) \partial_{\sigma} w_{j}(\sigma, 0)+O(\varepsilon) .
$$

Moreover,

$$
w_{j}(\sigma, 0)=\sum_{1 \leq p \leq s} \varepsilon^{p-1} v_{j 0}^{(p)}(\sigma)
$$

and

$$
v_{j 0}^{(1)}=\left(u_{0}^{(1)}\right)_{j} .
$$

Hence we obtain (1.13), since $\tau=\varepsilon t$.
Remark that in the linearly degenerate case (that is, $r_{j}(u) \nabla \lambda_{j}(u) \equiv$ 0 ), we have simply $\tilde{\lambda}_{j} \equiv 0$.

### 1.3. Existence, approximation and blowup

We will state here without details some results which can be obtained, starting from the above construction of the approximate solution $\tilde{u}^{s}$ (see [A19]).

We distinguish here two steps:
(i) An "existence and approximation" step, where information about the true solution for large time can be obtained from the knowledge of the approximate solution. In this step however, we still stay away from the actual blowup region.
(ii) A "representation" step, where we solve the blowup system (in the sense of Chapter I) in a strip $\left\{\tau_{1} \leq \varepsilon t \leq \tau_{2}\right\}$ containing the actual blowup time.
The facts of interest concerning the lifespan and the mechanism of the blowup of $u$ are then obtained in a standard fashion as in Chapter I.

## a. Existence and approximation

Though a lower bound

$$
\bar{T}_{\varepsilon} \geq C \varepsilon^{-1}, C>0
$$

is easily obtained for any system, Proposition 1.2 and the structure of $\tilde{u}^{s}$ make it possible to show

$$
\begin{equation*}
\liminf \varepsilon \bar{T}_{\varepsilon} \geq \inf M_{j} \tag{1.14}
\end{equation*}
$$

where the $M_{j}$ are defined in (1.13).
Moreover, we obtain for any $A<\inf M_{J}$ and $0<\varepsilon \leq \varepsilon_{A}$ a qualitative description of $u$.

The strategy of the proof is as follows:
(i) We first note that

$$
\tilde{u}^{s}(x, 0)=u_{0}(x)+O\left(\varepsilon^{s+1}\right)
$$

(ii) We then have to check that

$$
\partial_{t} \tilde{u}^{s}+A\left(\tilde{u}^{s}\right) \partial_{x} \tilde{u}^{s}=\tilde{f}^{s}
$$

is indeed small. This is clear when $t \leq C_{s}$, where $\tilde{f}^{s}=O\left(\varepsilon^{s+1}\right)$, and when $t \geq C_{s}+1$, where $\tilde{f}^{s}=0$. In the transition period $C_{s} \leq$ $t \leq C_{s}+1$, it is sufficient to verify that $u_{j}^{s}$ is close to $\varepsilon w_{j}^{s}$, as a consequence of (1.11).
(iii) Finally, setting $u=\tilde{u}^{s}+\dot{u}$, we must show that $\dot{u}$ exists and is small. Since $\dot{u}$ satisfies a system close to the linearized system on $\tilde{u}^{s}$, it is not possible to keep control of this system when approaching too close the lifespan $\tilde{T}_{\varepsilon}^{s}$ of $\tilde{u}^{s}$. However, for any $A<\inf M_{j}$ and $\varepsilon$ small enough, no blowup of $w_{j}$ occurs in (1.9), and one obtains existence for $0 \leq t \leq A \varepsilon^{-1}$, thus proving (1.14). This argument gives also the
smallness of $\dot{u}$, in the form

$$
\partial_{x, t}^{\alpha} \dot{u}=O\left(\varepsilon^{s-N_{0}}\right),
$$

for some $N_{0}$ fixed.
Again, the large time existence of $\dot{u}$ and its smallness are obtained here by induction on time (as in the proof of Theorem 4.1 of Chapter IV). It is important to remark that these two aspects are connected, the existence proof becoming easy precisely because of the smallness of $\dot{u}$.

Note also that this argument is independent of (and much rougher than) the estimates of Theorem 4.1. This is why it can be used also in multidimensional situation (see section 2).

## b. Representation and Blowup

For simplicity, we explain this step only for $N=3$.
Let $\Gamma_{a}^{2}$ and $\Gamma_{b}^{2}$ be the two-characteristics of the system issued from the points $(a, 0)$ and $(b, 0)$. As already mentioned in 1.1, the solution $u$ is a simple wave right of $\Gamma_{b}^{2}$ and left of $\Gamma_{a}^{2}$; taking into account the normalization of the system, this just means $u_{1}=u_{2}=0$ right of $\Gamma_{b}^{2}$ and $u_{2}=u_{3}=0$ left of $\Gamma_{a}^{2}$. Hence the system "to the right" or "to the left" reduces in fact to a scalar equation, for which blowup mechanisms are well understood. We are interested in the case of blowup "in the middle", hence we assume

$$
M_{2}<\inf \left(M_{1}, M_{3}\right) .
$$

For convenience, we also take $\lambda_{2}(0)=0$.
Using the slow time variable $\tau=\varepsilon t$, the system becomes

$$
\begin{equation*}
\varepsilon \partial_{\tau} \tilde{u}+A(\tilde{u}) \partial_{x} \tilde{u}=0, \tilde{u}(x, \tau)=u\left(x, \tau \varepsilon^{-1}\right) . \tag{1.15}
\end{equation*}
$$

The blowup system (for $\lambda_{2}$ ) of this system is

$$
\begin{aligned}
& \varepsilon \partial_{T} \phi=\lambda_{2}(\tilde{v}),{ }^{t} \ell_{2}(\tilde{v}) \partial_{T} \tilde{v}=0, \\
& { }^{t} \ell_{i}(\tilde{v})\left[\varepsilon \partial_{X} \phi \partial_{T}+\left(\lambda_{i}-\lambda_{2}\right)(\tilde{v}) \partial_{X}\right] \tilde{v}=0, \quad i=1,3 .
\end{aligned}
$$

We fix

$$
0<\tau_{0}<M_{2}<\tau_{1}
$$

and denote by $\alpha(\varepsilon), \beta(\varepsilon)$ the intersection points of $\Gamma_{a}^{2}$ and $\Gamma_{b}^{2}$ with the line $\left\{\varepsilon t=\tau_{0}\right\}$.

The representation of the solution $u$ is described in the following theorem.

Theorem 1.2. Let $p \in \mathbb{N}, p \geq 1$.
(a) For $\varepsilon$ small enough, there exists a solution $(\tilde{v}, \phi)$ of the blowup system (1.16) in the rectangle

$$
R=\left\{(X, T), \alpha \leq X \leq \beta, \tau_{0} \leq T \leq \tau_{1}\right\}
$$

of the form

$$
\tilde{v}=\varepsilon D_{\varepsilon} w, \quad D_{\varepsilon}=\operatorname{diag}\left(\varepsilon^{p}, 1, \varepsilon^{p}\right)
$$

$w$ being a smooth function of $(X, T, \varepsilon) \in R \times\left[0, \varepsilon_{0}\right]$.
(b) Define the blowup time $\tau(\varepsilon)$ by

$$
\begin{aligned}
\tau(\varepsilon)=\max \left\{\tau, \tau_{0}\right. & \leq \tau \leq \tau_{1},(X, T) \in R \cap\{0 \leq T<\tau\} \\
& \left.\Rightarrow \partial_{X} \phi(X, T) \neq 0\right\}
\end{aligned}
$$

Let $\tilde{u}$ be the solution of (1.15) defined for $\tau<\tau(\varepsilon)$ by

$$
\tilde{u}(\phi(X, T), T)=\tilde{v}(X, T)
$$

and $U(x, t)=\tilde{u}(x, \varepsilon t)$. Then, for $\tau_{0} \leq \varepsilon t<\tau(\varepsilon)$ and between $\Gamma_{a}^{2}$ and $\Gamma_{b}^{2}$, $U=u$.

The point of this approach is that the determination of the lifespan follows from a glance at the zeroes of $\partial_{X} \phi$, defined in a "big" rectangle. In particular, in nondegenerate cases, the lifespan $\bar{T}_{\varepsilon}=\varepsilon^{-1} \tau(\varepsilon)$ can be obtained by perturbation of the case $\varepsilon=0$, using the implicit function theorem.

Assume more precisely that the minimum of the function $\partial_{2} \lambda_{2}(0)\left(u_{0}^{(1)}\right)_{2}^{\prime}$ defining $M_{2}$ is unique and nondegenerate (that is, the second order derivative is nonzero). Then the function $\tau(\varepsilon)$ is smooth and coincides to any order in $\varepsilon$ with the lifespan formally computed from the theory of nonlinear geometrical optics developed in Sections 1.1/1.2. Moreover, the solution $u$ is, near its then unique blowup point, an "exterior cusp solution" in the sense of Chapter I. An important feature
of this strategy "approximation/representation" is that it makes sense also in multidimensional situations, as we shall see next.

## 2. Quasilinear wave equations

We will now develop the same ideas as in Section 1 for wave equations in multidimensional situations.

We consider, for $\left(t=x_{0}, x\right) \in \mathbb{R}^{n+1}(n=2,3)$, the quasilinear wave equation

$$
\begin{equation*}
\sum_{0 \leq i, j \leq n} g_{i j}(\nabla u) \partial_{i j}^{2} u=0, u(x, 0)=f(x, \varepsilon), \partial_{t} u(x, 0)=g(x, \varepsilon) \tag{2.1}
\end{equation*}
$$

where

$$
\begin{aligned}
& \nabla u=\left(\partial_{0} u, \nabla_{x} u\right), \quad g_{i j}=g_{j i}, \quad g_{00} \equiv 1 \\
& \quad i \geq 1 \Rightarrow g_{i 0}(0)=0, \quad i, j \geq 1 \Rightarrow g_{i j}(0)=-\delta_{i j}
\end{aligned}
$$

As usual, we suppose $f, g$ smooth, supported in $|x| \leq M$ and satisfying $f(x, \varepsilon)=\varepsilon f^{(1)}(x)+\varepsilon^{2} f^{(2)}(x)+\ldots, g(x, \varepsilon)=\varepsilon g^{(1)}(x)+\varepsilon^{2} g^{(2)}(x)+\ldots$.

The function $u$ being small, the equation is thus a perturbation of the wave equation, and we set

$$
g_{i j}(\eta)=g_{i j}(0)+\Sigma g_{i j}^{k} \eta_{k}+O\left(\eta^{2}\right)
$$

We restrict our attention to $n \leq 3$, since for $n \geq 4$, Klainerman has shown the existence of a global smooth solution of (2.1).

### 2.1. Formal analysis

We will look for $u$ in the form

$$
u=\sum_{p \geq 1} \varepsilon^{p} u^{(p)}
$$

where the functions $u^{(p)}$ satisfy the equations

$$
\begin{align*}
& \left(\partial_{t}^{2}-\Delta_{x}\right) u^{(1)}=0  \tag{2.2}\\
& \left(\partial_{t}^{2}-\Delta_{x}\right) u^{(p)}=Q^{(p)}, p \geq 2 \tag{2.2}
\end{align*}
$$

$Q^{(p)}$ being a polynomial expression of the $u^{(q)}(q \leq p-1)$. In particular,

$$
\begin{equation*}
Q^{(2)}=-\Sigma g_{i j}^{k} \partial_{k} u^{(1)} \partial_{i j}^{2} u^{(1)} \tag{2.3}
\end{equation*}
$$

Our aim is to describe, as in Theorem 1.1, the structure of all the $u^{(p)}$. This can be done completely in a domain

$$
|x| \geq t+M-C,
$$

for any fixed $C$. Here, we will discuss only $u^{(1)}$ and $u^{(2)}$. The following classical result describes $u^{(1)}$.

Lemma 2.1. The solution $v$ of the wave equation with smooth initial data $f, g$ supported in $|x| \leq M$ can be written, for $|x| \geq 2 M$, in the form

$$
\begin{equation*}
u(x, t)=r^{-\frac{1}{2}(n-1)} F\left(r-t, \omega, r^{-1}\right) . \tag{2.4}
\end{equation*}
$$

Here $r=|x|, x=r \omega$ and $F$ is a smooth function satisfying

$$
\begin{equation*}
\left|\partial_{\rho}^{\alpha} \partial_{\omega}^{\beta} \partial_{z}^{\gamma} F(\rho, \omega, z)\right| \leq C_{\alpha \beta \gamma}(1+|\rho|)^{-\frac{1}{2}(n-1)-|\alpha|+|\gamma|} . \tag{2.5}
\end{equation*}
$$

Moreover,
$F_{0}(\rho, \omega)=F(\rho, \omega, 0)=\frac{1}{2}(2 \pi)^{-\frac{1}{2}(n-1)} \chi_{-}^{-\frac{1}{2}(n-1)} *\left[R(s, \omega, g)-\partial_{s} R(s, \omega, f)\right]$.
Here the star denotes convolution in $s, \chi_{-}^{\lambda}=\frac{x_{-}^{\lambda}}{\Gamma(\lambda+1)}, x_{-}^{\lambda}=|x|^{\lambda} \mathbf{1}_{x<0}$ and

$$
R(s, \omega, f)=\int_{x \omega=s} f(x) d S(x)
$$

is the Radon transform of $f$.
All we need to know here is

$$
\begin{equation*}
u^{(1)}(x, t) \sim r^{-\frac{1}{2}(n-1)} F_{0}(r-t, \omega), \quad r \rightarrow+\infty, \quad r-t \geq M-C, \tag{2.7}
\end{equation*}
$$

the free profile $F_{0}$ corresponding to the initial data $f^{(1)}, g^{(1)}$ according to lemma 2.1.

The following lemma gives a partial description of $u^{(2)}$.
Lemma 2.2. Define, with $\omega_{0}=-1$,

$$
\begin{equation*}
g(\omega)=\sum_{0 \leq i, j, k \leq n} g_{i j}^{k} \omega_{i} \omega_{j} \omega_{k} . \tag{2.8}
\end{equation*}
$$

and assume

$$
\begin{equation*}
g(\omega) \not \equiv 0 . \tag{ND}
\end{equation*}
$$

Then for $|x| \geq t+M-C$ and $n=2$,

$$
\begin{equation*}
u^{(2)}(x, t)=\frac{g(\omega)}{2}\left(\partial_{\rho} F_{0}\right)^{2}(r-t, \omega)+O\left(r^{-\frac{1}{2}}\right) \tag{2.9}
\end{equation*}
$$

For $n=3$,

$$
\begin{equation*}
u^{(2)}(x, t)=\frac{g(\omega)}{4 r} \ln t\left(\partial_{\rho} F_{0}\right)^{2}(r-t, \omega)+O\left(r^{-1}\right) \tag{2.10}
\end{equation*}
$$

SkETCH OF THE PROOF OF LEMMA 2.2.
a. From the asymptotic properties of $u^{(1)}$ described in Lemma 2.1, we obtain

$$
Q^{(2)}(x, t)=-g(\omega) r^{-(n-1)}\left(\partial_{\rho} F_{0} \partial_{\rho}^{2} F_{0}\right)(r-t, \omega)+O\left(r^{-n}\right)
$$

Note that in the domain we consider,

$$
t^{\lambda}-r^{\lambda}=O\left(r^{\lambda-1}\right)
$$

b. For $n=2$, a straightforward computation gives

$$
\left(\partial_{t}^{2}-\Delta\right)\left\{\frac{g(\omega)}{2}\left(\frac{t}{r}\right)^{\frac{1}{2}}\left(\partial_{\rho} F_{0}\right)^{2}(r-t, \omega)\right\}=Q^{(2)}(x, t)+O\left(r^{-2}\right)
$$

because any function of the form

$$
r^{-\frac{1}{2}} H(r-t, \omega)
$$

is an approximate solution of the wave equation.
c. For $n=3$, we have similarly

$$
\left(\partial_{t}^{2}-\Delta\right)\left\{\frac{g(\omega)}{4 r} \ell n t\left(\partial_{\rho} F_{0}\right)^{2}(r-t, \omega)\right\}=Q^{(2)}(x, t)+O\left(r^{-3} \ell n r\right) .
$$

d. The proof can be completed by showing that the differences between $u^{(2)}$ and the main terms displayed in (b), (c) decay at least as free solutions do.

### 2.2. Slow time and reduced equation

The rough idea of the structure of the terms $u^{(p)}$ given in the Lemmas 2.1 and 2.2 is sufficient to guess the slow time of the problem and compute the reduced equations.

## a. Case $n=3$

In this case, the strong Huygens' principle holds, that is, free solutions with initial data supported in $|x| \leq M$ vanish for $|x| \leq t-M$. Thus we do not have to worry about the estimates of Lemma 2.1 and 2.2, valid only for $|x| \geq t+M-C$. In particular, $F_{0}$ is supported in $|\rho| \leq M$.

The approximation

$$
u(x, t)=\varepsilon r^{-1}\left[F_{0}(r-t, \omega)+\varepsilon \ell n t \frac{g(\omega)}{4}\left(\partial_{\rho} F_{0}\right)^{2}(r-t, \omega)+\ldots\right]
$$

suggests the slow time $\tau=\varepsilon \ell n t$ and the ansatz

$$
\begin{equation*}
u(x, t)=\varepsilon r^{-1} w(r-t, \omega, \tau) \tag{2.11}
\end{equation*}
$$

Inserting (2.11) into (2.1) gives

$$
\begin{equation*}
\Sigma g_{i j}(\nabla u) \partial_{i j}^{2} u=\frac{\varepsilon^{2}}{r t}\left\{-2 \partial_{\rho \tau}^{2} w+g(\omega)\left(\partial_{\rho} w\right)\left(\partial_{\rho}^{2} w\right)+\ldots\right\} \tag{2.12}
\end{equation*}
$$

where the dots stand for some smaller quadratic expression of second order derivatives of $w$.

Thus our approximate solution is

$$
\begin{equation*}
\tilde{u}(x, t)=\varepsilon\left[\chi(\varepsilon t) u^{(1)}(x, t)+(1-\chi(\varepsilon t)) r^{-1} w(r-t, \omega, \tau)\right] \tag{2.13}
\end{equation*}
$$

where

$$
\chi \in C^{\infty}(\mathbb{R}), s \leq 1 \Rightarrow \chi(s)=1, s \geq 2 \Rightarrow \chi(s)=0
$$

and $w$ is the solution of

$$
\begin{equation*}
\partial_{\tau} w-\frac{g(\omega)}{4}\left(\partial_{\rho} w\right)^{2}=0, w(\rho, \omega, 0)=F_{0}(\rho, \omega) \tag{2.14}
\end{equation*}
$$

In (2.14), $\omega$ is just a parameter, so that the results of Chapter IV, 1 show that $w$, hence $\tilde{u}$ exist for

$$
\begin{equation*}
0 \leq t<\exp \varepsilon^{-1} \bar{\tau}, \quad(\bar{\tau})^{-1}=\max \frac{1}{2} \Sigma g_{i j}^{k} \omega_{i} \omega_{j} \omega_{k} \partial_{\rho}^{2} F_{0}(\rho, \omega) \tag{2.15}
\end{equation*}
$$

## b. Case $n=2$

The approximation

$$
u(x, t)=\varepsilon r^{-\frac{1}{2}}\left[F_{0}(r-t, \omega)+\varepsilon t^{\frac{1}{2}} \frac{g(\omega)}{2}\left(\partial_{\rho} F_{0}\right)^{2}(r-t, \omega)+\ldots\right]
$$

suggests the slow time $\tau=\varepsilon t^{\frac{1}{2}}$ and the ansatz

$$
\begin{equation*}
u(x, t)=\varepsilon r^{-\frac{1}{2}} w(r-t, \omega, \tau) \tag{2.16}
\end{equation*}
$$

Lemma 2.3. Inserting (2.16) into (2.1) gives

$$
\begin{equation*}
\Sigma g_{i j}(\nabla u) \partial_{i j}^{2} u=\frac{\varepsilon^{2}}{(r t)^{\frac{1}{2}}}\left\{-\partial_{\rho \tau}^{2} w+g(\omega)\left(\partial_{\rho} w\right)\left(\partial_{\rho}^{2} w\right)+\varepsilon^{2} R(w)\right\} \tag{2.17}
\end{equation*}
$$

where $R(w)$ is a quadratic expression, with smooth coefficients bounded for $0<\tau_{0} \leq \tau \leq \tau_{1}$, of derivatives $\partial_{\rho, \omega, \tau}^{\alpha} w \quad(|\alpha| \leq 2)$.

In this case, the strong Huygens' principle does not hold, but free solutions are still smaller far inside the light cone than they are in the domain $|x| \geq t+M-C$ (because of (2.5)). Thus we take for our approximate solution

$$
\begin{equation*}
\tilde{u}(x, t)=\varepsilon\left[\chi(\varepsilon t) u^{(1)}(x, t)+(1-\chi(\varepsilon t)) \chi(3 \varepsilon(t-r)) r^{-\frac{1}{2}} w(r-t, \omega, \tau)\right] \tag{2.18}
\end{equation*}
$$ where the cutoff $\chi$ is as above and $w$ is the solution of

$$
\begin{equation*}
\partial_{\tau} w-\frac{g}{2}\left(\partial_{\rho} w\right)^{2}=0, w(\rho, \omega, 0)=F_{0}(\rho, \omega) \tag{2.19}
\end{equation*}
$$

As in (a), we see that $\tilde{u}$ exists for

$$
\begin{equation*}
0 \leq t<\varepsilon^{-2} \bar{\tau}^{2}, \quad(\bar{\tau})^{-1}=\max \Sigma g_{i j}^{k} \omega_{i} \omega_{j} \omega_{k} \partial_{\rho}^{2} F_{0}(\rho, \omega) \tag{2.20}
\end{equation*}
$$

### 2.3. Existence and approximation, null conditions, blowup

As in Section 1.3, but now for the wave equation, we will indicate some consequences of the above constructions.

## a. Existence and approximation

With exactly the same strategy as indicated in 1.3 , one can prove

$$
\begin{equation*}
\liminf \varepsilon \ell n \bar{T}_{\varepsilon} \geq \bar{\tau} \tag{2.21}
\end{equation*}
$$

where $\bar{\tau}$ is given by (2.15) (in space dimension two,

$$
\begin{equation*}
\liminf \varepsilon^{2} \bar{T}_{\varepsilon} \geq \bar{\tau}^{2} \tag{2.22}
\end{equation*}
$$

where $\bar{\tau}$ is given by (2.20)).

Here of course, to control the rest $\dot{u}=u-\tilde{u}$, one has to use energy inequalities instead of the pointwise estimates available in one space dimension. The main difference lies in the fact that the solution decays as $t \rightarrow+\infty$ (a feature responsible for the large existence time); to recover these decay properties from energy inequalities, one has to use the technique of "Klainerman fields" (see [K12]).

## b. Null conditions

If $g(\omega) \equiv 0$, we say that the null condition is satisfied. In this case, the main terms of $u^{(2)}$ in (2.9), (2.10) vanish, and the reduced equations (2.14), (2.19) become linear. This suggests that the lifespan should be much bigger under these circumstances. This situation is analogous to the situation of a first order system with linearly degenerate eigenvalues (see 1.2).

In dimension three, Klainerman and Christodoulou have proved global existence when the null condition is satisfied. In dimension two, the situation is more complicated:
(i) If all the $g_{i j}^{k}$ vanish, Hoshiga has proved

$$
\liminf \varepsilon^{2} \ell n \bar{T}_{\varepsilon} \geq \bar{\zeta}
$$

where the number $\bar{\zeta}$ can be explicitly computed from the second order derivatives of $g_{i j}$ and the free profile $F_{0}$ (defined in (2.6)). This result is similar to (2.21), (2.22), with a slow time

$$
\zeta=\varepsilon^{2} \ell n t .
$$

We will come back to this in Section 3.
(ii) If moreover $\bar{\zeta}=\infty$ (which corresponds to a second null condition), global existence holds.
The general case $g(\omega) \equiv 0$ does not seem to have been settled yet. Note that in all cases, including when global existence holds, the approximate solution provides useful information.

## c. Blowup

In the special case of rotationally invariant wave equations handled in Chapter IV, we obtained (Theorem 5.1, (5.5)) the upper bound

$$
\limsup \varepsilon \ell n \bar{T}_{\varepsilon} \leq \bar{\tau},(\bar{\tau})^{-1}=\max c^{\prime}(0) F^{\prime \prime}(\rho) .
$$

In this case, $g=2 c^{\prime}(0)$, hence this upper bound agrees with the one suggested by (2.15) (and similarly in dimension two).

Moreover, the blowup mechanism suggested by (2.13), (2.14) is

$$
\left|\nabla^{2} u\right| \rightarrow+\infty .
$$

This agrees with what we have learned of first order systems in Chapter IV; in this case, only the gradient of the solution is expected to blowup. If we reduced the scalar equation on $u$ to a first order system on $U, \nabla^{2} u$ would correspond to $\nabla U$.

When using the strategy explained in 1.3., one runs into the following difficulty: we do not know how to solve the blowup equation for a general class of initial data. Thus, in sharp contrast with the one dimensional case, it is still an open problem to find a relevant upper bound to $\bar{T}_{\varepsilon}$ and, a fortiori, to describe the blowup mechanism.

In the next section, we will sketch some asymptotic approach to this problem, where the blowup equation is only asymptotically (and not exactly) solved.

## 3. Further results on the wave equation

For the case of one space dimension handled in Section 1. (Theorem 1.1), we were able to compute explicitly all the terms of a formal asymptotic solution. For the quasilinear wave equations of Section 2, we computed only approximations of the first two terms in a zone $\{|x| \geq$ $t+M-C\}$. In particular, no other free profile than $F_{0}$ (defined in (2.6)) was introduced.

We want to sketch here how the program of Section 1.3 (formal analysis, slow time and reduced equations, approximation for large time and representation of the solution as a blowup solution) can be carried out, and how it makes it possible to reduce the problem of blowup for (2.1) to a local blowup problem (3.4). We discuss a model case of this problem in Section 3.3, and return finally to our original problem in Section 3.4, where our blowup results of asymptotic nature are stated.

For simplicity, we restrict our attention to the case $n=2$.

### 3.1. Formal analysis near the boundary of the light cone

We use again the notations of 2.1. It turns out to be difficult to describe the functions $u^{(p)}$ inside the light cone $\{|x|=t\}$, especially in the case $n=2$ where the strong Huygens's principle does not hold. We skip this difficulty and complete the partial information of Lemma 2.2.

Proposition 3.1. For all $C>0, N, N^{\prime} \in \mathbb{N}$, there exist functions

$$
L_{q}^{(p)}(\rho, \omega, z), \quad R_{q, q^{\prime}}^{(p)}(\rho, \omega, z), \quad \rho=r-t, \quad z=r^{-1}
$$

such that the term $u^{(p)}$ can be written

$$
\begin{aligned}
& u^{(p)}(x, t)=r^{-\frac{1}{2}}\left\{\sum_{0 \leq 2 q \leq p-1}(\ell n t)^{q} L_{q}^{(p)}(r-t, \omega, z)+\right. \\
&\left.+\sum_{q \geq 1, q+2 q^{\prime} \leq p-1} t^{\frac{q}{2}}(\ell n t)^{q^{\prime}} R_{q, q^{\prime}}^{(p)}(r-t, \omega, z)\right\}+r^{(p)}
\end{aligned}
$$

Here, for $|x| \geq t+M-C, t \geq C$,
(i) $r^{(p)}=O\left(r^{-N}\right)$,
(ii) $\left(\partial_{t}^{2}-\Delta\right) r^{-\frac{1}{2}} L_{q}^{(p)}=O\left(r^{-N^{\prime}}\right)$,
(iii) For $q=2 k(k \geq 1)$, the term $R_{q, 0}^{(p)}(\rho, \omega, z)$ does not contain the power $z^{k}$.

For instance,

$$
u^{(1)}(x, t)=r^{-\frac{1}{2}} L_{0}^{(1)}(r-t, \omega, z)+r^{(1)}
$$

which is just (2.4); also

$$
u^{(2)}(x, t)=r^{-\frac{1}{2}}\left\{L_{0}^{(2)}(r-t, \omega, z)+t^{\frac{1}{2}} R_{1,0}^{(2)}(r-t, \omega, z)\right\}+r^{(2)}
$$

which completes (2.9).
Just as in the one dimensional case (Definition 1.1), we define the function

$$
L_{0}^{(p)}(r-t, \omega, z)
$$

as the free profile of order $p$.

### 3.2. Slow time and reduced equations

When we collect the terms $u^{(p)}$, we find formally
$u(x, t)=\varepsilon r^{-\frac{1}{2}}\left\{\Sigma \varepsilon^{p-1-2 q} \zeta^{q} L_{q}^{(p)}(\rho, \omega, z)+\Sigma \varepsilon^{p-1-q-2 q^{\prime}} \tau^{\frac{q}{2}} \zeta^{q^{\prime}} R_{q, q^{\prime}}^{(p)}\right\}+\ldots$.
Recall that

$$
\rho=r-t, z=r^{-1}
$$

We see the presence of two slow times

$$
\tau=\varepsilon t^{\frac{1}{2}}, \quad \zeta=\varepsilon^{2} \ell n t
$$

and this suggests the ansatz

$$
\begin{equation*}
u(x, t)=\varepsilon r^{-\frac{1}{2}} F(r-t, \omega, z, \tau, \zeta) \tag{3.2}
\end{equation*}
$$

As before, the equation obtained by inserting (3.2) into (2.1) has to be supplemented with some boundary conditions on $F$ analogous to (2.19). It turns out that $F$ is determined by its values

$$
\partial_{\tau}^{2 q} \partial_{z}^{q} F(\rho, \omega, 0,0,0), \quad q=1,2, \ldots
$$

The choice ensuring the matching of the formal asymptotics with the ansatz is

$$
F(\rho, \omega, 0,0,0)=\Sigma \varepsilon^{(p)} L_{0}^{(p)}(\rho, \omega, 0)
$$

and zero for the derivatives with $q \geq 1$.
Remark that the presence of the second slow time $\zeta$ is coherent with the results mentioned in section 2.3. b.

The main consequence of the existence of $F$, depending smoothly on $\varepsilon$, representing $u$ as in (3.2) is the following: choose

$$
0<\tau_{0}<\tau_{2}<\bar{\tau}<\tau_{1}
$$

where $\bar{\tau}$ is defined in (2.20) with the property (2.22). After some transition period, for $\tau \geq \tau_{0}, u$ can be represented for $|x| \geq t+M-C$ in the form

$$
\begin{equation*}
u(x, t)=\varepsilon r^{-\frac{1}{2}} w(r-t, \omega, \tau) \tag{3.3}
\end{equation*}
$$

Here $w$ denotes the old $F$ considered now as a function of $\rho, \omega$ and $\tau$, depending smoothly on $\varepsilon$ and $\varepsilon^{2} \ell n \varepsilon$.

This is a consequence of the identities

$$
z=\left(\varepsilon \tau^{-1}\right)^{2}\left(1+\rho\left(\varepsilon \tau^{-1}\right)^{2}\right)^{-1}, \quad \zeta=2 \varepsilon^{2} \ell n \tau-2 \varepsilon^{2} \ell n \varepsilon
$$

We are back now to the situation of Lemma 2.3, with the difference that we cannot neglect the term $R(w)$ in (2.17) anymore. We have to solve the following local blowup problem:

Find, for $\tau \geq \tau_{0}$ (and up to the blowup time), a solution $w$ of

$$
\begin{equation*}
-\partial_{\rho \tau}^{2} w+g(\omega)\left(\partial_{\rho} w\right)\left(\partial_{\rho}^{2} w\right)+\varepsilon^{2} R(w)=0 \tag{3.4}
\end{equation*}
$$

such that $w$ agrees in some strip $\tau_{0} \leq \tau \leq \tau_{2}$ with the solution of (3.4) obtained from $F$.

This is a purely local problem (in the slow time variable $\tau$ ).

### 3.3. A local blowup problem

We consider now (3.4): this is a second order equation in $\tau$, and we expect its solution $w$ to vanish for $\rho \geq M$ (this corresponds to the zone $|x| \geq t+M$ where the solution $u$ vanishes).

We skip the difficulty that $w$ has to verify two trace conditions on $\left\{\tau=\tau_{0}\right\}$ while (3.4) is of first order in $\tau$ for $\varepsilon=0$.

The term $R(w)$ in (3.4) corresponding to the actual wave equation (2.1) is rather complicated; but what really creates a difficulty in solving (3.4) are the $\omega$-derivatives. Thus we will concentrate now on the following simplified model problem: given $v_{0}(\rho, \omega)$, vanishing for $\rho \geq M$ and rapidly decaying for $\rho \rightarrow-\infty$, find $v(\rho, \omega, \tau)$, also vanishing for $\rho \geq M$, satisfying

$$
\begin{equation*}
\partial_{\tau} v+v \partial_{\rho} v+\varepsilon \partial_{\omega}^{2} \int_{M}^{\rho} v(s, \omega, \tau) d s=0, \quad v(\rho, \omega, 0)=v_{0}(\rho, \omega) \tag{3.5}
\end{equation*}
$$

In particular, we want to obtain an asymptotic expansion of the lifespan $\bar{\tau}_{\varepsilon}$ of $v$.

We believe that this problem contains all the essential difficulties of (3.4).
a. Let us first insist on the following point. It would seem natural, to solve (3.5), to try the ansatz

$$
v=v^{(0)}+\varepsilon v^{(1)}+\ldots
$$

where the $v^{(j)}$ satisfy the equations

$$
\begin{aligned}
\partial_{\tau} v^{(0)}+v^{(0)} \partial_{\rho} v^{(0)} & =0 \\
\partial_{\tau} v^{(1)}+v^{(0)} \partial_{\rho} v^{(1)}+v^{(1)} \partial_{\rho} v^{(0)} & =-\partial_{\omega}^{2} \int_{M}^{\rho} v^{(0)} d s
\end{aligned}
$$

and so on, with the corresponding terms of $v_{0}$ for initial data. If $\bar{\tau}$ denotes the lifespan of $v^{(0)}$ (given by the formula (1.3) of Chapter IV), $\bar{\tau}$ is also the lifespan of all the $v^{(p)}$; moreover, the successive terms do not blow up uniformly for $\tau=\bar{\tau}$ as some negative power of $\bar{\tau}-\tau$, which makes it impossible to introduce an appropriate slow time as before. Thus this method yields only a poor lower bound for the lifespan.
b. A better result is obtained by computing the blowup equation corresponding to the formal change

$$
\rho=\phi(X, \omega, T), \omega=\omega, \tau=T, \phi(X, \omega, 0)=X
$$

with

$$
v(\rho, \omega, \tau)=V(X, \omega, T) .
$$

This is exactly what we have done in Chapter I, B 2, formula (2.10) and (2.11) (with $a$ instead of $\varepsilon$ and $y$ instead of $\omega$ ). Formally inserting

$$
\phi=\phi^{(0)}+\varepsilon \phi^{(1)}+\ldots, \quad V=V^{(0)}+\varepsilon V^{(1)}+\ldots
$$

into (2.11), we obtain a system of linear equations

$$
\begin{array}{ll}
\partial_{T} \phi^{(0)}-V^{(0)}=0, & \partial_{X T}^{2} V^{(0)}=0, \\
\partial_{T} \phi^{(p)}-V^{(p)}=E^{(p)}, & \partial_{X T}^{2} V^{(p)}=F^{(p)},
\end{array}
$$

where $E^{(p)}$ and $F^{(p)}$ are differential expressions involving only $\phi^{(q)}, V^{(q)}$ for $0 \leq q \leq p-1$.

The important point is that, just as we have done in 1.3 b , we can solve these equations globally (that is, in the strip $\tau_{0} \leq \tau \leq \tau_{1}$ including the approximate blowup time $\bar{\tau}$ ) with appropriate boundary conditions. It remains then only to look for the set

$$
\left\{(X, \omega, T), \partial_{X} \phi(X, \omega, T)=0\right\}
$$

recalling that the lifespan is the minimum of $T$ on this set.
Since the first term $\phi^{(0)}, V^{(0)}$ (corresponding to the solution of Burgers' equation) can be explicitly computed, the implicit function theorem
will allow us to look for the zeroes of $\partial_{X} \phi$ close to the zeroes of $\partial_{X} \phi^{(0)}$, and to obtain an approximation of the lifespan to any order in $\varepsilon$.

When we can solve exactly (2.11), we obtain an exact representation of the solution $u$, thus proving blowup (and, in fact, geometric blowup). This is the case in particular if the initial value $v_{0}$ is analytic in $\omega$.

### 3.4. Asymptotic lifespan for the two dimensional wave equation

In Sections 3.2 and 3.3, we have explained a strategy to prove blowup for the quasilinear wave equation based on an exact representation of the solution by means of a (coordinate) blowup. This strategy is the same as the one used in 1.3 for the one dimensional case.

Unfortunately, it is not known how to solve exactly the blowup system corresponding to (3.4) in general, thus no proof of actual blowup has yet been obtained. However, some results of asymptotic nature are available, corresponding to asymptotic solutions of this blowup system; these results display the "blowup behavior" of the solution.

Theorem 3.4. Assume that the function $-g(\omega) \partial_{\rho}^{2} F_{0}(\rho, \omega)$ has a unique negative minimum at $\left(\rho_{0}, \omega_{0}\right)$, with positive definite Hessian. Then there exists a function $\bar{T}_{\varepsilon}^{a}$ with the two following properties:
(i) For all $N, \bar{T}_{\varepsilon} \geq \bar{T}_{\varepsilon}^{a}-\varepsilon^{N}$ for $0<\varepsilon \leq \varepsilon_{N}$.
(ii) There exists $C>0$ such that, for $(C \varepsilon)^{-2} \leq t \leq \bar{T}_{\varepsilon}^{a}-\varepsilon^{N}$ and $0<\varepsilon \leq \varepsilon_{N}$,

$$
\left(C\left(\bar{T}_{\varepsilon}^{a}-t\right)\right)^{-1} \leq\left\|\nabla^{2} u(\cdot, t)\right\|_{L^{\infty}} \leq C\left(\bar{T}_{\varepsilon}^{a}-t\right)^{-1} .
$$

Moreover, the function $\bar{T}_{\varepsilon}^{a}$ is of the form

$$
\bar{T}_{\varepsilon}^{a}=\varepsilon^{-2} \bar{\tau}^{a}\left(\varepsilon, \varepsilon^{2} \ell n \varepsilon\right)
$$

where $\bar{\tau}^{a}$ is a $C^{\infty}$ function of its arguments with $\bar{\tau}^{a}(0,0)=\bar{\tau}(\bar{\tau}$ is defined in (2.20)).

We have in particular

$$
\bar{\tau}^{a}=\bar{\tau}+A_{1} \varepsilon+O\left(\varepsilon^{2} \ln \varepsilon\right)
$$

The second constant is

$$
A_{1}=-\bar{\tau}^{2} g\left(\omega_{0}\right) \partial_{\rho}^{2} L_{0}^{(2)}\left(\rho_{0}, \omega_{0}, 0\right)
$$

where the second free profile $L_{0}^{(2)}$ is defined in Theorem 3.1.
We call the function $\bar{T}_{\varepsilon}^{a}$ the "asymptotic lifespan". When $t$ approaches this value, the second order derivatives of $u$ become very large, as expected.

Whether this is a prelude to actual blowup or just the onset of some chaotic regime is an open problem.

## Notes

The material for Section 1.1 and 1.2 of Section 1 is partially taken from Majda and Rosales [MaRo] and Hörmander [Hö2]. Section 1.3 is taken from the author [Al9].

Section 2 is due to Christodoulou [Ch], Klainerman [Kl1] [Kl2], John [Jo5] (for the case $n=3$ ) and Hörmander [Hö2], and follows the presentation by Hörmander again.

The results of Section 3 are taken from the author's work [Al1], [Al2], [Al3]. For results in the same direction in space dimension three, see John [Jo5].
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